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1

The infrastructure and methods for offi  cial US economic statistics arose 
in large part from the federal government’s need to respond to the Great 
Depression and Second World War. The US economy of the late 1940s was 
heavily goods based, with nearly a third of payroll employment in manufac-
turing. Although censuses of manufacturing activity had been undertaken 
as early as 1810, the fi rst comprehensive quinquennial economic census was 
conducted in 1954. Economic census data provide the backbone for the mea-
surement of nominal economic activity in the national income and prod-
uct accounts. Surveys based on probability samples developed after World 
War II collect accurate statistics at lower cost than complete enumerations 
and make central contributions to high- frequency measurements. Adminis-
trative data, especially data on income from tax records, play an important 
role in the construction of the income side of the accounts and in imputing 
missing data on the product side.

The defl ators used to construct estimates of real product were developed 
separately from the measurement system for nominal income and product. 
The earliest Consumer Price Index (CPI) was introduced in 1919 as a cost- 
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of- living index for defl ating wages. The CPI and Producer Price Index pro-
grams provide the price measurements used to convert nominal measures 
into estimates of real product.1

This measurement infrastructure, established mostly in the middle part 
of the twentieth century, proved durable as well as valuable not only to the 
federal government but also to a range of other decision makers and the 
research community. Spread across multiple agencies with separate areas 
of responsibility, however, it is less than ideal for providing consistent and 
comprehensive measurements of  prices and quantities. Moreover, as has 
been noted by a number of commentators, the data landscape has changed in 
fundamental ways since the existing infrastructure was developed. Obtain-
ing survey responses has become increasingly diffi  cult and response rates 
have fallen markedly, raising concerns about the quality of  the resulting 
data (see, for example, Baruch and Holtom 2008; Groves 2011; and Meyer, 
Mok, and Sullivan 2015). At the same time, the economy has become more 
complex, and users are demanding ever more timely and more granular data.

In this new environment, there is increasing interest in alternative sources 
of data that might allow the economic statistics agencies to better address 
users’ demands for information. As discussed by Bostic, Jarmin, and Moyer 
(2016), Bean (2016), Groves and Harris- Kojetin (2017), and Jarmin (2019), 
among others, recent years have seen a proliferation of natively digital data 
that have enormous potential for improving economic statistics. These 
include detailed transactional data from retail scanners or companies’ inter-
nal systems, credit card records, bank account records, payroll records and 
insurance records compiled for private business purposes; data automati-
cally recorded by sensors or mobile devices; and a growing variety of data 
that can be obtained from websites and social media platforms. Incorporat-
ing these nondesigned Big Data sources into the economic measurement 
infrastructure holds the promise of allowing the statistical agencies to pro-
duce more accurate, timelier, and more disaggregated statistics, with a lower 
burden for data providers and perhaps even at lower cost for the statistical 
agencies. The agencies already have begun to make use of  novel data to 
augment traditional data sources. More fundamentally, the availability of 
new sources of data off ers the opportunity to redesign the underlying archi-
tecture of offi  cial statistics.

In March 2019, with support from the Alfred P. Sloan Foundation, the 
Conference on Research in Income and Wealth (CRIW) convened a meeting 
held in Bethesda, Maryland, to explore the latest research on the deploy-
ment of Big Data to solve both existing and novel challenges in economic 
measurement. The papers presented at the conference demonstrate that Big 

1. See Carson (1975) and Goldberg and Moye (1985) for discussions of the development of 
the existing infrastructure for the production of economic statistics.
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Data together with modern data science tools can contribute signifi cantly 
and systematically to our understanding of the economy.

An earlier CRIW conference on Scanner Data and Price Indexes, orga-
nized by Robert Feenstra and Matthew Shapiro and held in the fall of 2000 
in Arlington, Virginia, explored some of these same themes. Authors at the 
2000 conference examined the use of retail transaction data for price mea-
surement. Although there was considerable interest at that time in this new 
source of data, many of the papers pointed to problems in implementation 
and performance of the resulting measures (Feenstra and Shapiro 2003). 
Research continued, but for a variety of reasons, innovations in offi  cial sta-
tistics to make use of the new data were slow to follow.

Twenty years on, the papers in this volume highlight applications of alter-
native data and new methods to a range of economic measurement topics. 
An important contribution to the conference was the keynote address given 
by then Statistics Netherlands Director General Dr. Tjark Tjin- A- Tsoi. He 
reported on that agency’s impressive progress in supplementing and replac-
ing traditional surveys with alternative Big Data sources for its statistical 
programs. Notwithstanding the issues and challenges that remain to be tack-
led to realize the full potential of Big Data for economic measurement at 
scale, there was much enthusiasm among the conference participants regard-
ing their promise.

The message of the papers in this volume is that Big Data are ripe for 
incorporation into the production of offi  cial statistics. In contrast to the 
situation two decades ago, modern data science methods for using Big Data 
have advanced suffi  ciently to make the more systematic incorporation of 
these data into offi  cial statistics feasible. Indeed, considering the threats to 
the current measurement model arising from falling survey response rates, 
increased survey costs, and the growing diffi  culties of keeping pace with a 
rapidly changing economy, fundamental changes in the architecture of the 
statistical system will be necessary to maintain the quality and utility of offi  -
cial economic statistics. Statistical agencies have little choice but to engage 
in the hard work and signifi cant investments necessary to incorporate the 
types of data and measurement approaches studied in this volume into their 
routine production of offi  cial economic statistics.

The COVID- 19 crisis that emerged the year following the conference (and 
so is not addressed in any of the papers) has driven home the importance 
of modernizing the federal data infrastructure by incorporating these new 
sources of data. In a crisis, timely and reliable data are of critical impor-
tance. There has been intense interest in the high- frequency information by 
location and type of activity that private researchers working with Big Data 
have been able to produce. For example, near- real- time location data from 
smartphones have provided detailed insights into the response of aggregate 
activity to the unfolding health crisis (Google 2020; University of Maryland 
2020). Based on data from a variety of private sources, Opportunity Insight’s 
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Economic Tracker is providing decision makers with weekly indexes of 
employment, earnings, and consumer spending (Chetty et al. 2020). While 
the fi ndings reported in the proliferation of new working papers using novel 
data sources have been highly valuable, for the most part, these measure-
ment eff orts have been uncoordinated and captured particular aspects of the 
pandemic’s economic impact rather than providing a comprehensive picture.

Statistical agencies also responded nimbly to the crisis. For example, in 
addition to introducing two new Pulse Surveys providing important infor-
mation on the response of households (Fields et al. 2020) and small busi-
nesses (Buffi  ngton et al. 2020) to the crisis, the Census Bureau released a 
new measure of weekly business creation based on administrative data. The 
Bureau of Labor Statistics (BLS) added questions to ongoing employer and 
household surveys to learn about how business operations were changing in 
response to the crisis (Beach 2020). Unfortunately, the use of Big Data by 
the statistical agencies for real- time granular economic measurement is in a 
nascent state and the infrastructure for the routine production of key offi  cial 
economic statistics based on robust and representative Big Data sources is 
not yet developed. Our hope is that, at the point when the American econ-
omy experiences any future crisis, the statistical agencies will be prepared 
to make use of the ongoing fl ow of Big Data to provide information that is 
both timely and comprehensive to help with guiding the important decisions 
that policy makers will confront.

The Promise of Big Data for Economic Measurement

As already noted, the current infrastructure for economic measurement 
has been largely in place since the mid- twentieth century. While organized 
in various ways, with some countries adopting a more centralized model 
(e.g., Canada) and others a more decentralized one (e.g., the United States), 
offi  cial economic measurement typically uses a mix of data sourced from 
sample surveys, government administrative records, and periodic censuses 
to support key statistics on output, prices, employment, productivity, and 
so on. For decades, as the primary collectors, processors, and curators of 
the raw information underlying economic statistics, government statistical 
offi  ces were near monopoly providers of this information. Organizations 
such as the Census Bureau and the BLS collected information through 
household interviews or paper questionnaires completed by business sur-
vey respondents based on company records. In many cases, the information 
was digitized only when it was entered in the statistical agencies’ computers. 
Today, in contrast, staggering volumes of digital information relevant to 
measuring and understanding the economy are generated each second by an 
increasing array of devices that monitor transactions and business processes 
as well as track the activities of workers and consumers.

The private sector is now the primary collector, processor, and curator of 
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the vast majority of the raw information that potentially could be utilized to 
produce offi  cial economic statistics. For example, the information systems 
of most retailers permit tracking sales by detailed product and location in 
near real time. In some cases, although their data products are not intended 
to replace offi  cial measures, the private sector even is beginning to dissemi-
nate economic statistics to the public, as with ADP’s monthly employment 
report, the Conference Board’s Help Wanted Online publications, and the 
statistical information produced by the JPMorgan Chase Institute.

Timeliness is particularly important to many users of offi  cial economic 
statistics. Users of these data also commonly express a need for geographi-
cally disaggregated information. State and local agency representatives 
who met with members of a recent Committee on National Statistics panel 
reviewing the Census Bureau’s annual economic surveys, for example, made 
clear that they fi nd even state- level data of limited use. Ideally, they said, 
they would like data that could be aggregated into custom local geographies, 
such as a user- specifi ed collection of counties (Abraham et al. 2018). Survey 
sample sizes, however, often limit what can be produced with any degree of 
reliability to national or perhaps state estimates.

Though often both timely and extraordinarily rich, many of  the new 
sources of data generated in the private sector lack representativeness, cov-
ering only subpopulations such as the businesses that use a particular payroll 
service or customers of  a particular bank. These considerations point in 
the direction of a blended survey–Big Data model for incorporating new 
sources of information into offi  cial statistics. Finding ways to do this eff ec-
tively holds the promise of allowing the agencies to produce vastly more 
timely and detailed information.2 To be clear, we do not suggest that offi  cial 
statisticians should want to produce estimates of Cheerios sold in Topeka 
last week. Rather, we believe it is possible to do much better than producing 
only aggregated national estimates at a monthly or quarterly frequency, as 
is the typical current practice.

Access to timely Big Data pertaining to wide swaths of economic activity 
also can help to reduce the revisions in offi  cial statistics. The estimates of 
Gross Domestic Product (GDP) produced by the Bureau of Economic Anal-
ysis (BEA) go through multiple rounds of sometimes substantial revisions, 
largely because the information that undergirds the initial estimates is sparse 
and better information arrives only with a substantial delay. These revisions 
can cause signifi cant problems for users of the data. Recent research, includ-
ing papers in this volume, shows that even incomplete information from 
private sources available on a timely basis can help with producing better 
initial estimates that are less subject to later revision.

Finally, new tools should make it possible to automate much of the produc-

2. Producing more granular statistics does raise challenges related to the preservation of 
privacy and confi dentiality, challenges we discuss further below.
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tion of economic statistics. To the extent that processes can be re engineered 
so that natively digital information fl ows directly from the source to the 
agency or organization responsible for producing the relevant economic sta-
tistics, the need for survey data can be reduced and scarce survey resources 
can be directed to measurement domains in which survey data are the only 
option. In the longer run, the use of Big Data has the potential for reducing 
the cost and respondent burden entailed with surveys and with enumerations 
such as the manual collection of prices in the CPI program.

The future is now, or so we say in this essay. Given the successes docu-
mented in the papers in the volume, we believe the time is ripe for Big Data 
to be incorporated systematically into the production of offi  cial statistics.

Using Big Data for Economy- Wide Economic Statistics

Major innovations in offi  cial statistics often have followed improvement in 
source data. The fi rst fi ve papers in this volume feature research using data 
sources that are new to economic measurement. The authors of these papers 
all are interested in using these new data sources to improve the timeliness 
and granularity of economic statistics. While the fi ndings are encouraging, 
the authors are quick to point out that incorporating these new sources 
into routine production of economic statistics is not trivial and will require 
substantial investments.

In their paper, Gabriel Ehrlich, John Haltiwanger, Ron Jarmin, David 
Johnson, and Matthew Shapiro off er a vision of what integrated price and 
quantity measurement using retail transaction- level data might look like. 
Currently, retail prices and nominal sales are measured separately (prices 
by the BLS and nominal sales by the Census Bureau), using separate sur-
veys drawn from diff erent frames of retail businesses. Collecting prices and 
sales volumes separately limits how the resulting data can be used. Further-
more, the survey- based methodologies employed to collect the data limit the 
timeliness as well as the geographic and product specifi city of the resulting 
estimates. Computing estimates of prices, quantities, and total retail sales 
directly from point- of- sale transactions data—which record both the prices 
and quantities of items sold at particular locations—can overcome all these 
issues. The trick is fi rst to secure access to transaction- level data and second 
to develop the computational and analytic infrastructure to produce reliable 
estimates from them. Ehrlich et al. use a subset of transaction- level data 
from Nielson and the NPD Group to demonstrate feasible methods for 
accomplishing this. They describe many of the practical challenges involved 
in using transaction- level data for economic measurement, especially for 
measuring price changes. A key feature of transaction- level data is the large 
amount of product turnover. While the methods proposed by Ehrlich et al. 
show promise, the authors stress the work on methodological and data 
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access issues that is needed before the agencies can use transaction- level 
data for measuring retail prices and quantities at scale.

The paper by Crystal Konny, Brendan Williams, and David Friedman in 
this volume examines several alternative data sources the BLS has studied 
for use in the CPI. First, they describe eff orts to use transaction summaries 
from two corporate retailers, one of which is unwilling to participate in tra-
ditional BLS data collections, as a replacement for directly collected prices. 
An important issue encountered in the data for one of these fi rms was the 
presence of large product lifecycle price declines. Absent suffi  ciently rich 
descriptions of the products being priced, there was not a good way to deal 
with this. Second, Konny, Williams, and Friedman discuss how the BLS has 
used data obtained from several secondary sources, prioritizing product 
areas with reporting issues. In the case of data on new vehicle sales from JD 
Power, BLS has been able to fi eld a successful experimental series and intends 
to introduce these data into regular CPI production. This is expected to be 
more cost eff ective than existing collection methods. Finally, the authors 
report on eff orts to scrape data on fuel prices from a crowdsourced web-
site (GasBuddy) and to use Application Programming Interfaces (APIs) 
to obtain data on airline fares. Overall, the authors describe excellent pro-
gress at the BLS on introducing new data sources into the CPI. The work 
to date, however, relies on idiosyncratic methods related to the specifi c data 
sources and products or services involved. This may limit the ability of the 
BLS to scale these approaches across additional items in the CPI basket or 
to expand the basket to include a larger subset of the potential universe of 
items.

Rebecca Hutchinson’s paper describes ongoing work at the Census 
Bureau to obtain alternative source data for retail sales. The Census Bureau’s 
monthly retail trade survey has experienced signifi cant response rate declines 
and thus has been prioritized for modernization (Jarmin 2019). Like Ehrlich 
et al. (this volume), Hutchinson uses data from NPD’s database, but rolled up 
to observations on the dollar value of sales at the product- by- store level. She 
examines how well the NPD numbers map to the retail sales data collected 
for the same companies and also how closely movements in the aggregated 
NPD numbers align with national- level Census estimates. Work is underway 
to examine how the product codes in the NPD data map to those used for the 
2017 Economic Census. The results are very encouraging. Indeed, the Cen-
sus Bureau has replaced monthly survey data with NPD sourced retail sales 
for over 20 companies and is working with NPD to increase that number. 
Hutchinson provides a valuable summary of the Census Bureau’s process 
for negotiating access to and testing of the NPD data. It is instructive to see 
how much eff ort was required to implement what was, compared to other 
alternative data eff orts, a relatively straightforward process. In addition to 
the explicit cash costs for third- party data acquisition, these implicit costs 
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will need to come down through increased experience if  the agencies are to 
scale these eff orts under realistic budget assumptions.

The paper by Aditya Aladangady, Shifrah Aron- Dine, Wendy Dunn, 
Laura Feiveson, Paul Lengerman, and Claudia Sahm uses anonymized 
credit card transactions data from First Data, a large payments processor, 
for retail stores and restaurants. The data permit the authors to look at 
daily spending within tightly defi ned geographic regions with a lag of only 
a few days. The authors show that national monthly growth rates in the data 
track fairly well with the Census Bureau’s monthly retail trade estimates, 
suggesting that both are capturing the same underlying reality. Then they 
use daily data to track the impact of shocks, such as the 2018–2019 govern-
ment shutdown and natural disasters, on consumer spending. Before the 
data can be used for analysis, a number of fi lters must be applied. A key fi lter 
controls for the entry and exit of particular merchants from the database. 
The necessity of accounting for attributes of an alternative data source that 
complicates its application to economic measurement is a feature of many 
of the papers in this volume. Aladangady et al. demonstrate that the careful 
application of fi lters to raw Big Data sources can result in data that are fi t 
for various measurement tasks.

The fi nal paper in the section, by Tomaz Cajner, Leland Crane, Ryan 
Decker, Adrian Hamins- Puertolas, and Christopher Kurz, aims to improve 
real- time measurement of the labor market by combining timely private data 
with offi  cial statistics. Many eff orts to use alternative data for economic mea-
surement attempt to mimic some offi  cial series. Cajner et al. depart from this 
by bringing multiple noisy sources together to better measure the true latent 
phenomenon, in their case payroll employment. Thus, they model payroll 
employment using private data from the payroll processing fi rm Automatic 
Data Processing (ADP) together with data from the BLS Current Employ-
ment Statistics survey. Importantly for policy makers, forecasts using the 
authors’ smooth state space estimates outperform estimates from either 
source separately. An attractive feature of the ADP data, which are avail-
able weekly, is their timeliness. This featured critically when the authors, in 
collaboration with additional coauthors from ADP and academia, recently 
used these data and methods to produce valuable information on employ-
ment dynamics during the COVID- 19 crisis (Cajner et al. 2020).

Uses of Big Data for Classification

Many data users do not care exclusively or even primarily about aggregate 
measurements but also or even mostly about information by type of fi rm, 
product, or worker. Published offi  cial statistics are based on standardized 
classifi cation systems developed with the goal of allowing agencies to pro-
duce disaggregated statistics that are categorized on a comparable basis. In a 
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“designed data” world, information about industry, product category, occu-
pation and so on is collected from the fi rm or worker and used to assign each 
observation to an appropriate category. In some cases, expense precludes 
collecting the information needed to produce statistics broken out in accord 
with a particular classifi cation. Even when it is collected, the responses to 
the relevant questions may be missing or unreliable. Responses from busi-
nesses about organizational form or industry, for example, frequently are 
missing from surveys, and when provided, the information can be unreliable 
because the question asks about a construct created by the agency rather 
than a variable that has a natural counterpart in businesses’ operations. The 
next three papers provide examples of how nondesigned data can be used 
to produce statistics broken out along dimensions relevant to users of the 
data or to better categorize the information already being collected by 
the statistical agencies.

In their paper, Arthur Turrell, Bradley Speigner, Jyldyz Djumalieva, 
David Copple, and James Thurgood begin by noting that the statistics on 
job openings available for the United Kingdom are reported by industry 
but are not broken out by occupation. Turrell et al. use machine learning 
methods in conjunction with information on job advertisements posted to a 
widely used recruiting website to learn about occupational vacancies. Using 
matching algorithms applied to term frequency vectors, the authors match 
the job descriptions in the recruitment advertisements to the existing Stan-
dard Occupational Classifi cation (SOC) documentation, assigning a 3- digit 
SOC code to each advertisement. Turrell et al. then reweight the vacancy 
counts so that total vacancies by industry match the numbers in published 
offi  cial statistics. The result is estimates that integrate offi  cial job openings 
statistics designed to be fully representative with supplementary Big Data 
that provide a basis for further disaggregation along occupational lines.

Joseph Staudt, Yifang Wei, Lisa Singh, Shawn Klimek, Brad Jensen, and 
Andrew Baer address the diffi  cult measurement question of  whether an 
establishment is franchise affi  liated. Franchise affi  liation was hand- recoded 
in the 2007 Census, but due to resource constraints, this was not done for 
the 2012 Census. While commercial sources showed an increase in the rate 
of franchise affi  liation between 2007 and 2012, the Economic Census data 
showed a signifi cant decline, suggesting a problem with the Economic Census 
data. The authors make use of web- scraped information collected directly 
from franchise websites as well as data from the Yelp API to automate the 
recoding process. They apply a machine learning algorithm to probabilisti-
cally match franchise establishments identifi ed in the online sources to the 
Census Business Register (BR), allowing them to code the matched BR 
establishments as franchise affi  liated. This approach leads to a substantial 
increase in the number of establishments coded as franchise affi  liated in the 
2017 Economic Census.
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Similar to the Staudt et  al. paper, John Cuff e, Sudip Bhattacharjee, 
Ugochukwu Etudo, Justin Smith, Nevada Basdeo, Nathaniel Burbank, 
and Shawn Roberts use web- scraped data to classify establishments into 
an industrial taxonomy. The web- scraped information is based on text; it 
includes variables routinely used by statistical agencies (establishment name, 
address, and type) and novel information including user reviewers that bring 
a new dimension—customer assessment—to informing the classifi cation 
of businesses. As with the previous paper, establishments identifi ed via web 
scraping are matched to the BR and coded with a characteristic—in this 
case, a North American Industry Classifi cation System (NAICS) industry 
classifi cation. This approach yields a fairly low misclassifi cation rate at the 
2- digit NAICS level. Further work is needed to evaluate whether the general 
approach can be successful at providing the more granular classifi cations 
required by agencies.

Uses of Big Data for Sectoral Measurement

New types of  data generated by social media and search applications 
provide opportunities for sectoral measurement based on the wisdom of 
crowds. The paper by Edward Glaeser, Hyunjin Kim, and Michael Luca is 
motivated by the fact that offi  cial County Business Patterns (CBP) statistics 
on the number of business establishments at the zip code level do not become 
available until roughly a year and a half, or in some cases even longer, after 
the end of the year to which they apply. There would be considerable value 
in more timely information. Glaeser, Kim, and Luca ask whether informa-
tion gleaned from Yelp postings can help with estimating startups of new 
businesses generally, and restaurants specifi cally, for zip code geographies in 
closer to real time. Yelp was founded in 2004 to provide people with informa-
tion on local businesses and the website’s coverage grew substantially over 
the following several years. The data used by Glaeser, Kim, and Luca span 
a limited period (2012 through 2015) but have broad geographic coverage 
with more than 30,000 zip code tabulation areas. They apply both regres-
sion and machine learning methods to develop forecasts of growth in the 
zip- code- level CBP establishment counts. Both for all businesses and for 
restaurants, adding current Yelp data to models that already include lagged 
CBP information substantially improves the forecasts. Perhaps not surpris-
ingly, these improvements are greatest for zip codes that are more densely 
populated and have higher income and education levels, all characteristics 
that one would expect to be associated with better Yelp coverage.

Three of the papers in the volume leverage data sources that are generated 
as a byproduct of how activity in a particular context is organized, taxed, or 
regulated. Because of the way in which foreign trade is taxed and regulated, 
there are detailed administrative data on the prices and quantities associ-
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ated with international transactions that do not exist for domestic transac-
tions. Because medical care typically is accompanied by insurance claims, 
rich data exist on health care diagnoses, treatment costs, and outcomes. 
State and local property taxation means that there are detailed data on the 
valuations and sales of residential real estate. Other regulated or previously 
regulated sectors (e.g., transportation, energy utilities) also have rich and 
often publicly available sources of data that are a byproduct of the regula-
tory regime. Industrial organization economists long have used these data 
for studying market behavior. The three papers in the volume that use such 
information show how these sorts of data can be used to produce meaning-
ful statistical measures.

The paper by Don Fast and Susan Fleck looks at the feasibility of using 
administrative data on the unit values of  traded items to calculate price 
indexes for imports and exports. The paper uses a fairly granular baseline 
defi nition for what constitutes a product, making use of  information on 
each transaction’s 10- digit harmonized system (HS) code. Still, the items 
in these categories are considerably more heterogeneous than, for example, 
the products used to construct traditional matched model price indexes, 
or the products identifi ed by retail UPC codes in the scanner data used in 
other papers in this volume. This creates a risk that changes in average prices 
in a given 10- digit HS category could refl ect changes in product mix rather 
than changes in the prices of individual items. Although they do not have 
information that allows them to track specifi c products, Fast and Fleck 
have other information that they argue lets them get closer to that goal, 
including the company involved in the transaction and other transaction 
descriptors. Fast and Fleck report that there is considerable heterogeneity 
in transaction prices within 10- digit HS codes but that this heterogeneity 
is reduced substantially when they use additional keys—that is, the other 
transaction descriptors available to them. Their work suggests that, by using 
the additional descriptors to construct sets of transactions that are more 
homogeneous, it may be feasible to produce import and export price indexes 
using the administrative data.

There have been substantial advances in recent years in the use of large- 
scale datasets on medical treatments for the measurement of health care. 
As described by Dunn, Rittmueller, and Whitmire (2015), the BEA’s Health 
Satellite Account uses insurance claims data to implement the disease- based 
approach to valuing health care advocated by Cutler, McClellan, Newhouse, 
and Remler (1998) and Shapiro, Shapiro, and Wilcox (2001). The major 
advantage of health insurance claims data is that they can provide com-
prehensive measurements of inputs and outputs for the treatment of dis-
ease. This volume’s paper by John Romley, Abe Dunn, Dana Goldman, and 
Neeraj Sood uses data for Medicare benefi ciaries to measure multifactor 
productivity in the provision of  care for acute diseases that require hos-
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pitalization. Output is measured by health outcomes that, in the absence 
of market valuations, provide a proxy for the value of healthcare (Abra-
ham and Mackie, 2004). The authors use the Medicare claims data to make 
comprehensive adjustments for factors that aff ect health outcomes such 
as comorbidities and social, economic, and demographic factors, allow-
ing them to isolate the eff ect of treatments on outcomes. While they fi nd 
evidence for improvements in the quality of many health treatments, which 
would lead price indexes that do not adjust for quality change to overstate 
healthcare price infl ation, their results imply that quality improvement is 
not universal. For heart failure, one of  the eight diseases studied, there 
is evidence that over the years studied the productivity of treatment declined.

Case and Shiller (1989) introduced the idea of using repeat sales of houses 
to construct a constant quality measure of changes in house prices. Build-
ing on these ideas, the increasing availability of data on transaction prices 
from local property assessments and other sources has revolutionized the 
residential real estate industry. Zillow provides house price estimates based 
on repeat sales at the house level. Marina Gindelsky, Jeremy Moulton, and 
Scott Wentland explore whether and how the Zillow data might be used in 
the national income and product accounts. The US national accounts use a 
rental equivalence approach to measuring the services of owner- occupied 
housing. Implementing the rental equivalence approach requires imputation 
since, by defi nition, owner- occupied housing does not have a market rent. 
An important diffi  culty with this approach is that it relies on there being 
good data on market rents for units that are comparable to owner- occupied 
units. The paper discusses the challenges to the implementation of the rental 
equivalence approach and the steps taken by the BLS and BEA to address 
them.

The paper then asks whether a user cost approach facilitated by Big Data 
house prices is a useful alternative to the rental equivalence approach. As 
explained in detail in the paper, the real user cost of housing depends on 
the price of housing, the general price level, the real interest rate, the depre-
ciation rate, and the real expected capital gain on housing. Many of the 
components of the user cost formulation, especially the real expected capital 
gain on housing, are diffi  cult to measure at the level of granularity of the 
data used by the authors. In the paper’s analysis, the empirical variation in 
user cost comes almost exclusively from variation in the price of housing. 
During the period under study, the US experienced a housing boom and 
bust, and the user cost estimates reported in the paper mirror this boom- 
and- bust cycle in housing prices. The observed fl uctuation in house prices 
seems very unlikely to refl ect a corresponding fl uctuation in the value of 
real housing services. Hence, while the paper contains a useful exploration 
of housing prices derived from transaction- based data, it is diffi  cult to imag-
ine the method outlined in the paper being used for the National Income 
and Product Accounts.
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Methodological Challenges and Advances

As already mentioned, one signifi cant impediment to realizing the poten-
tial of Big Data for economic measurement is the lack of well- developed 
methodologies for incorporating them into the measurement infrastructure. 
Big Data applications in many contexts make use of supervised machine 
learning methods. In a typical application, the analyst possesses observa-
tions consisting of a gold- standard measure of some outcome of interest 
(e.g., an estimate based on survey or census data) together with Big Data she 
believes can be used to predict that outcome in other samples. A common 
approach is to divide the available observations into a training data set for 
estimating the Big Data models, a validation data set for model selection, 
and a test data set for assessing the model’s out- of- sample performance. Vali-
dation and testing are important because overfi tting can produce a model 
that works well in the training data but performs poorly when applied to 
other data.

The fact that Big Data suitable for the production of economic statistics 
have only relatively recently become available, however, means the standard 
machine learning approaches often cannot simply be imported and applied. 
That is the challenge confronted in the paper by Jeff rey Chen, Abe Dunn, 
Kyle Hood, Alexander Driessen, and Andrea Batch. Chen et al. seek to 
develop reliable forecasts of the Quarterly Services Survey (QSS) series used 
in constructing Personal Consumption Expenditures (PCE). Complete QSS 
data do not become available until about two- and- a- half  months after the 
end of the quarter and their arrival often leads to signifi cant PCE revisions. 
Chen et al. consider several types of information, including credit card and 
Google trends data, as potential predictors of QSS series for detailed indus-
tries to be incorporated into the early PCE estimates. They also consider 
multiple modeling approaches, including not only moving average fore-
casts and regression models but also various machine learning approaches. 
Because the 2010Q2 through 2018Q1 period for which they have data cap-
tures growth over just 31 quarters, splitting the available information into 
training, validation, and test data sets is not a feasible option. Instead, Chen 
et al. use data on growth over 19 quarters of data to fi t a large number of 
models using diff erent combinations of source data, variable selection rule, 
and algorithm. Then, they assess model performance by looking at predicted 
versus actual outcomes for all the QSS series over the following 12 quarters. 
The intuition behind their approach is that modeling approaches that con-
sistently perform well are least likely to suff er from overfi tting problems. 
Chen et al. conclude that, compared to current practice, ensemble methods 
such as random forests are most likely to reduce the size of PCE revisions 
and incorporating nontraditional data into these models can be helpful.

Rishab Guha and Serena Ng tackle a somewhat diff erent methodologi-
cal problem. Use of scanner data to measure consumer spending has been 
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proposed as a means of providing more timely and richer information than 
available from surveys. A barrier to fully exploiting the potential of the scan-
ner data, however, is the challenge of accounting for seasonal and calendar 
eff ects on weekly observations. Events that can have an important eff ect 
on consumer spending may occur in diff erent weeks in diff erent years. As 
examples, Easter may fall any time between the end of March and the end 
of April; the 4th of July may occur during either the 26th or the 27th week 
of the year; and both Thanksgiving and Christmas similarly may fall dur-
ing a diff erent numbered week depending on the year. Further, the eff ects 
of these events may diff er across areas. Unless the data can be adjusted to 
remove such eff ects, movements in spending measures based on scanner data 
cannot be easily interpreted. Methods for removing seasonal and calendar 
eff ects from economic time series exist (Cleveland 1983), but these methods 
typically require a substantial time series of data. Even when data are avail-
able for a suffi  ciently long period, developing customized adjustment models 
is resource intensive and unlikely to be feasible when the number of data 
series is very large.

Guha and Ng work with weekly observations for 2006–2014 for each 
of roughly 100 expenditure categories by US county. Their modeling fi rst 
removes deterministic seasonal movements in the data on a series- by- series 
basis and then exploits the cross- section dependence across the observa-
tions to remove common residual seasonal eff ects. The second of these steps 
allows for explanatory variables such as day of the year, day of the month, 
and county demographic variables to aff ect spending in each of the various 
categories. As an example, Cinco de Mayo always occurs on the same day 
of the year and its eff ects on spending may be greater in counties that are 
more heavily Hispanic. Applying machine learning methods, Guha and Ng 
remove both deterministic and common residual seasonality from the cat-
egory by county spending series, leaving estimates that can be used to track 
the trend and cycle in consumer spending for detailed expenditure categories 
at a geographically disaggregated level.

Erwin Diewert and Robert Feenstra address another important issue 
regarding the use of  scanner data for economic measurement—namely, 
how to construct price indexes that account appropriately for the eff ects 
on consumer welfare when commodities appear and disappear. Using data 
for orange juice, the paper provides an illustrative comparison of several 
empirical methods that have been proposed in the literature for address-
ing this problem. On theoretical grounds, they say, it is attractive to make 
use of the utility function that has been shown to be consistent with the 
Fisher price index. On practical grounds, however, it is much simpler to 
produce estimates that assume a constant elasticity of substitution (CES) 
utility function as proposed by Feenstra (1994) and implemented in recent 
work by Redding and Weinstein (2020) and Ehrlich et al. in this volume. 
The illustrative calculations reported by Diewert and Feenstra suggest that 
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results based on the latter approach may dramatically overstate the gains 
in consumer welfare associated with the introduction of  new products. 
A possible resolution, currently being explored by one of the authors, may 
be to assume a more fl exible translog expenditure function that better bal-
ances accuracy with tractability.

Increasing the Use of Big Data for Economic Statistics: 
Challenges and Solutions

The papers in this volume document important examples of the progress 
thus far in incorporating Big Data into the production of offi  cial statistics. 
They also highlight some of the challenges that will need to be overcome to 
fully realize the potential of these new sources of data.

One of the lessons learned from successful current partnerships between 
federal agencies and private data providers is the necessity of accepting Big 
Data as they exist rather than requiring data providers to structure them 
in some predefi ned fashion. What that means, however, is that the agencies 
need to be nimble in working with data that were not originally designed 
for statistical analysis. As illustrated by the papers in this volume, there are 
several ways in which information generated for commercial or administra-
tive purposes may not readily map into measurements that are immediately 
useful for statistical purposes:

• The variables generated by business and household data frequently do 
not correspond to the economic and statistical concepts embodied in 
offi  cial statistics. This is not to say that survey responses are always 
complete or correct (see, for example, Staudt et al. and Cuff e et al., this 
volume). Incorporating Big Data, however, will require the statistical 
agencies to fi nd ways to map the imported data into desired measure-
ment constructs. Many of the papers in this volume confront the prob-
lem of turning naturally occurring Big Data into variables that map into 
the paradigm of economic statistics.

• Data created for business purposes may not be coded into the categories 
required for the production of offi  cial statistics. As an example, scanner 
data contain product- level price information, but to meet the opera-
tional needs of the CPI program, the individual items must be mapped 
into the CPI publication categories (Konny, Williams, and Friedman, 
this volume).

• There are many complications related to the time intervals of observa-
tions. Weekly data on sales do not map readily to months or quarters 
(Guha and Ng, this volume). Payroll data, for example, refer to pay 
period, which may not align with the desired calendar period (Cajner 
et al., this volume). The BLS household and establishment surveys deal 
with this problem by requiring responses for a reference period, which 
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shifts the onus onto respondents to map their reality into an offi  cial 
survey, but using Big Data puts the onus for dealing with the issue back 
onto the statistical agency.

• Data generated as a result of internal processes may lack longitudinal 
consistency, meaning there may be discontinuities in data feeds that 
then require further processing by the statistical agencies. Even if  the 
classifi cation of observations is consistent over time, turnover of units 
or of products may create signifi cant challenges for the use of Big Data 
(see, for example, Ehrlich et al. and Aladangady et al., this volume).

Producing nominal sales or consumption totals is conceptually simpler 
than producing the price indexes needed to transform those nominal fi g-
ures into the real quantities of more fundamental interest. Product turnover 
causes particular diffi  culties for price index construction. The BLS has devel-
oped methods for dealing with product replacement when specifi c products 
selected for inclusion in price index samples cease to be available, but these 
methods are not feasible when indexes are being constructed from scan-
ner data that may cover many thousands of unique items. As pioneered by 
Feenstra (1994) and advanced by Ehrlich et al. (this volume), Diewert and 
Feenstra (this volume), and Redding and Weinstein (2020), dealing with 
ongoing product turnover requires new methods that take advantage of 
changes in spending patterns to infer consumers’ willingness to substitute 
across products.

Another set of issues concerns the arrangements under which data are 
provided to the statistical agencies. Much of the work done to date on the 
use of Big Data to improve economic statistics has been done on a pilot 
basis—to assess the feasibility of using the data, or to fi ll specifi c data gaps 
(see Hutchinson and Konny, Williams, and Friedman, both this volume). 
In several instances, the use of Big Data has been initiated when companies 
preferred to provide a larger data fi le rather than be burdened by enumera-
tion (Konny, Williams, and Friedman, this volume). Even when data are 
more comprehensive, they may be provided under term- limited agreements 
that do not have the stability and continuity required for use in offi  cial sta-
tistics. The papers by Federal Reserve Board authors using credit card and 
payroll data (Aladangady et al. and Cajner et al., this volume) are examples 
in which this appears to be the case. Several of the papers in this volume 
make use of retail scanner data made available through the Kilts Center at 
the University of Chicago under agreements that specifi cally exclude their 
use by government agencies.

At least given the statistical agencies’ current budgets, unfortunately, scal-
ing the existing contracts at a similar unit cost would be cost- prohibitive. 
Some data providers may fi nd it attractive to be able to say that their infor-
mation is being used in the production of offi  cial statistics, perhaps making 
it easier for the agencies to negotiate a mutually agreeable contract for the 
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continuing provision of larger amounts of data. In general, however, new 
models are likely to be needed. As an example, Jarmin (2019) suggests that 
existing laws and regulations could be changed to encourage secure access 
to private sector data for statistical purposes. One possible path would be 
to allow third- party data providers to report to the federal statistical agen-
cies on behalf  of their clients, making that a marketable service for them. 
For example, as part of the services small businesses receive from using a 
product like QuickBooks, the software provider could automatically and 
securely transmit data items needed for economic statistics to the appropri-
ate agency or agencies.

In some cases, public- facing websites contain information that could be 
used to improve existing economic statistics. This volume’s papers by Konny, 
Williams, and Friedman; Staudt et al.; Cuff e et al.; and Glaeser, Kim, and 
Luca all make use of such information. Even where data are posted publicly, 
however, the entities that own the data may place restrictions on how they 
can be used. As an example, the terms of use on one large retailer’s website 
state “(Retailer) grants you a limited, non- exclusive, non- transferable license 
to access and make non- commercial use of this website. This license does 
not include . . . (e) any use of data mining, robots or similar data gathering 
and extraction tools.” This typical provision would appear to mean that 
any statistical agency wanting to use information from this retailer’s website 
would need to negotiate an agreement allowing that to happen. Multiplied 
across all the websites containing potentially useful information, obtaining 
these agreements could be a daunting task. In some cases, it may be possible 
to obtain desired information using an API provided by an organization, 
though this is by no means guaranteed.

One concern often cited with regard to the use of Big Data in the produc-
tion of economic statistics is that the data could cease to be available or be 
provided in an inconsistent fashion over time, jeopardizing continuity in the 
production of statistical estimates. To be sure, in the face of sharply declin-
ing survey response rates and sporadic response to nonmandatory surveys, 
the sustainability of the statistical agencies’ current business model is itself  
very much an open question. These recent trends suggest strongly that busi-
ness as usual is simply not an option. Further, unexpected events such as the 
recent COVID- 19 crisis can disrupt planned survey data collections and the 
timing of deliveries of key administrative data. In such circumstances, the 
fl ow of Big Data could be less vulnerable to interruption than the fl ow of 
data from traditional sources. Although Big Data are not produced primar-
ily with the federal statistical agencies in mind, there often are other data 
users who are paying customers and rely on continuity of data provision. 
While not obviating the problem, this may provide some assurance that 
data on which an agency is relying will continue to be available. Contractual 
agreements also may help to ensure that a data source does not disappear 
without warning. As an example, agencies could enter into rolling multiyear 
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contracts, such that an agreement for data provision is always in place for 
several years ahead.

A separate but related worry is that a sole- source contract with a data 
provider could lead to a hold- up problem. Once an agency has made the 
investments needed to ingest and process information from a particular 
data provider, that data provider would have leverage to raise the amount 
it charges the agency. There are limits, though, to how successful a hold- up 
attempt could be. Faced with unreasonable demands from a data provider on 
which it has come to rely, a statistical agency might have few options in the 
short run but could turn to alternative data sources in the longer run. This 
is another concern that rolling multiyear contracts could help to address, as 
such contracts would give a statistical agency faced with a hold- up demand 
some time to respond. Where possible, dividing data sourcing among two 
or more data providers would reduce the ability of any one data provider 
to hold up the statistical agency. More generally, increasing reliance on Big 
Data will require the development of Plan B’s that could be implemented in 
the event incoming data are disrupted or become unaff ordable.

Another concern with the use of commercial Big Data, especially from 
data aggregators, is that the data provider may have advanced insight into 
offi  cial statistics by virtue of providing major inputs into them. There are 
ways to address this concern. For example, data vendors’ employees could 
be required to undergo training in the handling of confi dential information 
and made subject to laws prohibiting them from trading based on nonpublic, 
prerelease information. These measures are similar to the measures currently 
in place to ensure that statistical agency employees do not share confi dential 
prerelease information or benefi t from their access to it. All else the same, 
the statistical agencies ideally would draw data from a suffi  cient diversity 
of sources that no one supplier’s data have an undue infl uence on the pub-
lished statistics, but there may be cases where this is not feasible or effi  cient 
and other approaches may be needed.

A central set of  challenges for realizing the potential of  Big Data for 
economic statistics arises from the way in which the agencies’ collabora-
tions with businesses and with each other are structured. Historically, each 
of the three main economic statistics agencies—the BLS, Census Bureau 
and BEA—has had a well- defi ned set of  largely distinct responsibilities. 
Although there always has been collaboration among the agencies, survey 
data collections largely have been designed to collect data from businesses 
for specifi c statistical series, with each of those series produced indepen-
dently. In a Big Data world, however, there are compelling reasons for agen-
cies to adopt more integrated data collection and production processes.

The collection of transactions data from businesses is a key domain for 
such collaboration and coordination. At present, the Census Bureau car-
ries out surveys to measure nominal sales by industry; the BLS carries out 
surveys to produce the price indexes needed to convert nominal sales into 
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real quantity measures; and the BEA uses these separate measures as inputs 
to the National Income and Product Accounts. As discussed by Ehrlich 
et al. (this volume), however, the same underlying data could be used to 
produce both sales and price statistics in a much more integrated fashion. 
Rather than individual agencies negotiating separately with the providers 
of Big Data related to sales or prices, a single data use agreement could be 
negotiated on behalf  of  all the interested agencies. The development of 
standardized data use agreements could help to facilitate their negotiation, 
reducing the frictions associated with collaboration between agencies and 
businesses. Agency–business collaborations would be multipurpose rather 
than one- off  solutions to particular issues, so that they would apply beyond 
the specifi c problem and could be scaled more easily. Allowing businesses to 
substitute data feeds for the completion of multiple burdensome surveys and 
enumerations could benefi t them as well as the statistical agencies.

Having offi  cial statistics spread over the measurement and estimation pro-
grams of several agencies creates barriers to achieving the sort of coordina-
tion just described and realizing the full potential of Big Data. At present, 
the Census Bureau and BEA are located together in the Department of 
Commerce, whereas the BLS is part of the Department of Labor. Over the 
decades, there have been multiple proposals for consolidating the agencies 
or, absent such reorganization, for reducing legal and institutional barriers 
to coordinating their measurement programs. In the new Big Data world, the 
potential benefi ts of coordination or reorganization loom much larger than 
in the past. Absent reorganization, legal changes that will allow the agencies 
to coordinate their activities more eff ectively would advance the agenda for 
using Big Data to improve offi  cial statistics.

One of the most attractive features of the economic statistics that could be 
generated from Big Data also poses one of the biggest challenges associated 
with their production. Big Data off er the opportunity to produce very granu-
lar statistics. Protecting the privacy of the individuals or businesses under-
lying such detailed statistics, however, is inherently diffi  cult. The fundamen-
tal challenge is that the more accurate the statistics computed from a private 
dataset, the more privacy is lost (Dinur and Nissim 2003). Formal methods, 
such as diff erential privacy, allow data publishers to make precise choices 
between privacy protection and data utility. A balance must be struck, how-
ever, between these competing objectives (Abowd and Schmutte 2019). As 
the controversy around the Census Bureau’s adoption of diff erential privacy 
as the privacy protection methodology for products from the 2020 Census 
demonstrates, coming to an agreement about what is appropriate can be a 
diffi  cult process. That said, the Census Bureau has also used these meth-
ods to protect privacy in products such as the Post- Secondary Employment 
Outcomes (PSEO) without much controversy (Foote, Machanavajjhala, and 
McKinney 2019). A key distinction is that there are well- established and 
politically sensitive use cases for decennial census data, whereas products 
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like the PSEO are new and would be impossible to produce with suffi  cient 
accuracy and privacy protection without using modern disclosure avoid-
ance techniques. This gives us hope that new economic statistics computed 
from detailed transactions, geolocation, and other sensitive sources can be 
released with an acceptable trade- off  between utility and privacy and be 
broadly accepted by data users.

While not the focus of this volume, the computing infrastructure of the 
agencies will need to be improved for the agencies to benefi t from these new 
data sources and tools. This is especially the case if  the agencies intend to 
access data in new automated ways such as through APIs or taking advan-
tage of approaches like secure multiparty computing. There has been recent 
progress on moving some agency computing infrastructure to the Cloud. 
Continued progress and investments in modern computing capabilities are 
necessary conditions for success in the Big Data era.

Beyond these issues related to accessing and processing new sources of 
Big Data, limitations in the capabilities of  the existing statistical agency 
staff  could impede the incorporation of these data into ongoing statistical 
production. Refl ecting the needs of existing production processes, most of 
these staff  have backgrounds in statistics or economics rather than data sci-
ence. This surely will be corrected over time as staff  receive training in the use 
of the relevant data science methods. The Census Bureau has collaborated 
with academia to develop a rigorous training curriculum for agency staff  (see 
Jarmin et al. 2014). This evolved into the Coleridge Initiative, a collaboration 
among researchers at New York University, the University of Maryland, 
and the University of Chicago that is providing growing numbers of agency 
staff  with hands- on training on data linkage and data science applications. 
Further, new hires increasingly will arrive with data science skills acquired as 
part of their college educations. That said, the statistical agencies will need to 
make concerted investments to build the skills required to acquire, process, 
and curate data sets that are larger and less structured than the surveys and 
administrative records on which the agencies have relied historically.

In the meantime, partnerships with those at academic and other research 
institutions with relevant expertise will be especially important for the agen-
cies. The NSF- Census Research Network (NCRN) is a successful example 
of such collaboration across a number of universities and the Census Bureau 
(see Weinberg et al. 2019). The CRIW and NBER also have long been a 
nexus of collaboration between agencies and academics on measurement 
issues. This volume is a good example, with several of the papers including 
both agency and academic coauthors. A more recent nexus of collabora-
tion that is directly relevant to data and methods discussed in this volume 
are the Tech Economics Conferences held by the National Association of 
Business Economists. These have featured economists and data scientists 
from academia, the public sector, and the private sector, especially tech and 
other companies that have pioneered using data in new and innovative ways.
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Despite the challenges and the signifi cant agenda for research and devel-
opment they imply, the papers in the volume point strongly toward more 
systematic and comprehensive incorporation of Big Data to improve offi  cial 
economic statistics in the coming years. Indeed, the future is now.

References

Abowd, John, and Ian Schmutte. 2019. “An Economic Analysis of Privacy Protec-
tion and Statistical Accuracy as Social Choices.” American Economic Review 109 
(1): 171–202.

Abraham, Katharine G., Constance F. Citro, Glenn D. White Jr., and Nancy K. 
Kirkendall, eds. 2018. Reengineering the Census Bureau’s Annual Economic Sur-
veys. Washington, DC: National Academies Press.

Abraham, Katharine G., and Christopher Mackie, eds. 2004. Beyond the Market: 
Designing Nonmarket Accounts for the United States. Washington, DC: National 
Academies Press.

Baruch, Yehuda, and Brooks C. Holtom. 2008. “Survey Response Rate Levels and 
Trends in Organizational Research.” Human Relations 61 (8): 1139–60.

Beach, William. 2020. “Innovations at BLS during the COVID- 19 Pandemic.” Com-
missioner’s Corner blog post. Accessed December 29, 2020. https:// blogs .bls .gov
 /blog /2020 /11 /24 /innovations -  at -  bls -  during -  the -  covid -  19 -  pandemic/.

Bean, Charles. 2016. Independent Review of UK Economic Statistics. London: Cabi-
net Offi  ce and H.M. Treasury.

Bostic, William G., Ron S. Jarmin, and Brian Moyer. 2016. “Modernizing Federal 
Economic Statistics.” American Economic Review: Papers and Proceedings 106 
(5): 161–64.

Buffi  ngton, Catherine, Carrie Dennis, Emin Dinlersoz, Lucia Foster, and Shawn 
Klimek. 2020. “Measuring the Eff ect of COVID- 19 on U.S. Small Businesses: The 
Small Business Pulse Survey.” Working Paper No. 20- 16, Center for Economic 
Studies, US Census Bureau.

Cajner, Tomaz, Leland D. Crane, Ryan A. Decker, John Grigsby, Adrian Hamins- 
Puertolas, Erik Hurst, Christopher Kurz, and Ahu Yildirmaz. 2020. “The U.S. 
Labor Market during the Beginning of  the Pandemic Recession.” Brookings 
Papers on Economic Activity, conference draft, June 25, 2020.

Carson, Carol. 1975. “The History of the National Income and Product Accounts: 
The Development of an Analytical Tool.” Review of Income and Wealth 21 (2): 
153–81.

Case, Karl E., and Robert J. Shiller. 1989, “The Effi  ciency of the Market for Single- 
Family Homes.” American Economic Review 79 (1): 125–37.

Chetty, Raj, John Friedman, Nathaniel Hendren, and Michael Stepner. 2020. “How 
Did COVID- 19 and Stabilization Policies Aff ect Spending and Employment? A 
New Real- Time Economic Tracker Based on Private Sector Data.” NBER Work-
ing Paper No. 27431, National Bureau of Economic Research, Cambridge, MA.

Cleveland, William S. 1983. “Seasonal and Calendar Adjustment.” Handbook of 
Statistics, 39–72. Amsterdam: Elsevier.

Cutler, David M., Mark McClellan, Joseph P. Newhouse, and Dahlia Remler. 1998. 
“Are Medical Prices Declining? Evidence from Heart Attack Treatments.” Quar-
terly Journal of Economics 113 (4): 991–1024.

 EBSCOhost - printed on 2/8/2023 7:48 PM via . All use subject to https://www.ebsco.com/terms-of-use



22    K. G. Abraham, R. S. Jarmin, B. C. Moyer & M. D. Shapiro

Dinur, Irit, and Kobbi Nissim. 2003. “Revealing Information while Preserving Pri-
vacy.” Proceedings of the 22nd ACM SIGMOD- SIGACT- SIGART Symposium on 
Principles of Database Systems, 202–10. New York: Association for Computing 
Machinery.

Dunn, Abe, Lindsey Rittmueller, and Bryn Whitmire. 2015. “Introducing the New 
BEA Health Care Satellite Account.” Survey of Current Business 95 (1): 1–21.

Feenstra, Robert C. 1994. “New Product Varieties and the Measurement of Inter-
national Prices.” American Economic Review 84 (1): 157–77.

Feenstra, Robert C., and Matthew D. Shapiro, eds. 2003. Scanner Data and Price 
Indexes. Studies in Income and Wealth, vol. 64. Chicago: University of Chicago 
Press.

Fields, Jason, Jennifer Hunter- Childs, Anthony Tersine, Jeff rey Sisson, Eloise Parker, 
Victoria Velkoff , Cassandra Logan, and Hyon Shin. 2020. “Design and Operation 
of the 2020 Household Pulse Survey.” Unpublished paper, US Census Bureau.

Foote, Andrew, Ashwin Machanavajjhala, and Kevin McKinney. 2019. “Releasing 
Earnings Distributions Using Diff erential Privacy: Disclosure Avoidance System 
for Post- Secondary Employment Outcomes (PSEO).” Journal of Privacy and Con-
fi dentiality 9 (2).

Goldberg, Joseph P., and William T. Moye. 1985. The First Hundred Years of the 
Bureau of Labor Statistics. Washington, DC: US Department of Labor.

Google. 2020. “COVID- 19 Community Mobility Reports.” Accessed July 24, 2020. 
https:// www .google .com /covid19 /mobility/.

Groves, Robert M. 2011. “Three Eras of Survey Research.” Public Opinion Quarterly 
75 (5): 861–71.

Groves, Robert M., and Brian A. Harris- Kojetin, eds. 2017. Innovations in Federal 
Statistics. Washington, DC: National Academies Press.

Jarmin, Ron S. 2019. “Evolving Measurement for an Evolving Economy: Thoughts 
on 21st Century US Economic Statistics.” Journal of Economic Perspectives 33 
(1): 165–84.

Jarmin, Ron S., Julia Lane, Alan Marco, and Ian Foster. 2014. “Using the Classroom 
to Bring Big Data to Statistical Agencies.” AMSTAT News, November, 12–13.

Meyer, Bruce D., Wallace K. C. Mok, and James X. Sullivan. 2015. “Household 
Surveys in Crisis.” Journal of Economic Perspectives 29 (4): 199–226.

Redding, Stephen J., and David E. Weinstein. 2020. “Measuring Aggregate Price 
Indices with Taste Shocks: Theory and Evidence for CES Preferences.” Quarterly 
Journal of Economics 135 (1): 503–60.

Shapiro, Irving, Matthew D. Shapiro, and David W. Wilcox. 2001. “Measuring the 
Value of Cataract Surgery.” In Medical Care Output and Productivity, edited by 
David M. Cutler and Ernst R. Berndt. Studies in Income and Wealth, 62:411–37. 
Chicago: University of Chicago Press.

University of Maryland. 2020. “COVID- 19 Impact Analysis Platform.” Accessed 
July 30, 2020. https:// data .covid .umd .edu/. 

Weinberg, D. H., J. M. Abowd, R. F. Belli, N. Cressie, D. C. Folch, S. H. Holan, 
M. C. Levenstein, K. M. Olson, J. P. Reiter, M. D. Shapiro, and J. Smyth. 2019. 
“Eff ects of a Government- Academic Partnership: Has the NSF- Census Bureau 
Research Network Helped Secure the Future of the Federal Statistical System?” 
Journal of Survey Statistics and Methodology 7 (4): 589–619.

 EBSCOhost - printed on 2/8/2023 7:48 PM via . All use subject to https://www.ebsco.com/terms-of-use



I
Toward Comprehensive Use of 
Big Data in Economic Statistics

 EBSCOhost - printed on 2/8/2023 7:48 PM via . All use subject to https://www.ebsco.com/terms-of-use



 EBSCOhost - printed on 2/8/2023 7:48 PM via . All use subject to https://www.ebsco.com/terms-of-use



25

1.1  Introduction

Statistical agencies face multiple challenges in the present environment. 
Traditional methods of collecting data—whether asking businesses or indi-
viduals to complete surveys or gathering price data by sending enumerators 
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to stores—face increasing challenges.1 These include declining response 
rates to surveys, increasing costs for traditional modes of data collection 
and, perhaps most importantly, the diffi  culty of keeping pace with rapid 
changes in the economy. The information technology revolution is dramati-
cally changing how and where consumers and businesses carry out their 
transactions. Consumers shop online, summon cars for hire with an app, 
watch “TV” without television stations or TVs, and “bank” without cash or 
checks. These technologies are leading to widespread changes in industrial 
structure and the organization of markets, with implications for prices and 
real output that the offi  cial economic statistics may fail to capture.

The good news for economic measurement is that these transactions 
inherently create huge amounts of data precisely because they are driven by 
information technology. Determining how to operate in this data- rich envi-
ronment is therefore both a major challenge and a great opportunity for the 
statistical system. The information economy calls for more than using new 
technologies and new sources of data to improve on existing approaches to 
data collection. Instead, now is a promising time to explore reengineering the 
system of national statistics, specifi cally the National Income and Product 
Accounts (the NIPAs, which include GDP), productivity and consumer and 
producer price measurement, by collecting specifi c product data at source, or 
as close to the source as is feasible. In particular, we advocate that price and 
quantity be collected or aggregated simultaneously from retailers.

Before sketching how such a new infrastructure might look, we fi rst briefl y 
describe how the NIPAs and price indexes are currently assembled. We focus 
on consumer spending and prices, but similar issues apply across other com-
ponents. In brief, nominal sales are collected by the Census Bureau, prices 
are collected by the Bureau of Labor Statistics (BLS), and real and nominal 
GDP are constructed by the Bureau of Economic Analysis (BEA) using 
these and other data sources.

A key point to understand is that prices and sales are currently based on 
diff erent samples and levels of aggregation. Measurements of retail sales 
and the prices used to defl ate them are not matched at the outlet level, let 
alone at the item level. A similar mismatch of price and nominal variables 
pervades productivity data, in which industry- level producer price indexes 
are used as defl ators. This generates great challenges for micro productivity 
analysis but also is problematic for the industry- level indexes.

The information technology revolution brings huge opportunities for 
replacing this multilayered, multimode, multiagency methodology with 
a unifi ed approach to collecting price and quantity information simulta-
neously at the source. Retail transactions—whether online or at brick- and- 
mortar stores—ubiquitously create a record of the sale at the item level. 

1. Ehrlich et al. (2019) give a short introduction to some of the arguments and results pre-
sented in this paper.
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Individual items are defi ned fi nely enough—by barcode or SKU—that price 
can be calculated simply by dividing the nominal value of the sale by the 
quantity sold. Other sectors also increasingly have digitized transaction- 
level data.

Transaction- level information summarized to the item level should, in 
principle, allow the production of greatly improved statistics. First, price and 
quantity could be based on the same observations. Second, the granularity 
of the data along multiple dimensions could be greatly increased. Statis-
tics could be constructed at a fi ne level of  geographical detail. Similarly, 
product- level detail could be greatly refi ned. Third, time series could, in 
principle, be constructed at any frequency—yearly, monthly, weekly, daily, 
or even hourly. The daily data would be particularly helpful for dealing with 
“seasonality” relating to trading days and holidays and how that seasonality 
interacts with pay dates. Data could, in principle, be available with a very 
short lag. Using all transactions rather than a sample should greatly reduce 
sampling error and data revisions. Additionally, improved measurement 
of price change and quantities would directly aff ect the quality and detail of 
measurement of productivity.

Implementing such a new architecture for measuring economic activ-
ity and price change is not, however, without considerable challenges. Our 
paper explores three general areas of such challenges relating to (1) measure-
ment, (2) data access, and (3) the capabilities and mandates of the statistical 
agencies. First, consider the measurement challenges. Given the fi rehose 
of newly available data, the economist or offi  cial statistician is confronted 
quickly with a case of “be careful what you wish for.” There are technical and 
computing challenges for dealing with the volume of data. The statistical 
system will need to learn from best practices in computer and data science 
and business to process the data at scale. Moreover, because the data are 
created for tracking transactions and other internal purposes, they are not 
organized for the convenience of offi  cial statisticians. In contrast, offi  cial sta-
tistics are often based on surveys where businesses and households are asked 
to fi t their answers into the strictures of economists’ and statistical agencies’ 
nomenclature. That makes such designed data convenient for offi  cial statisti-
cians, but potentially diffi  cult and costly for respondents to prepare. With 
naturally occurring data, the statistical agency needs to transform the data 
to suit its purpose. This shift of burden from respondent to agency will be 
costly, but if  done correctly, can improve data quality because it will reduce 
reliance on getting accurate responses from businesses and individuals who 
might lack incentives for giving accurate responses and may not understand 
what is being asked.

A related practical measurement and conceptual challenge is that there 
is enormous turnover of  goods. Roughly speaking, if  a good defi ned at 
the barcode or SKU level is sold today, there is only a 50 percent chance it 
will be sold a year from today. This turnover of goods is one of the great-
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est challenges of using the raw item- level data for measurement, but also 
is an enormous opportunity. When new goods replace old goods there is 
frequently a change in both price and quality. Appropriately identifying 
whether changing item- level prices imply changes in the cost of living or 
instead refl ect changes in product quality is a core issue for measuring activ-
ity and infl ation. The statistical agencies currently perform these judgments 
using a combination of direct comparisons of substitutes, adjustments, and 
hedonics that are very hard to scale. Hence, new techniques will be needed to 
implement quality adjustment at scale. Luckily, such techniques—leverag-
ing the resource made available by Big Data—may now be coming available.

We explore and compare two proposed approaches to measuring prices 
and real quantities using item- level data. The fi rst is the Unifi ed Price Index 
(UPI) approach proposed by Redding and Weinstein (2018, 2020), who build 
on the traditional Feenstra (1994) product turnover- adjusted Sato- Vartia 
price index.2 This approach requires sales and price (i.e., price and quantity 
data) at the individual product level. Redding and Weinstein’s results sug-
gest that traditional indexes (e.g., Paasche, Laspeyres, Sato- Vartia) typically 
miss important components of quality change. The second approach that 
we explore is the possibility of doing hedonics at scale in the spirit of, for 
example, Bajari and Benkard (2005). Such hedonic approaches use the attri-
butes that are available in retailers’ information systems or can be scraped 
from the web. These attributes can include the standard hedonic covariates 
(size, color) or nonstandard data such as images.

One key lesson from our explorations is that despite these methods’ 
elegance and ingenuity, there are many practical challenges and nuances 
involved in implementing them at scale and in interpreting the results. We 
believe more research is necessary to reach consensus on many of  these 
issues before these methods can serve as the basis of offi  cial statistics. Indeed, 
both of these methods are the subject of active research by the academic and 
statistical communities. Given that research is actively evolving, we expect 
new developments over the coming years. This paper both examines and 
advances this evolving state of  the art. Digging into the details of  these 
active research agendas helps to reveal the challenges and opportunities of 
working with price and quantity data in this context.

The fi rst section of  this paper reviews the existing paradigm in which 

2. We use the terminology UPI in this paper because it is the terminology of Redding and 
Weinstein (2018). In their revised paper (Redding and Weinstein 2020) they denote this price 
index as the CUPI. This alternative naming convention refl ects the CES demand structure 
underlying this price index. We use the UPI naming convention because our approach more 
closely follows that of what we will call the theoretical UPI in Redding and Weinstein (2018). 
Redding and Weinstein (2020) implement some changes (to a version we call the seasoned UPI 
based on our discussant’s comments) to address issues of the slow rollout of goods post- entry 
and the slow exit process of goods before fi nal exit. We are sympathetic to these issues but as 
discussed below we think that more research is needed to understand them. Using the theoreti-
cal UPI permits us to draw out the issues.
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economic statistics are built from disparate sources—often starting with 
source data that are already substantially aggregated (e.g., fi rm- level sales) 
and combining price measurement from samples independent from the 
nominal values. It also requires substantial interpolation and extrapolation 
to produce higher- frequency time series benchmarked to detailed data that 
are collected infrequently.

Building key national indicators from item- level transactions data requires 
reengineering how data are collected and accessed for offi  cial statistics. 
A new architecture for data collection is a requisite for implementing the 
procedures studied in this paper at scale. The logic and logistics of build-
ing economic statistics from the ground up mandates that there be entirely 
new procedures for data collection that lever the information systems that 
already exist in business. In this paper we discuss alternative modes for cap-
turing the data from business information systems. These include direct 
feeds of transactions data from businesses to agencies, the use of applica-
tions interfaces that produce business- level statistics from transactions data 
that are transmitted to agencies, and the use of commercial data aggregators.

Transaction- level data are sensitive commercial information. Statistical 
agencies are already gathering sensitive information at the establishment 
and fi rm levels on a regular basis and providing privacy and confi dentiality 
protection for such data. Part of reengineering the data collection process 
will involve modifying protocols to assure the continued high level of protec-
tion of confi dential information, and the confi dence that information will 
be used for statistical purposes only and will be maintained in a modernized 
architecture built around digitized transactions data.

Finally, to implement this new architecture, there would have to be 
changes in the organization and capabilities of the statistical agencies. The 
simultaneous collection of price and quantity data requires combining data 
collection activities that are now spread over multiple agencies. The agencies 
are already undertaking major initiatives to use transactions data to supple-
ment or replace data collected by surveys or enumerations. Yet, because 
these are largely eff orts to replace data streams within the existing archi-
tecture, they do not create the improvements to measurement of economic 
activity envisioned in this paper.

The agencies would also need staff  with the expertise to do this type of 
work, which lies at the intersection of data science, economics, and statistics. 
We recognize that this proposed new architecture for offi  cial statistics would 
be costly to implement. Substantial R&D would be necessary to put these 
innovations into action. The current system would have to run in parallel 
for a period of time to allow consistent time series to be published. While 
the agencies are already taking steps in these directions, a wholesale reengi-
neering would take a high- level commitment to change and commensurate 
funding during the transition period. Given the promise of improved data 
quality together with the potential for lower long- run cost, it is essential to 
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undertake these investments now. Indeed, without them, we risk deteriora-
tion of the quality of statistics as response rates continue to erode and the 
cost of business as usual continues to outpace agency budgets.

Our paper provides an overview of this reengineering approach, including 
a discussion of the issues and challenges mentioned above. We also argue, 
and provide evidence, that while the challenges are great, there are reasons 
to be optimistic that practical implementation of many components of this 
approach is relatively close at hand. We provide examples of the implemen-
tation of this approach using item- level data for the retail trade sector. Our 
examples highlight that the data are already being generated and the com-
putational capacity to undertake this approach is readily available.

1.2  Existing Architecture

Table 1.1 summarizes the source data and statistics produced to mea-
sure real and nominal consumer spending.3 A notable feature of the current 
architecture is that data collection for total retail sales (Census) and for 
prices (BLS) are completely independent. The consumer price index pro-
gram collects prices based on (1) expenditure shares from the Consumer 
Expenditure Survey (BLS manages the survey and Census collects the data), 
(2) outlets selected based on the Telephone Point of Purchase Survey, and 
(3) a relatively small sample of goods at these outlets that are chosen proba-
bilistically (via the Commodities and Services Survey). The Census Bureau 
collects sales data from retailers in its monthly and annual surveys. The 
monthly survey is voluntary and has suff ered from declining response rates. 
In addition, the composition of the companies responding to the monthly 
survey can change over time, which complicates producing a consistent time 
series. Store- level sales data are only collected once every fi ve years as part 
of the Economic Census.

Integration of nominal sales and prices by BEA is done at a high level of 
aggregation that is complicated by the availability of product class detail 
for nominal sales that is only available every fi ve years from the Economic 

3. Table 1.1 is an oversimplifi cation of how economic statistics in general, and the NIPA in 
particular, are produced. The simplifi cation that Census collects nominal sales, BLS collects 
prices, and BEA uses them to produce price and quantity is a useful one. This simplifi cation is 
broadly accurate as a portrayal of the current architecture and conveys why it cannot accom-
modate the measurement innovations that this paper addresses. Nonetheless, it is important 
to recognize that each agency does multiple data collections that contribute to the real and 
nominal national accounts in complex ways (e.g., the BLS Housing Survey for rents and owner- 
equivalent rents that enter the NIPA). BEA collects data on prices and transactions from 
multiple sources to produce the NIPA. The agencies have made substantial strides in bringing 
in new sources of data for offi  cial statistics, a number of which are presented in papers in this 
volume. Nonetheless, as discussed in sections 1.5 and 1.6 of this paper, these eff orts are largely 
aimed at improving measurement within the current paradigm and therefore do not generally 
lever the advantages of simultaneous collection of price and quantity as advanced in this paper.
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Census. In the intervening periods, BEA interpolates and extrapolates based 
on the higher frequency annual, quarterly, and monthly surveys of nominal 
sales by the Census Bureau. These higher frequency surveys are typically 
at the fi rm rather than establishment level. Moreover, they classify fi rms by 
major kinds of business. For example, sales from the Census Monthly Retail 
Trade Survey (MRTS) refl ect sales from “Grocery Stores” or “Food and 
Beverage Stores.” Such stores (really fi rms) sell many items beyond food and 
beverages, complicating the integration of the price indexes that are available 
at a fi ner product- class detail.

This complex decentralized system implies that there is limited granular-
ity in terms of industry or geography in key indicators such as real GDP. 
BEA’s GDP by industry provides series for about 100 industries, with some 
4- digit (NAICS) detail in sectors like manufacturing, but more commonly 
3- digit and 2- digit NAICS detail. The BEA recently released county- level 
GDP on a special release basis, a major accomplishment. However, this 
achievement required BEA to integrate disparate databases at a high level 
of aggregation with substantial interpolation and extrapolation. Digitized 
transactions data off er an alternative, building up from micro data in an 
internally consistent manner.

Table 1.1 Measuring real and nominal consumer spending—Current architecture

Census (nominal spending)  BLS (prices)

Data collection: Data collection:
Retail trade surveys (monthly and annual) Consumer Expenditure survey (used for 

spending weights), collected under 
contract by Census

Economic Census (quinquennial) Telephone Point of Purchase survey 
(purchase location)a

Consumer expenditure survey (conducted 
for BLS)

CPI price enumeration (Probability 
sampling of goods within outlets)

Published statistics: Published statistics:
Retail trade (monthly and annual) by fi rm 

type
Consumer Price Index (monthly) by product 

class
Retail trade (quinquennial) by product class

BEA (aggregation and defl ation)
Data collection:

Census and BLS data; supplemented by 
multiple other sources

Published statistics:
Personal consumption expenditure: 

Nominal, real, and price (monthly)
GDP (quarterly)   

Note: This table shows key elements for measurement of real and nominal consumer spending.
a The TPOPS will be incorporated into the CES.
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1.3  Using Item- Level Transactions Data

In the results presented here, we focus on two sources of  transactions 
data summarized to the item level. One source is Nielsen retail scanner data, 
which provide item- level data on expenditures and quantities at the UPC 
code level for over 35,000 stores, covering mostly grocery stores and some 
mass merchandisers.4 Any change in product attributes yields a new UPC 
code so there are no changes in product attributes within the item- level 
data we use. The Nielsen data cover millions of products in more than 100 
detailed product groups (e.g., carbonated beverages) and more than 1,000 
modules within these product groups (e.g., soft drinks is a module in car-
bonated beverages). While the Nielsen scanner item- level data are available 
weekly at the store level, our analysis aggregates the item- level data to the 
quarterly, national level.5 Since the weeks may split between months, we use 
the National Retail Federation (NRF) calendar to aggregate the weekly data 
to monthly data. The NRF calendar places complete weeks into months and 
controls for changes in the timing of holidays and the number of weekends 
per month, and we use the months to create the quarterly data used in this 
paper. For more than 650,000 products in a typical quarter, we measure 
nominal sales, total quantities, and unit prices at the item level. We use 
the Nielsen scanner data from 2006:1 to 2015:4. The NPD Group (NPD)6 
data cover more than 65,000 general merchandise stores, including online 
retailers, and include products that are not included in the Nielson scanner 
data. We currently restrict ourselves to the analysis of one detailed product 
module: memory cards.7 The NPD raw data are at the item- by- store- by- 
month level; NPD produces the monthly data by aggregating weekly data 
using the NRF calendar, as we do ourselves with the Nielsen data. Again, 
for our analysis we aggregate the data to the quarterly, national item level. 
For example, the item- level data for memory cards tracks more than 12,000 
item- by- quarter observations for the 2014:1 to 2016:4 sample period. As 
with the Nielsen data, we measure nominal sales, total quantities, and unit 
prices at the item- level by quarter.

Because items are defi ned very narrowly (i.e., the UPC level) in both 
datasets, dividing sales by units sold gives a good measure of unit price. In 

4. Nielsen also has a scanner dataset based on household sampling frames called the Con-
sumer Panel (Homescan). We discuss this dataset below and provide estimates based on it in 
the appendix. The results in the main body of the paper are based on the Nielsen retail scanner 
data made available through the Kilts Center of the University of Chicago.

5. The use of quarterly indexes at the national level minimizes the problem of entry and 
exit of goods owing to stockouts or zero sales. Redding and Weinstein (2018) use quarterly 
aggregation, partially for this reason. To implement these methods in the statistical agencies, 
monthly indexes would be required.

6. NPD, formally known as National Purchase Diary Panel Inc., collects, processes, and 
analyzes transactions data from retail locations.

7. The NPD data include a wide variety of product categories. The current analysis exams 
only one product; however, in future research we also plan to explore additional products.
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principle, any changes in product attributes should yield a new UPC code. 
Both retailers and manufacturers have strong incentives to make UPC codes 
unique to specifi c products and the cost of assigning unique codes is mini-
mal. Indeed, the ability to infer prices from unit values is a central advantage 
of  measuring P and Q using scanner data. The unit price within a time 
interval is an average price for an item that will not capture within- period 
variation in prices that may be of interest.8

1.3.1  Nominal Revenue Indexes

Digitized item- level transactions data from individual retailers or data 
aggregators such as Nielsen and NPD can be used as an alternative source 
for measuring nominal expenditures. Moreover, such data permit the inte-
gration of the nominal expenditure and price measures at a highly detailed 
level (i.e., at the item level). This approach solves many of the data integra-
tion and aggregation issues discussed above. In addition, novel approaches 
to quality adjustment of prices, including capturing the improvements in 
quality from product turnover, are available. Quality- adjusted prices built up 
from the same micro- level transactions data for measuring nominal expen-
ditures have great advantages, as discussed above.

To begin, we compare the properties of nominal expenditure measures 
from survey vs. item- level transactions data. Table 1.2 presents summary 

8. For the Nielsen scanner data, our unit prices adjust for product size (e.g., number of 
ounces) so that the units within a product group are comparable.

Table 1.2 Comparisons of nominal quarterly growth for food sales—Surveys vs. 
scanner data

   Scanner  
Census MRTS

(grocery)  PCE  

A. Seasonally adjusted
Mean 0.87 0.74 0.78
Standard deviation 0.98 0.64 0.61
Correlations:

Scanner 1.00
Census MRTS (grocery) 0.49 1.00
PCE 0.65 0.86 1.00

B. Not seasonally adjusted
Standard deviation 2.87 2.70
Correlations:

Scanner 1.00
 Census MRTS (grocery)  0.31  1.00    

Notes: Census MRTS is for grocery stores. PCE is for food and non- alcoholic beverages, off  
premises. Period is 2006:2–2015:3. PCE is seasonally adjusted by BEA and MRTS by Census. 
Scanner seasonally adjusted in top panel using seasonal dummies.
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statistics for nominal food sales from the Nielsen scanner data, nominal sales 
from grocery stores from the MRTS, and nominal BEA Personal Consump-
tion Expenditure (PCE) for off - premises food and nonalcoholic beverages. 
The PCE data are only available seasonally adjusted, while the MRTS are 
available both not seasonally adjusted and seasonally adjusted. The Nielsen 
scanner data are not seasonally adjusted. We use a simple quarterly dummy 
seasonal adjustment procedure to create a seasonally adjusted series.

The top panel of  table 1.2 compares seasonally adjusted statistics for 
all three series. Despite their completely diff erent source data, the scanner, 
MRTS, and PCE have similar average growth rates. The PCE is based in 
part on the MRTS, so the similarity is not surprising. Consistent with this, 
the PCE is more highly correlated with the MRTS than with the Nielsen 
scanner series.

Nonetheless, there are important diff erences in the data sources for the 
series that highlight the value of item- level transactions data for measuring 
nominal volumes. Census monthly and annual retail sales are measured 
across all retail establishments within a fi rm. Census monthly retail sales are 
based on a relatively small sample of fi rms (13,000 for the entire retail trade 
sector), while the Nielsen scanner data cover about 35,000 stores for grocery 
stores and mass merchandisers alone.9 Census retail sales at grocery stores 
include many nonfood items but can exclude sales of food at, for example, 
general merchandise stores. In contrast, the Nielsen scanner data, which we 
aggregated based on product codes, include only sales of food regardless of 
the type of outlet and contain information on more than 650,000 item- level 
products per month. Thus, one source of the diff ering volatility and season-
ality of the scanner and the MRTS series (as exhibited in the bottom panel 
of table 1.2) is likely diff erences in the coverage of nonfood items.

Considering the estimates of  PCE highlights the advantages of  item- 
level data that yield detailed product class information. Much of the high- 
frequency data underlying commodities in PCE come from the MRTS, 
which as we have seen provides estimates by type of outlet, not by product. 
Every fi ve years the Economic Census (EC) yields information on sales at the 
establishment level by detailed product class. In the intervening time periods, 
the Annual Retail Trade Survey (ARTS) and the MRTS survey fi rms for 
their total sales, classifying fi rms into major kind of business (e.g., grocery 
stores). The revenue growth and quantity indexes developed by BEA using 
the integrated data from Census and BLS require extrapolating the detailed 
EC information at the product class level with the more current information 
by outlet type from the ARTS and MRTS.

9. Appropriate caution is needed in comparing fi rm- level and store- level counts. Large 
national fi rms in retail trade have many establishments (stores). Foster et al. (2015) report that 
there are about 400 national fi rms in 2007 in Retail Trade that operate in more than 18 states. 
These 400 fi rms operate about 290,000 establishments. Our point is not that the MRTS has lim-
ited coverage of retail activity, but rather it is collected at a highly aggregated (fi rm- level) basis.
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A related issue is that the EC uses an annual reference period, so it provides 
the BEA no information on the within- year composition of products sold 
by outlets. Thus, the EC provides no information for the BEA to produce 
non- seasonally- adjusted PCE at the detailed goods level at high frequencies. 
BEA uses within- year composition information from scanner data from a 
commercial aggregator, in combination with the PCE reported in table 1.1, 
to produce statistics on more detailed food products (e.g., poultry).10

This example highlights the extrapolative nature of high- frequency GDP 
estimation given the current architecture. Data users might not be too con-
cerned about the fact that GDP statistics abstract from the shifting seasonal 
mix of goods sold by grocery stores. But the same issue will apply at business 
cycle frequency and for business cycle shocks, with the potential for the cur-
rent system to either overstate or understate cyclical fl uctuations depending 
on the product mix across outlets and their cyclicality sensitivity.

1.3.2  Quality-  and Appeal- Adjusted Price Indexes

The promise of digitized data goes beyond the ability to produce internally 
consistent price and nominal revenue data. The item- level price and quantity 
data, which are often accompanied by information on item- level attributes, 
off er the prospect of  novel approaches to quality adjustment. Currently, 
the BLS CPI implements hedonic quality adjustment on a relatively small 
share of consumer expenditures (about 5 percent). For the remaining items, 
a matched model approach is used with ad hoc quality adjustments when 
feasible (e.g., if  a new model of  an item has more features than a prior 
matched item, then an attempt is made to adjust the prices to account for the 
change in features). The sample of products in the CPI consumption basket 
is rotated every four years and no quality adjustment is made to prices when 
a new good enters the index due to product rotation.

The digitized data off er the possibility of accounting for the enormous 
product turnover observed in item- level transactions data. For the Nielsen 
scanner data, the quarterly rates of product entry and exit are 9.62 percent 
and 9.57 percent, respectively. By product entry and exit, we mean the entry 
and exit of UPCs from the data. Some of the product turnover at the UPC 
code level in the scanner data involves minor changes in packaging and 
marketing, but others represent important changes in product quality.

We consider two approaches for capturing the variation in quality in 
price indexes using transactions data. The fi rst approach is based on con-
sumer demand theory and has been developed by Redding and Weinstein 
(2018, 2020) who build on the earlier work by Feenstra (1994). The second 

10. This use of aggregated scanner data by BEA is an example of how the statistical agencies 
are incorporating transactions data into the NIPA in the current architecture. Note that this use 
of aggregated scanner data is a patch to address a limitation of the existing architecture—that 
the detailed data from Census are only available once every fi ve years for an annual reference 
period while the BEA is producing statistics at monthly and quarterly frequency.
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approach uses hedonic methods, following the insights of Pakes (2003, 2005) 
and Erickson and Pakes (2011). While these hedonic approaches are already 
partly in use by BLS and BEA, the item- level transactions data off er the 
potential for implementing these approaches with continuously updated 
weights and with methods to avoid selection bias arising from product entry 
and exit and—equally importantly—at scale. Bajari et al. (2021) is an initial 
attempt to implement hedonics at scale using a rich set of product attributes. 
We draw out the many diff erent issues that must be confronted for practical 
implementation of these modern methods by the statistical agencies. Since 
both methods are part of active research agendas, we emphasize that our 
discussion and analysis is exploratory rather than yielding ultimate guidance 
for implementation.

Redding and Weinstein (2018, 2020) use a constant elasticity of substi-
tution (CES) demand structure at the product group level to generate the 
UPI. It is useful to provide a brief  overview of the demand structure and 
the underpinnings of the derivation of the UPI because this helps draw out 
conceptual and implementation issues. The CES demand structure for a 
narrow product group yields the unit expenditure function (the exact price 
index) given by:

(1) Pt =
k t

pkt

kt

1 1/ (1 )

,

where Ωt is the set of  goods available in time t in this product group, pkt 
is the price of  good k at time t (purchased quantities), σ is the elasticity 
of substitution across goods within the product group, and φkt are relative 
product appeal terms.11

The UPI implements this exact price index, which accounts for quality 
change and product turnover within a product group, using only observable 
data and an estimate for the elasticity of substitution. The UPI is given by 
the formula:

(2) ln(UPI) = ln
Pt

Pt 1

= RPI + PVadj + CVadj ,

where RPI is a Jevons index given by the ratio of the geometric means of the 
prices for continuing goods between periods t – 1 and t, PVadj is a product 
variety adjustment bias term based on Feenstra (1994), and CVadj is a con-
sumer valuation bias adjustment term that is novel to the UPI. Formally, 
these three terms are given by:

(3) RPI =
1

Nt* k t*
ln

pkt

pkt 1

,

11. A normalization is made so that average product appeal for a product group remains 
invariant over time.
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(4) PVadj =
1

1
ln t

t 1

, and

(5) CVadj =
1

1
1

Nt* k t*
ln

skt*

skt 1*
,

where a * represents goods that are common in period t – 1 and t, skt* is good k’s 
share of expenditures on common goods in period t, pkt is the price of good k 
in period t, and σ is the elasticity of substitution across goods. The product 
variety adjustment term (PVadj) depends on t (

k t*
PktCkt) /( k t

PktCkt), 
where Ckt is the consumption of good k at time t (purchased quantities). A 
remarkable and attractive feature of the UPI is that given an elasticity of 
substitution, this price index incorporating unobservable quality adjust-
ment factors φkt is computable using observable information on prices and 
expenditure shares along with information to defi ne common entering and 
exiting goods.

The UPI is designed to be implemented on a narrow product group basis, 
which the item- level transactions data permit. Critical issues for the imple-
mentation of this approach include determining the classifi cation of goods 
into narrow product groups, estimating the elasticity of  substitution for 
each product group, and defi ning what constitutes entering, exiting, and 
common goods. We discuss these implementation issues below as we explore 
this method.

Before proceeding to the implementation issues, it is helpful to provide 
some intuition regarding the adjustment factors incorporated into the UPI. 
The product variety adjustment bias term depends on the relative expendi-
ture shares of entering versus exiting goods. Following Feenstra (1994), a 
higher expenditure share devoted to entering goods relative to exiting goods 
implies improvements in quality from product turnover. Feenstra’s proce-
dure adjusts expenditure shares for diff erences in prices of  entering and 
exiting goods based on a CES demand structure. In particular, Feenstra’s 
exact CES price index adjusts the Sato- Vartia exact price index for product 
turnover simply by adding the PVadj term defi ned in equation (4).12 Feenstra’s 
price index is thus given as:

(6) log(Feenstra) = ln
Pt

Pt 1

= PVadj +
k t*

kt ln
pkt

pkt 1

,

where the weights ωkt are defi ned as:

(7) kt =
skt* skt 1*

ln(skt*) ln(skt 1* ) k t*
skt* skt 1*

ln(skt*) ln(skt 1* )
.

12. The Feenstra price index is not simply the UPI holding the CV term constant. Instead, it 
is an adjustment to the Sato- Vartia index. The RPI in the UPI is not the Sato- Vartia index, but 
the simple ratio of geometric means of prices across time periods (the Jevons index).
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Consumer demand theory implies that the quantitative importance of such 
quality change depends on the elasticity of substitution. Product turnover of 
very close substitutes (large σ) yields little product variety adjustment bias; 
mathematically, as the elasticity of substitution σ goes to infi nity in equation 
(4), the PVadj term goes to zero regardless of the amount of product turnover, 
because the new products are close substitutes with the old products. With 
a fi nite elasticity of substitution, the PVadj term will be negative when the 
expenditure share on entering products is larger than on exiting products. 
Conversely, the PVadj term will be positive when the expenditure share on 
exiting products is greater. In our analysis below, we consider the Feenstra 
index along with the UPI.

The consumer valuation bias adjustment term applies similar logic by 
permitting changes in how consumers value continuing products over time. 
If  the relative appeal of a product increases between periods t – 1 and t, 
then consumer demand will shift toward that product. The relevant appeal- 
adjusted price should take into account consumers’ substitution toward 
more desired products. The inclusion of the consumer valuation (CV) bias 
adjustment in the UPI is therefore internally consistent with consumer 
demand theory, which recognizes that relative product appeal can change 
over time, even for a given item.13 The elasticity of substitution is again a 
critical factor for the quantitative relevance of the CV term.

Implementation of the UPI requires an estimate of the elasticity of sub-
stitution at the product group level. Estimation of this elasticity is based on 
the demand function relating expenditure shares to prices, given by:

(8) skt =
pktckt

l pltclt

=
(pkt / kt)1

l t
(plt / lt)1

=
(pkt / kt)1

Pt
1

, k t .

In practice, a common procedure is to use the Feenstra (1994) estimation 
approach or some related modifi cation. Focusing on the shares of the expen-
ditures on common goods, the expenditure share relationship can be double- 
diff erenced (diff erencing out time eff ects but also potentially specifi c group 
eff ects like brand, or fi rm eff ects as in Hottman, Redding, and Weinstein 
(2016)) to yield the relationship:

(9) ln skt* = 0 + 1 pkt + ukt, 1 = (1 )

(where the notation refl ects the impact of  double- diff erencing). Feenstra 
(1994), Hottman, Redding, and Weinstein (2016) and Redding and Wein-

13. Cost of living indexes are typically defi ned by holding utility constant, so normally do not 
allow for taste shocks. Redding and Weinstein note, however, that there are very large changes 
in demand for goods that are not accounted for by changes in price and developed the UPI to 
account for this fact. This churning in demand is evident from item- level transactions data, so 
the analytic innovation of Redding and Weinstein is motivated as an approach to accommodate 
such data in a price index. Note that the shocks are to relative demand within a narrow product 
group, not to the level of demand given income.
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stein (2018, 2020) overcome the potential endogeneity bias in equation (9) by: 
(i) specifying and double- diff erencing an analogous supply curve; (ii) assum-
ing the double- diff erenced demand and supply shocks are uncorrelated; and 
(iii) assuming heteroskedasticity across individual products in the relative 
variances of demand and supply shocks. The advantage of this method is 
that it can be implemented at scale with item- level transactions data, but the 
disadvantage is that it relies on these strong identifying assumptions.

Another critical issue is defi ning what constitutes common, entering, and 
exiting goods. In our analysis, we implement the UPI with an entering good 
in period t (quarterly) defi ned as a good that had no expenditures in period 
t – 1 but positive expenditures in t; an exiting good as one with positive 
expenditures in period t – 1 but not in t; and a common good as one that 
has positive expenditures in both periods. This implementation is consistent 
with the theory, and we denote our implementation the theoretical UPI.14

In the published version of  the paper, Redding and Weinstein (2020) 
depart from these assumptions by defi ning common goods based on a much 
longer horizon in their baseline estimates. Specifi cally, their baseline cal-
culates the UPI based on changes from the fourth quarter of year t – 1 to 
the fourth quarter of year t. They defi ne common goods between those two 
periods as follows: (i) the good must have been present in the three quarters 
prior to the fourth quarter of t – 1; (ii) the good must have been present in 
the three quarters after the fourth quarter of t; and (iii) the good must be 
present cumulatively for at least six years. With this defi nition of common 
goods, entering goods are any goods in the fourth quarter of year t that have 
positive expenditures in that period but are not common goods. Likewise, 
exiting goods are any goods in the fourth quarter of year t – 1 that have posi-
tive expenditures in that period but are not common goods.

The motivation for this alternative baseline defi nition of common goods 
is based on practical implementation concerns about the implications of 
the UPI that we will discuss in detail below.15 Redding and Weinstein (2020) 
suggest that the slow roll- out of new goods across stores and geographic 
areas creates complex entry dynamics. Likewise, there is a slow process of 
exit along the same dimensions. Moreover, the dynamics of product entry 
and exit may refl ect dynamic learning by consumers, along with heterogene-

14. This version is close to the implementation of Redding and Weinstein (2018), with one 
exception. Redding and Weinstein calculate annual price changes from the fourth quarter of 
one year to the fourth quarter of the next year. They defi ne common goods as goods that are 
present in both of  those quarters. In our implementation, we calculate price changes on a 
quarter- over- quarter basis and defi ne common goods as goods that are present in those two 
consecutive quarters. We chain the resulting price index to calculate annual infl ation. This dif-
ference does lead to quantitatively diff erent measures of price change,

15. Technically the issue can be understood by reviewing the terms in the consumer valuation 
adjustment in equation (8). This term is the unweighted average of log changes in expenditure 
shares of common goods. Goods with very small shares can have very large log changes that 
dominate this term. We are grateful to our discussant Robert Feenstra for this observation.
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ity in the preferences for newer goods across consumers. Since these factors 
are outside the scope of their theoretical model, they suggest in their 2020 
paper that permitting this type of seasoning of entering and exiting goods is 
a practical way to abstract from these factors. Following Robert Feenstra’s 
discussion of our paper at the conference suggesting a similar approach, we 
call this version the seasoned UPI.

We are sympathetic to these practical concerns, but given our objective 
of exploring key issues, in the interest of transparency we fi nd it instructive 
to implement the theoretical UPI. In addition, our use of the timing con-
ventions for entering, exiting, and common goods in the theoretical UPI 
closely align with the defi nitions of entering, exiting, and common goods 
used in the hedonics literature. This enables us to draw out the diff erences 
between the UPI and hedonic approaches more readily. In addition, as will 
become apparent, we think there are other implementation issues beyond 
seasoning that must be addressed, and they are easier to understand using 
the implementation of the theoretical UPI. Moreover, the seasoned UPI has 
the limitation that it could not be implemented on a timely basis at scale. 
One would only know whether a good is common in a period until well after 
that period is complete.16 As we discuss, below there are alternative ways of 
implementing a common good rule, but we think that considerable research 
is required to develop a practical implementation.

If  attribute data are available along with the price and quantity data, then 
an alternative approach to accounting for product turnover and quality 
adjustment is to use hedonics. Following Pakes (2003), Bajari and Benkard 
(2005), and Erickson and Pakes (2011) we estimate hedonic regressions using 
item- level data every period within a product group of the form

(10) ln(pit) = Xi t + it ,

where Xi is the vector of characteristics or attributes of good i. Note that the 
attributes are time- invariant at the item- level in contrast to earlier hedonic 
approaches that examine how price changes for a broadly defi ned good 
(a car, a computer) as the attribute changes. In the approach we feature here, 
the goods are narrowly defi ned at the item level. If  the attributes change, it is 
presumed that the good will be given a new UPC or barcode, and therefore 
be treated as a diff erent good. A core challenge of implementing hedonics 
is measuring the relevant set of attributes. As Bajari and Benkard (2005) 

16. This problem is even more of a challenge because the objective is to generate timely, 
monthly price indexes. There are also some conceptual issues with the defi nition of the com-
mon goods in terms of how long a good must be present to be a common good. It is important 
to emphasize that the common good rule approach of Redding and Weinstein (2020) blurs the 
distinction between entering and exiting goods. Their common goods rule implies that goods 
that do not satisfy the threshold are in practice put into the entry/exit category. This implies that 
their entry/exit category in period t includes goods that have positive sales in both t – 1 and t.
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emphasize, if  only a subset of the relevant attributes is included in the regres-
sion, then this generates a bias in the hedonics- based price indexes.

A Laspeyres index quality- adjusted using hedonics at the product group 
level is given by

(11) Laspeyres Hedonic Index (t) = i Ait 1
ht(Xi)qit 1

i Ait 1
ht 1 Xi( )qit 1

,

where ht(Xi) = Xi t is the period- t estimate of the hedonic function and Ait–1 
is the set of all goods sold in period t – 1 (including exits). Using hedonics 
in this manner adjusts for quality and selection bias from exiting goods 
by imputing the price of  the exiting goods in period t using the hedonic 
function.17 Transactions data permit use of item- level rather than sample 
weights from alternative sources. An analogous approach can be used for a 
Paasche index that adjusts for selection bias for entering goods. The Fisher 
ideal index using hedonics incorporates both adjustments. An important 
feature of implementation in this setting with item- level transactions data is 
the use of continuously updated weights (period t – 1 weights for Laspeyres 
and t weights for Paasche). Bajari and Benkard (2005) observe that such 
chain weighting is readily feasible with item- level transactions data and that 
such chain weighting accommodates the incorporation of product turnover.

A practical challenge for implementing hedonics at scale is measuring 
attributes at scale. Machine learning approaches as in Bajari et al. (2021) 
could in principle be used to overcome this issue. Bajari et al. (2021) convert 
text and images to vectors and use dimensionality reduction techniques to 
estimate hedonically adjusted prices at scale for millions of products at a 
high frequency. They show that their approach yields high R2 measures in 
the estimation of hedonic functions.

In comparing the UPI and hedonic approaches, an advantage of the UPI 
is that it is fully consistent with micro consumer demand theory that recon-
ciles the relationship between expenditure shares and prices. As is apparent 
from equations (8) and (9), the UPI approach defi nes the product qual-
ity/appeal as the residual from the demand equation. This contrasts with 
the hedonic approach, which only uses the variation in prices that can be 
accounted for by observable characteristics. As already noted, omitted char-
acteristics will bias the estimates obtained using the hedonic approach. We 
discuss the strengths and weaknesses of claiming the entire residual (as in 
the UPI) below.

These two approaches can in principle be combined. Crawford and Neary 
(2019) build on both approaches in developing a Feenstra (1994) product 

17. Pakes (2003) emphasizes that this is one of the key advantages of hedonic indexes relative 
to standard price indexes.
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variety adjustment factor for the standard hedonic approach. For this 
purpose, their suggested price index is analogous in form to the Feenstra- 
adjusted Sato- Vartia index but using characteristics in the adjustment factor 
and the remainder of the index is a Sato- Vartia hedonic index. We have not 
explored this hybrid approach ourselves, but our results below suggest this 
is a promising area to pursue. Our separate consideration of the UPI and 
hedonics does raise issues that need to be confronted by practical implemen-
tation of this hybrid approach developed by Crawford and Neary (2019).18

1.4  Results

We implement both the UPI and the hedonics approach and compare these 
quality- adjusted price indexes to standard price indexes using transaction- 
level data. For the Nielsen scanner data, we only implement the UPI because 
attribute data are less readily available. For the NPD scanner data, we have 
rich attribute data that permit us to implement both the UPI and hedonics 
approaches. We also have obtained estimates of a CPI- type index restricted 
to the same product groups in the Nielsen scanner data. BLS created aggre-
gate indexes for the comparable food and nonfood items.19 Thus, for the 
analysis of the Nielsen scanner data, we compare the BLS CPI to the price 
indexes from the transactions data.

We begin by examining prices for the Nielsen scanner data classifying the 
more than 100 product groups into food and nonfood items. To implement 
the Feenstra index and the UPI, we require estimates of the elasticity of 
substitution. For our initial analysis with both the Nielsen and NPD data, 
we use the Feenstra (1994) estimation procedure as modifi ed by Redding 
and Weinstein (2018) for use with item- level transactions data. The sizes and 
impacts of the CV and product valuation (PV) adjustment terms depend 
critically on the elasticity estimates. The estimated elasticities for the 100+ 
product groups display considerable variation. While the median is about 8, 
the 10th percentile is 4 and the 90th percentile is 16.20

Table 1.3a provides summary statistics of  alternative price indexes for 
the 2006–2015 period using the BLS CPI and Nielsen scanner data where 
the 100+ product groups have been classifi ed into food and nonfood items. 
The number of item- level price quotes each month in the BLS CPI for these 
product groups is about 40,000, compared to the 650,000 item- level prices 

18. The proposed hybrid by Crawford and Neary (2019) does not incorporate the time- 
varying product appeal terms that are at the core of the UPI. In many respects, this hybrid 
approach should be interpreted as a hybrid of the Feenstra- adjusted Sato- Vartia index and 
hedonics.

19. We thank the BLS for producing food and nonfood CPI indexes using the product groups 
in the Nielsen data. The BLS data provided should be interpreted with care because they do 
not meet BLS’s standard publication criteria.

20. The mean is 9 and the standard deviation is 5. The median estimate of 8 is similar to that 
reported in Table 2 of Redding and Weinstein (2018) using the Feenstra estimator.
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in the scanner data. We fi rst create quarterly estimates for the 2006–2015 
period at the product group level. We then aggregate the quarterly estimates 
to food and nonfood items using Divisia expenditure share weights by prod-
uct groups. Table 1.3a provides summary statistics using the quarterly food 
and nonfood price indexes.

The top panel of table 1.3a shows the results for the food product groups 
and the lower panel the nonfood product groups. Each panel displays results 
for quarterly price changes based on three indexes calculated from the scan-
ner data: a Laspeyres index; the CES demand- based price index with the 
adjustment for product turnover proposed by Feenstra discussed above 
(hereafter Feenstra); and the UPI. To calculate the Laspeyres index using 
the item- level data, we use previous- quarter expenditure weights updated 
for each quarter.

For food, the average rate of price change using the BLS CPI is very simi-
lar to (albeit slightly lower than) the Laspeyres index from the scanner data, 
and the two price indexes track each other well (with a correlation of about 
0.91). The Feenstra shows a notably lower average price change and a corre-
lation with the CPI that is also 0.91. The UPI has a much lower average and a 
correlation with the CPI of 0.63. The fi nding that the CPI and the Laspeyres 
from the scanner data track each other so well is reassuring, but also not 
surprising given that the quality adjustments used in the CPI for food are 
modest, and we made similar adjustments for changes in package size in 

Table 1.3a Summary statistics on comparisons of quarterly price indices

  
BLS 
CPI  

Scanner
Laspeyres  

Scanner
Feenstra  

Scanner 
UPI

A. Food
Mean 0.57% 0.76% 0.16% –2.49%
Standard deviation 0.77% 0.82% 0.82% 0.84%
Correlations:

BLS CPI 1.00
Scanner Laspeyres 0.91 1.00
Scanner Feenstra 0.91 0.97 1.00
Scanner UPI 0.63 0.72 0.66 1.00

B. Nonfood
Mean 0.22% –0.05% –0.62% –4.59%
Standard deviation 0.46% 0.36% 0.38% 0.77%
Correlations:

BLS CPI 1.00
Scanner Laspeyres 0.42 1.00
Scanner Feenstra 0.37 0.90 1.00
Scanner UPI  –0.22  0.18  0.23  1.00

Note: Nielsen scanner product groups are classifi ed into food and nonfood items. BLS CPI is 
harmonized to these product groups. Quarterly series from 2006:2–2015:4 refl ect the log fi rst 
diff erences of the price indices.
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the Nielsen data. The close relationship between the CPI and Laspeyres for 
food provides a benchmark to gauge the impact of the quality adjustments 
via Feenstra and the UPI, which like the Laspeyres use the scanner data.

The lower panel shows greater diff erences across price indexes for non-
food. For this category, the CPI infl ation rate is slightly higher than the scan-
ner Laspeyres rate, but their correlation is substantially weaker (0.42) than 
for food. The Feenstra price index has a substantially lower mean and the 
UPI a much lower mean. The CPI’s correlation with the Feenstra is 0.37 and 
with the UPI is negative (−0.22). The larger gap across price indexes for non-
food than for food is consistent with the hypothesis that quality adjustments 
from product turnover and changes in product appeal for continuing goods 
(i.e., consumer valuation) are likely to be more important for nonfood. Also 
consistent with that hypothesis, there is a larger gap between the Feenstra 
and UPI than there is between the Laspeyres and Feenstra.

Results for the UPI presented here diff er somewhat from the patterns 
presented in Redding and Weinstein (2018), who use the Nielsen Consumer 
(Homescan) Panel in their analysis. The latter tracks the expenditures of 
about 55,000 households. Households scan the bar codes from purchased 
items, and prices are either downloaded from the store where the item was 
purchased, or hand entered. Table 1.3b presents the analogous statistics to 
table 1.3a, comparing the BLS CPI for food and nonfood items (covering the 

Table 1.3b Summary statistics on comparisons of quarterly price indices—
Consumer Panel [CP] data

  
BLS 
CPI  

CP 
Laspeyres  

CP 
Feenstra  

CP 
UPI

A. Food
Mean 0.49% 0.91% 0.01% –1.27%
Std deviation 0.76% 0.77% 0.81% 0.86%
Correlations:

BLS CPI 1.00
CP Laspeyres 0.80 1.00
CP Feenstra 0.81 0.86 1.00
CP UPI 0.60 0.66 0.75 1.00

B. Nonfood
Mean 0.21% 0.51% –0.58% –3.31%
Std deviation 0.43% 0.42% 0.56% 0.79%
Correlations:

BLS CPI 1.00
CP Laspeyres 0.48 1.00
CP Feenstra 0.50 0.64 1.00
CP UPI  0.37  0.48  0.70  1.00

Note: This table replicates the calculations in table 1.3a using the Nielsen Consumer Panel 
[CP] data instead of the Nielsen retail scanner data. Data are quarterly from 2004–2016 and 
refl ect the log fi rst diff erences of the price indices.
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same product groups) to the consumer panel- based price indexes.21 Quali-
tatively, the patterns are similar between the retail scanner and consumer 
panel indexes, with some exceptions. For food, the correspondence between 
the BLS CPI and consumer panel Laspeyres is weaker than that between 
the BLS CPI and retail scanner Laspeyres. The correlation is 0.80 instead of 
0.91, and the BLS CPI has a notably lower mean (0.42 percent lower) than 
the consumer panel Laspeyres. Additionally, the gap between the UPI and 
Laspeyres is much smaller for the consumer panel compared to the retail 
scanner data. Especially notable is that the gap between the Feenstra and 
UPI indexes is substantially smaller using the consumer panel compared 
to the retail scanner data for both food and nonfood. This implies the CV 
adjustment is not as large for the consumer panel compared to the retail 
scanner data.22 Even more dramatic reductions in the magnitude of the CV 
adjustment using the consumer panel emerge by using the seasoned UPI as 
developed by Redding and Weinstein (2020).23

Taken at face value, the results suggest that the UPI captures substantially 
more quality adjustment than the CPI, especially for nonfood. Appropriate 
caution is required in drawing this inference because both the Feenstra and 
UPI require specifi cation of a utility function and estimates of the elasticity 
of substitution parameters. Although estimating the elasticities at a product 
group level (e.g., carbonated beverages for food and electronic products for 
nonfood) allows for over 100 diff erent elasticities within the scanner data, 
this level of aggregation may still be too high. While each product group 
contains goods that are close substitutes, many product groups also contain 
goods that are quite diff erent. For product turnover and expenditure share 
volatility with close substitutes, the quality adjustment factors in the Feen-
stra and UPI indexes become very small. The procedure used in tables 1.3a 
and 1.3b is to assume (and estimate) the same elasticity of substitution for 
all products within a product group.

Turning now to the analysis using the NPD data, the detailed character-
istic data allow us to consider the hedonic approach. For the analysis in this 
paper, we present estimates for memory cards. We have estimated a separate 
hedonic regression relating an item’s log price (at the national quarterly level) 

21. We estimate the elasticities of substitution separately for the Consumer Panel data.
22. It is beyond the scope of this paper to investigate the sources of discrepancies between the 

results using the retail scanner and consumer panel databases. We focus on the retail scanner 
dataset because it is arguably more comprehensive and also more suitable for the objectives of 
reengineering key national indicators.

23. In unreported results, we have found that we can replicate the fi ndings in Redding and 
Weinstein (2020) using a “seasoned” UPI based on a simpler to implement common goods rule 
than their longevity rule. Specifi cally, if  we defi ne common goods as those with above the fi fth 
percentile of market shares over the current and prior fi ve quarters, we can closely approximate 
their fi ndings. As we have discussed, we have not implemented a common good rule in this paper 
to produce a “seasoned” UPI because it is our objective to draw out the issues associated with 
dealing with the rich entry and exit dynamics of goods and their impact on the UPI. Imposing 
such a rule limits the ability to explore such issues.
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to its attributes for each quarter. We use a quadratic in memory card size and 
speed and dummy variables capturing card types (e.g., fl ash cards, memory 
chips). At the national level, the dataset contains about 12,000 observations 
of product items for all quarters over the three- year period.

Memory cards have exhibited substantial improvements in quality over 
our short sample period. Figure 1.1 shows the sales- weighted linear trend of 
memory card size and speed, with both size and speed more than doubling 
over the sample period. Figure 1.2 shows that the marginal value of addi-
tional size and speed appears to be declining over time. Hedonic regressions 

Fig. 1.1 Key attributes of memory cards by quarter
Source: NDP data.
Note: The fi gure shows estimated linear trends in sales- weighted national memory size and 
read speeds used to produce the estimates in table 1.4.

Fig. 1.2 Changing marginal value of attributes by quarter
Source: NDP data.
Note: This fi gure shows the changing marginal value (from linear term from table 1.4) in esti-
mation of hedonic specifi cation for memory cards.
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that include both size and speed and the squares of size and speed show that 
prices are increasing by size and speed but at a decreasing rate.24 The R2 is 
about 0.8 in each quarter, suggesting that there could be other unobserved 
characteristics that aff ect the prices.

As with the Nielsen scanner data, we also estimate a UPI using the NPD 
data. The elasticity of substitution (i.e., demand elasticity estimate) is about 
4. We can use this method to estimate product quality levels for entering 
and exiting goods using the φkt in Redding and Weinstein equation (4). As 
expected, entering goods have substantially higher average quality (−0.28) 
than exiting goods (−1.23), but they also have much more dispersion in qual-
ity (standard deviation of 1.59 for entering goods compared to 1.43 for exit-
ing). Greater dispersion at entry suggests potentially interesting post- entry 
dynamics that may involve selection and learning. We explore this below.25

Table 1.4 summarizes means, standard deviations, and correlations of 
the alternative price indexes for memory cards. Quality- adjusted prices are 
declining much more rapidly than standard price indexes indicate: the Feen-
stra and hedonic indexes are substantially lower than the Laspeyres index, 
and the UPI is even lower. Most of the series are highly correlated, except for 
the UPI. Interestingly, the price indexes most highly correlated with UPI are 
the hedonic indexes. This suggests the hedonics come the closest to capturing 
the quality adjustment measured in the UPI.

1.4.1  What Does the CV Term Capture, and Why Is It So Large?

Taken at face value, the UPI yields the most comprehensive quality- 
adjusted prices. Our analysis suggests it yields substantially more quality 

24. Hedonic regressions of log(price) regressed on quadratic in size and speed along with 
attribute dummies (not reported) estimated by quarter from 2014 to 2016.

25. We also note that it is not feasible to implement the seasoned UPI using the very long 
horizons specifi ed in Redding and Weinstein (2020) for the NPD data, since being a common 
good requires being present for six years.

Table 1.4 Means, standard deviations, and correlations of alternative price indices—
Memory cards

  Laspeyres  Feenstra  
Hedonic

(Laspeyres)  
Hedonic
(Paasche)  UPI

Mean price change –0.039 –0.059 –0.060 –0.049 –0.096
Standard deviation (price change) 0.034 0.039 0.024 0.025 0.024
Laspeyres 1.00
Feenstra 0.89 1.00
Hedonic (Laspeyres) 0.72 0.72 1.00
Hedonic (Paasche) 0.61 0.72 0.77 1.00
UPI  0.15  0.07  0.32  0.48  1.00

Note: Source is NPD data at item- level quarterly from 2014 to 2016. Price indices constructed at a quar-
terly frequency. Reported statistics are correlations of quarterly indices (not seasonally adjusted).
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adjustment than the Feenstra index and the hedonics- based indexes. The 
diff erentiating factor for the UPI is the inclusion of the CV. In principle, the 
hedonic approach also permits changing valuations of characteristics that 
could capture the variation in the CV. Even though we fi nd that the hedonic 
indexes are the most highly correlated with the UPI for memory cards, it is 
apparent that the UPI via the CV captures quality adjustment not captured 
in the other indexes.

This discussion suggests it is critical to understand what the CV adjust-
ment bias (using what we denote as the theoretical UPI) is capturing. To 
explore this issue, we conduct some further exploratory analysis. Figure 1.3 
shows that (the logs of) PV and CV are negative on average for virtually all 
products in the Nielsen data (or alternatively, PV and CV in levels are below 
one). The fi gure also shows that PV and CV are positively correlated across 
product groups. However, CV shows much more variation than PV; log PV 
ranges from 0 to −.06 while CV ranges from 0 to −0.4.

Figure 1.4 shows the UPI components for two narrow product modules 
that highlight the variation depicted in fi gure 1.3. The top panel shows the 
(log of) UPI and its components for soft drinks (RPI, PV, and CV, in logs 
and, for PV and CV, multiplied by 1/(σ – 1). The bottom panel shows the 
analogous components for video games. Both panels show quarterly log 

Fig. 1.3 The relationship between product variety bias and consumer valuation bias
Source: Nielsen scanner data.
Note: Each dot represents a product group showing average PV and CV adjustment factors 
from quarterly measures of PV and CV. Quarterly series from 2006:2–2015:4.
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price changes—that is, they are not expressed as annualized values. The 
scales of the two fi gures are the same in order to highlight the dramatic dif-
ferences in the respective roles of PV and CV across these product modules. 
Video games thus fi t the pattern of fi gure 1.3 in that both PV and CV are 
large in magnitude.

The scale of fi gure 1.4 obscures substantial measured price declines for 

Fig. 1.4 UPI components for specifi c product modules
Source: Nielsen scanner data.
Note: Log diff erences at quarterly rate.
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soft drinks. The UPI implies average price defl ation of approximately 2 per-
cent per quarter, from 2006:1 to 2015:4. Put diff erently, the UPI suggests that 
entry-  and appeal- adjusted prices for soft drinks fell by more than half  over 
a period of 10 years. Mechanically, almost all of that decline stems from the 
CV term.26 The large amount of price defl ation for soft drinks implied by the 
UPI is dwarfed by the massive defl ation that is measured for video games. 
The UPI suggests that (appropriately measured) prices for video games fell 
by more than 99 percent over the same 10- year period.

These large, implied rates of quality- adjusted price declines are heavily 
dependent on the estimated elasticities of substitution. For soft drinks, we 
use the estimate of σ = 6.22, the estimate for the carbonated beverages prod-
uct group using the Feenstra estimation method. If  we let σ = 12, then the 
rate of price decline is less than 1 percent per quarter (less than half  of that 
reported in fi gure 1.4). Thus, even without changing the defi nitions of com-
mon goods, the UPI delivers more plausible results for higher estimated elas-
ticities of substitution. The Feenstra method for estimating the latter makes 
strong identifying assumptions and further research is needed in this area.

Figure 1.3 suggests that CV may refl ect post- entry and pre- exit dynamics 
given its close relationship with PV. To explore this possibility, we conducted 
some small- scale simulations of  product entry and exit with associated 
changes in product quality presented in fi gures 1.5, 1.6, and 1.7. In each of 
the simulations, we track the evolution of 14 items within a simulated prod-
uct group with an assumed elasticity of substitution of fi ve. Seven goods 
enter and seven goods exit; one entering good and one exiting good in each 
period. To focus on product quality, we keep the price for each good equal 
and constant across time; that is, the goods are produced competitively 
with a constant and equal marginal cost. To examine the quality and price 
changes, the average quality increases over time. Thus, all the variation in 
appeal shows up in appeal- adjusted prices. As a result, the constant quality 
index represented by the Laspeyres shows no price change, while the appeal- 
adjusted UPI shows a decreasing price index. In each fi gure, panel A shows 
an example of the relative quality paths for an entering and exiting good, 
along with the increase in average quality, and Panel B shows the implied 
price indexes.

In fi gure 1.5, new products enter at higher quality than exiting products, 
but there is no change in quality post- entry or pre- exit. This results in fl at 
post- entry appeal in the example in panel A where the new good enters in the 
fourth period; however, average quality increases due to the higher quality 
new goods. Panel B of fi gure 1.5 shows the implied Laspeyres, Feenstra, and 

26. For comparison, the offi  cial CPI published by the BLS for carbonated beverages yields 
an average quarterly price increase of 0.4 percent from 2006:1 to 2015:4, and the Sato- Vartia 
index for soft drinks yields a similar 0.4 percent average quarterly increase. The RPI term of 
the UPI for soft drinks tracks the CPI fairly well yet yields an average quarterly change of zero. 
The correlation coeffi  cient between the two series is 0.75. The major diff erences between the 
UPI and the CPI therefore arise from the PV and CV terms.
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UPI log price indexes along the CV adjustment factor component of the 
UPI. The Laspeyres exhibits no rate of change given constant un adjusted 
prices. The Feenstra and UPI show substantial negative price change refl ect-
ing the product entry and exit that are identical. The CV adjustment fac-
tor component is zero because there is no change in quality for continuing 
goods. The latter implies that common goods expenditure shares are not 
changing over time.

In fi gure 1.6, the 14 new products exhibit post- entry dynamics as upon 
entry, and exiting goods exhibit pre- exit dynamics. An example of an enter-
ing and exiting good is shown in panel A, with a new good entering in period 

Fig. 1.5 Simulated product entry and exit with quality change: No continuing good 
quality change
Note: These fi gures show the results of  a simulation in which 14 goods enter and exit with 
constant price and changing quality. Panel A shows an example of the relative quality paths 
for an entering and exiting good along with the increase in average quality and panel B shows 
the implied price indices.
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4 with a relative appeal of 1.0 and increasing in appeal to 1.2 in the next 
period, while the exiting good has the reverse pattern. With these entering 
and exiting goods in each period, panel B shows the implied Laspeyres, 
Feenstra and UPI log price indexes (making the same assumption of con-
stant unadjusted prices). As with each example, the Laspeyres exhibits no 
rate of  change given constant unadjusted prices. The Feenstra and UPI 
show substantial negative price change refl ecting product entry and exit but 
there is a large gap between the UPI and the Feenstra. The CV adjustment 
component is large, suggesting the CV is capturing post- entry and pre- exit 
dynamics.

To emphasize this possibility, fi gure 1.7 depicts an alternative simulation 

Fig. 1.6 Simulated product entry and exit with quality change: Post- entry and pre- 
entry quality dynamics
Note: These fi gures show the results of  a simulation in which 14 goods enter and exit with 
constant price and changing quality. Panel A shows an example of the relative quality paths 
for an entering and exiting good along with the increase in average quality and panel B shows 
the implied price indices.
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where the post- entry buildup of appeal is slower. Panel A shows an example 
of a new good entering in period 4 with a relative appeal of 0.8 that increases 
to 1.2 in the next period. Alternatively, pre- exit dynamics are faster in that 
the initial fall in appeal, .067, is larger. As a result, panel B shows that the 
gap between the Feenstra price index and UPI is even larger in this case, 
with slower and richer post- entry dynamics. The richer post- entry dynamics 
generate a larger gap between the UPI and the Feenstra price indexes with 
the CV capturing a larger share of the dynamics.

While these are simple illustrative simulations, they highlight a potentially 
important driving force distinguishing the UPI from the Feenstra—namely, 
that the UPI captures changes in relative product appeal associated with 
more complex post- entry and pre- exit dynamics than permitted by the Feen-
stra index. The latter only captures quality diff erences at the exact points of 
product entry and exit. Instead, it may be that there are learning and other 

Fig. 1.7 Simulated product entry and exit with quality change: Slower post- entry 
and pre- exit quality dynamics
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adjustment dynamics that imply the product quality changes from product 
turnover take time to evolve post- entry and pre- exit. In this respect, our fi nd-
ing that the UPI and the CV play a signifi cant role relative to the Feenstra 
index highlights the potential advantages of the UPI, but also suggests the 
need for care in interpreting both the CV and the UPI.

Figures 1.5 to 1.7 emphasize the potential role of post- entry and pre- exit 
dynamics that may be associated with the lifecycle dynamics of products. In 
a related fashion, a simpler and more basic relationship between the CV and 
PV may emerge due to measurement and timing issues. At high frequencies 
(e.g., weekly or monthly) it is likely that entering and exiting products exhibit 
some ramp- up as products become available in a diff use manner geographi-
cally and some ramp down as the last product is sold in a specifi c location. 
Our use of quarterly, national measures mitigates these measurement and 
timing issues. Nonetheless, these issues remain present, underlying the gap 
between the theoretical and seasoned UPIs.

Figures 1.8 and 1.9 document patterns in relative product appeal among 
entering and exiting goods in the video game and soft drink modules, respec-

Fig. 1.8 Relative product quality by entry, exit: Video games
Source: Nielsen scanner data.
Note: True entry is the fi rst quarter a good appears, true exit is the last period a good appears, 
reentry is for a good that changed from zero to positive sales in the current period but not true 
entry, and temp exit is for a good that changed from positive sales in the prior period to zero 
in the current period but the good reenters at a later period. Reported are kernel density esti-
mates of the distributions of the demand quality/appeal residual (𝜑𝜑𝑘𝑘𝑘𝑘).
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tively, of the Nielsen scanner data.27 Both fi gures display the distributions of 
relative appeal of continuing, entering, and exiting goods. The upper- left- 
hand panel of fi gure 1.8 shows that for video games, as for memory cards, 
entering goods have a higher mean appeal than exiting goods but a lower 
mean than continuing or common goods. Entering goods also have more 
dispersion in relative appeal than either exiting or common goods, consistent 
with what we found for memory cards.

The remaining panels of the fi gure show, however, that this is an incom-
plete characterization of entry and exit. In the upper- left- hand panel, entry 
is defi ned for any item that had zero sales in the prior quarter and positive 
sales in the current quarter. Exit is likewise defi ned for any item that had 
positive sales in the prior quarter and zero sales in the current quarter. In 
many cases, these entry and exit dynamics don’t represent true entry (the fi rst 
quarter an item is observed) or true exit (the last period an item is observed). 
The remaining panels show that the mean product appeal of true entrants is 

27. As with fi gure 1.3, this uses the estimate of φkt.

Fig. 1.9 Relative product quality by entry, exit: Soft drinks
Source: Nielsen scanner data.
Note: True entry is the fi rst quarter a good appears, true exit is the last period a good appears, 
reentry is for a good that changed from zero to positive sales in the current period but not true 
entry, and temp exit is for a good that changed from positive sales in the prior period to zero 
in the current period but the good reenters at a later period. Reported are kernel density esti-
mates of the distributions of the demand quality/appeal residual (𝜑𝜑𝑘𝑘𝑘𝑘).
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substantially higher than of re- entrants and indeed is higher than the mean 
for common goods. In contrast, exiting and re- exiting goods have similar 
means. These patterns suggest that reentering and temporarily exiting goods 
are likely part of the end of a product life cycle (hence the similar means 
between reentering, temporary exits, and true exits). Figure 1.9 shows the 
analogous patterns for soft drinks. Qualitatively, the patterns are similar, 
but they are substantially less pronounced, consistent with the notion that 
changes in product appeal and technological change are less rapid for soft 
drinks than for video games.

The post- entry and pre- exit dynamics of relative product appeal, price, 
and market share for video games and soft drinks are depicted in fi gures 1.10 
and 1.11. The fi gures display patterns for 11 quarters after entry and 11 quar-
ters prior to exit.28 Statistics for post- entry are relative to the fi rst period of 
entry for each good. Statistics for pre- exit are relative to 11 quarters prior 
to exit for each good. Both means and medians of these lifecycle dynamics 
are displayed.

For video games, products decline in relative product quality, market 
share, and price both post- entry and pre- exit, with the means and medians 
showing similar patterns. The magnitudes of the declines are substantial. 
Relative quality declines by 150 log points in the fi rst 11 quarters post- entry, 
price declines by 100 log points, and market share declines by 300 log points. 
Similar magnitudes are present for the 11 quarters prior to exit. These pat-
terns of substantial post- entry and pre- exit dynamics help account for the 
large role of  the CV adjustment for video games. Recall our simulations 
in fi gures 1.5 through 1.7 show that post- entry and pre- exit dynamics that 
exhibit substantial changes in relative quality yield a substantial CV adjust-
ment. To help put these patterns into context, it is useful to observe that 
the probability of exit increases with product age. In unreported statistics, 
we fi nd that the exit rate rises from under 5 percent in the fi rst fi ve quarters 
post- entry to over 20 percent after 20 quarters.

For soft drinks, the dynamics are diff erent, and the eff ects are somewhat 
muted. There is a hump- shaped behavior in post- entry relative appeal, price, 
and market share. The gap between the mean and median patterns is also 
substantial—consistent with the right tail driving the mean dynamics rela-
tive to the median. At the mean, relative quality rises more than 30 log points 
in the fi rst fi ve quarters, but it falls to 15 log points lower than the initial 
product quality after 11 quarters. Pre- exit dynamics show monotonic pat-
terns similar to video games but are less steep. Relative product quality is 100 
log points lower just before exit than 11 quarters prior to exit. This compares 
to the 150 log point gap for video games. Even though the magnitudes are 

28. We restrict analysis for post- entry to goods that survive at least 11 quarters and for pre- 
exit for goods that are present for all 11 quarters prior to exit. Results without these restrictions 
show similar patterns.
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Fig. 1.10 Post- entry and pre- exit dynamics of relative product appeal, price, and 
market share for video games
A. Post- entry
Source: Nielsen scanner data.
Note: Age is number of quarters since entry. Reported statistics are relative to the product’s 
value in its fi rst quarter. Analysis is restricted to items that survive for 11 quarters.
B. Pre- exit
Source: Nielsen scanner data.
Note: Age is number of quarters prior to exit. Reported statistics are relative to the product’s 
value 11 quarters prior to exit. Analysis is restricted to items that are present for 11 quarters 
prior to exit.
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Fig. 1.11 Post- entry and pre- exit dynamics of relative product appeal, price and 
market share for soft drinks
A. Post- entry
Note: See notes to fi gure 1.10A.
B. Pre- exit
Note: See notes to fi gure 1.10B.
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somewhat smaller, they are still substantial and help account for the nontriv-
ial CV adjustment for soft drinks. The exit rate also rises with product age for 
soft drinks but again the patterns are more muted, with the rate increasing 
from about 4 percent shortly after entry to about 6 percent after 20 quarters.

The CV term’s close connection with the PV adjustment term introduced 
by Feenstra (1994) complicates attempts to interpret the PV term in iso-
lation. For instance, Diewert and Feenstra (2021) argue that the infi nite 
reservation or choke price implied for every good under CES preferences is 
a priori unreasonable. They advocate for a rule of thumb that price indexes 
should refl ect one half  of the welfare gains implied by a CES utility func-
tion. Their setting does not allow for time- varying appeal shocks, however. 
As we have seen in this section, allowing for such shocks via the CV term 
substantially increases measured defl ation via a channel that is independent 
of consumers’ reservation prices. It may well be that when the consumer 
valuation channel is considered, the welfare gains from entering products 
are larger than is implied by the classic Feenstra (1994) approach.

All of this discussion of complex entry and exit dynamics can be used to 
justify the practical implementation of the seasoned UPI. However, from 
our vantage point, this appears to be an important area for future research. 
Instead of simply assuming a long horizon for seasoning,29 we think it use-
ful to understand the nature of the entry and exit dynamics. The discussion 
above suggests that the nature of those dynamics likely varies across goods. 
Simply assuming a common horizon for seasoning is likely to be inadequate; 
at the least, this topic merits further investigation.

1.4.2  Claiming φ: The Demand Residual

The large declines in the UPI, even for product categories such as soft 
drinks that are not obvious hotbeds of technological innovation, raise the 
question of whether the implied estimates are reasonable, and if  so, how 
best to interpret them.

Redding and Weinstein (2018) take a strong view in formulating the UPI: 
they treat all of  the measured residual demand variation not accounted for 
by changing prices as refl ecting changes in product appeal or quality. The 
UPI exactly rationalizes observed prices and expenditure shares by treating 
the entire error in an estimated demand system as refl ecting such changes. 
In contrast, other approaches such as hedonics or the Feenstra (1994) 
approach, leave an estimated residual out of  the price index calculation. 
Although hedonic approaches can in principle capture much of the varia-
tion from changing product quality and appeal, the R2 in period- by- period 
hedonic regressions is typically substantially less than one. Conceptually, 
therefore, although both the UPI and hedonics capture time- varying quality 

29. Or alternatively, some threshold rule for market share for common goods in the imple-
mentation of the UPI.
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and appeal valuations from both product turnover and continuing products, 
the UPI is arguably more general because it comprehensively captures the 
error term from the underlying demand system in the price index.

The debate over whether it is appropriate to treat the entire error term 
from an estimated consumer demand system as refl ecting changes in product 
quality and appeal that aff ect the cost of living is very much in its infancy, 
however. The measured error term from the estimated demand system may 
refl ect measurement or specifi cation error from several sources. Specifi cation 
error may refl ect not only functional form but also a misspecifi ed degree of 
nesting or level of aggregation. Presumably, those errors would ideally be 
excluded from the construction of a price index.

Another possible source of specifi cation error relates to permitting richer 
adjustment dynamics in consumer demand behavior. Diff usion of product 
availability, diff usion of information about products, habit formation, and 
learning dynamics will show up in the error term from estimation of speci-
fi cations of static CES demand models. A related but distinct possibility is 
that the underlying model of price and quantity determination should refl ect 
dynamic decisions of the producing fi rms (through endogenous investments 
in intangible capital like customer base as well as related marketing, promo-
tion, and distribution activity by fi rms). It is important to remember that the 
approaches being used to estimate the elasticity of substitution are jointly 
estimating the demand and supply system, so misspecifi cation of either the 
demand or supply equations can yield specifi cation error.

We are not yet able to quantify the importance of these measurement and 
specifi cation issues. One area we think is especially promising is to explore a 
more theoretically based defi nition of product group classifi cation and nest-
ing. In the next section, we examine the UPI’s sensitivity to product group 
classifi cation and nesting.

1.4.3  Product Group Classification and Nesting

An inherent challenge for implementing the UPI is the defi nition of prod-
uct groups and the associated estimation of the elasticities of substitution. 
In our implementation (and consistent with the approach taken in Redding 
and Weinstein (2018)), we have assumed all items within a product group 
or module defi ned by the data provider are equally substitutable. A review 
of the individual items in these groups quickly suggests this is a very strong 
assumption. Consider soft drinks. Presumably, some soft drinks (e.g., caf-
feinated, with sugar, colas) are much closer substitutes than others. More-
over, some of the item- level variation in the scanner data for soft drinks 
refl ects changes in packaging associated with marketing during holiday sea-
sons. Similar remarks can be made about nonfood items. For video games, 
essentially the same game may be released with slightly diff erent features or 
complementary support products—again suggesting very close substitutes 
in some cases. Alternatively, vintage video games from only a few years 

 EBSCOhost - printed on 2/8/2023 7:48 PM via . All use subject to https://www.ebsco.com/terms-of-use



Reengineering Key National Economic Indicators    61

ago (e.g., PacMan) are quite primitive compared to the latest games with 
advanced graphics, animation, and audio (e.g., FIFA World Cup Soccer 
2018). In spite of the likely substantial diff erences in the degree of substi-
tutability among subgroups of products, the estimation of the elasticity of 
substitution we have considered so far pools items by cross- section and over 
time, yielding a single elasticity by product group.

To provide some perspective on the potential importance of this issue, 
fi gure 1.12 illustrates three diff erent versions of the UPI calculated using 
the Nielsen scanner data for all product groups, but classifying groups at 
diff erent levels of aggregation. The fi rst version of the UPI is constructed 
using item- level (UPC code) variation. The second UPI aggregates items 
to common text descriptions within the Nielsen scanner data. The third 
UPI aggregates items based on item attributes defi ned in terms of product 
module, brand, size, and packaging.30 For each UPI considered, all prod-
ucts within an aggregation (e.g., text descriptions or attributes) are treated 
as perfect substitutes. The UPI becomes substantially less negative using 
these more aggregated product defi nitions. Figure 1.12 demonstrates that 
important components of the UPI (via the PV and CV terms) depend on 
the methods of  classifying products and refl ect variation between goods 

30. For this exercise, the elasticities of substitution at the product group level are based on 
the Feenstra estimation procedure for each product group. They are computed as usual for the 
fi rst version of the UPI. For the second and third versions, we use the same elasticity for the 
components within the product group. Hence, the exercise highlights the eff ects of aggregation.

Fig. 1.12 Sensitivity of UPI to product classifi cation
Source: Nielsen scanner data.
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that are likely much closer substitutes than with other items in the same 
pre- defi ned grouping.

In principle, a nested CES approach can be used to construct the UPI, 
potentially overcoming this issue. Redding and Weinstein (2018) show in 
their appendix that this is feasible conceptually. There are two primary chal-
lenges for implementing a nested CES. First, what classifi cation of goods 
should be used? Hottman, Redding, and Weinstein (2016) consider a nested 
CES using a within versus between fi rm classifi cation, and they provide evi-
dence that goods produced within a fi rm are more substitutable than goods 
produced across fi rms. It is unclear, though, that this is an ideal or suffi  cient 
classifi cation approach. An alternative might be to use product attributes. 
This possibility raises an interesting question: could the use of product attri-
butes to defi ne nests lead the UPI and hedonic approaches to be more similar 
in implementation than they fi rst appear in principle? Our initial analysis 
above already found that the price indexes that most closely approximate the 
UPI are the hedonic indexes; perhaps making use of the same attributes as 
in the hedonic approach to generate product classifi cation and nests for the 
UPI will yield indexes that track each other even more closely.

A second primary challenge for implementing a nested (or even non- 
nested) CES utility- based index is the estimation of the elasticities of sub-
stitution. The various approaches used for estimation in the literature make 
strong identifying assumptions. These identifi cation issues become that 
much more complex in a nested environment. For example, Hottman, Red-
ding, and Weinstein (2016) use a nested procedure that is essentially a modi-
fi ed version of the Feenstra approach for the within- fi rm estimation (double- 
diff erencing fi rm and time eff ects) and then use an instrumental variables 
procedure for the higher level between- fi rm estimation. The instrument that 
emerges from the structure of the model as the fi rm- level price index is a 
UPI at the fi rm level with one important term being the within- fi rm CV 
adjustment term. The latter refl ects changing relative product appeal shocks 
across goods within the fi rm. They argue that the latter is orthogonal to the 
(double- diff erenced) between- fi rm relative appeal shocks. This procedure 
uses strong identifying assumptions at both levels.

Finally, the approach to hedonics with item- level transactions data based 
on Bajari and Benkard (2005) that we pursued for memory cards has some 
advantage over traditional implementations of  hedonic methods, but it 
requires further enhancements to be scalable. An advantage of using hedon-
ics with transactions data is that the weights can be updated continuously, 
and in turn selection bias from exit (as in the Laspeyres approach above), 
entry (the Paasche approach), or both (using both Laspeyres and Paasche 
hedonics adjustment and computing a Fisher hedonics adjustment) is fea-
sible. Still, the approach we used for memory cards relied on high- quality 
and relevant attributes (memory card size and speed) being readily available 
from the NPD data. Other datasets, such as the Nielsen scanner data, have 
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less readily available information on item attributes. As noted above, the 
machine learning approaches of Bajari et al. (2021) show great promise in 
overcoming these issues.

1.5  Reengineering the Data Architecture

The opportunities created by the ubiquitous digitization of transactions 
can only be realized with a new architecture for data collection. The aim is 
for the statistical system to use all the relevant detail provided by transac-
tions data. There are a number of issues the new data architecture would 
need to address (see Jarmin 2019). These include issues of privacy, confi -
dentiality, and value of business data; cost to businesses and the statistical 
agencies of the new architecture; and the technical and engineering issues 
of building a new architecture.

There are multiple potential modes for businesses providing such data. 
All have advantages and disadvantages. We expect that the new architecture 
should support multiple approaches to providing and collecting data. The 
agencies will need to be fl exible.

Direct feed of transaction- level data. The agencies could get transaction- 
level data directly from fi rms and do the calculations necessary to aggre-
gate them. This approach has already been implemented by the Australian 
Bureau of Statistics for its retail food price index. While the agencies should 
be receptive to such arrangements, it is unlikely to be practical in the US 
context because of unwillingness of companies to provide such granular 
data and the diffi  culty for the agencies of handling the volume of data that 
it would entail.

Direct feed of (detailed) aggregate measures of price, quantity, and sales 
via APIs. Alternatively, and probably more practical in the US context, 
fi rms (e.g., retailers) could do the calculations needed to produce detailed 
but aggregated measures of  price, quantity, and sales that could then be 
transmitted to the statistical agencies. Surveys and enumerations could be 
replaced by APIs. The agencies—in collaboration with businesses—would 
have to design a large, but fi nite, number of  APIs that would mesh with 
the information systems of fi rms. As is typical for IT innovations, doing so 
would have a substantial fi xed cost, but then provide much improved data 
at low marginal cost.

Third- party aggregators. Third- party aggregators are already collecting 
much of the relevant data from many fi rms (especially retailers). These third 
parties could do the aggregation as part of their service and provide client 
fi rms with an option of responding to statistical agency requests using their 
service.

Note that the choice among these modes is not just a matter of how the 
data are collected but carries substantive implications for producing the 
indexes discussed in this paper. The fi rst option of direct feed of transac-

 EBSCOhost - printed on 2/8/2023 7:48 PM via . All use subject to https://www.ebsco.com/terms-of-use



64    G. Ehrlich, J. C. Haltiwanger, R. S. Jarmin, D. Johnson & M. D. Shapiro

tions, and perhaps the third option of third- party aggregators, potentially 
allow the pooling of observations at the item level across fi rms. In contrast, 
the second option would provide price, quantity, and sales measures possibly 
aggregated into quite detailed products, but would not allow direct pooling 
at the item level across businesses because the index number formulas are 
highly nonlinear. Hence, there is an interaction between decisions about 
nesting in the index number construction discussed in section 1.4.3 with the 
data architecture.

These approaches—whether direct data feeds, API, or third parties—
would have many benefi ts to fi rms beyond improving the public good pro-
vided by offi  cial statistics. Firms could save costs by not having to transform 
their business data to meet the requirements of statistical agencies’ surveys. 
This approach would reduce the current burden associated with collecting 
data to replace multiple survey requests from agencies. For example, this 
approach would replace having BLS price enumerators visit outlets. These 
visits take the time of store management through queries related to sam-
pling goods and fi nding replacements for goods that disappear. In addition, 
obtaining revenue data directly from fi rms could replace the collection of 
Census’s monthly retail trade survey.

Notwithstanding these potential benefi ts, achieving fi rms’ participation 
in a new data collection paradigm will be a considerable challenge. Vol-
untary compliance with current data collection is far from universal, so 
cooperating with a new paradigm for collecting data certainly cannot be 
taken for granted. New approaches to data collection may require fi rms to 
incur additional costs, at least at the outset. More generally, it may require 
fi rms to rethink how and why they interact with statistical agencies. The next 
section of this paper and the Introduction to this volume consider some of 
these challenges.

1.6  Capabilities and Mandates of the Statistical Agencies

This paper envisions a new architecture for economic statistics that would 
build consistent measurement of price and quantity from the ground up. Cur-
rently, the collection and aggregation of data components is spread across 
three agencies. Implementing the new architecture we envision undoubtedly 
will be a challenge. Moving away from a survey- centric form of data col-
lection for retail prices and quantities to computing statistics from detailed 
transaction- level data requires an approach that would have businesses pro-
viding their data in a unifi ed way. The institutional arrangements that funda-
mentally separate the collection of data on prices and quantities would need 
to be changed. There have long been calls for reorganizing BEA, BLS, and 
Census to help normalize source data access, improve effi  ciencies, and foster 
innovation. Regardless of whether the agencies are realigned or reorganized, 
they need to review the current structure given how the production of statis-
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tics is evolving. Having one agency negotiate access to transaction- level data 
will be diffi  cult enough. Having multiple agencies doing so unduly burdens 
both businesses and the taxpayer. Importantly, under the current statistical 
system structure, no agency has the mandate to collect data on both price 
and quantities, so implementing the data architecture to measure price and 
quantity simultaneously is not in scope for any agency.31

There are also diffi  cult questions about the legal and policy structure 
needed to govern how statistical agencies access private data assets for sta-
tistical uses. For instance, a key question is whether companies would seek 
to charge for access to the type of data described above and, if  so, whether 
the associated fees would be within the budgetary resources of the statisti-
cal agencies.

To further test, develop, and implement a solution such as we are pro-
posing here, the statistical agencies must expand their general data science 
capabilities. Whether transaction level data are transmitted to the agencies 
or whether retailers provide intermediate calculations, an important point 
of focus for the statistical agencies will be not only the acquisition but the 
curation of new types of unstructured data. The ingestion, processing, and 
curation of these new sources introduces scalability concerns not present in 
most survey contexts. Also, negotiating access will require the agencies to 
hire more staff  with the skills to initiate and manage business relationships 
with data providers.

Clearly, modernization requires signifi cant investments in computer sci-
ence and engineering expertise at the statistical agencies. This is a major chal-
lenge given the competition for attracting talent across other government 
agencies and with the private sector. Collaboration with academic experts 
and contracting can be part of the solution, but some internal expertise is 
essential.

The collective economic measurement system will need to make a num-
ber of  investments. It will need to invest in building relationships across 
government agencies and the private sector to secure access to high- quality 
source data. It will need to invest in staff  with the skills to acquire, process, 
and curate large datasets and build reliable and privacy- protected statistical 
products from blended data. Information systems will need to be redesigned 

31. The agencies are undertaking important and innovative work using transactions data 
as part of their ongoing measurement programs, some of which is described in papers in this 
volume. The Census Bureau pays for access to limited data for experimenting with augmenting 
the Monthly Retail Trade Survey (Hutchinson 2019). The BLS has multiple eff orts to replace 
or augment CPI enumerations with alternative sources (Friedman, Konny, and Williams 2019). 
Notably, both eff orts are focused on using nonsurvey data to supplant or supplement data col-
lections within the current architecture, so the Census eff ort does not measure prices and the 
BLS eff orts do not measure quantities. The Census Bureau is, however, supporting this project 
by providing NPD data that do measure price and quantity simultaneously. An exception to 
the agencies not considering both price and quantity simultaneously when using nonsurvey 
data is the BEA’s extensive program to address measurement of quality change in health care.
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to accommodate both survey and alternative data processing. These are large 
challenges, but we believe they are necessary in order to build a twenty- fi rst- 
century statistical system that can deliver the trusted information needed by 
private and public sector decision makers.

1.7  Concluding Remarks

In the introduction to the 2000 NBER/CRIW conference volume Scanner 
Data and Price Indices, Feenstra and Shapiro (2002) stated, “Scanner data 
and other electronic records of transactions create tremendous opportu-
nities for improving economic measurement.” Almost two decades after 
that conference, researchers have made progress using digitized transac-
tions data on many dimensions, but the US statistical agencies have not yet 
implemented the vision of using such data for dramatic improvements in 
economic measurement for offi  cial statistics. Indeed, many of the papers in 
that conference pointed to the diffi  culty in using scanner data for measure-
ment. Both push and pull factors, however, suggest the time is now ripe for 
full- scale implementation of using transaction- level data that will yield a 
signifi cant reengineering of key national indicators. In particular, develop-
ments in economics and computer science such as the UPI and hedonics- 
at- scale, are innovations that address some of  the diffi  culties with using 
scanner data for economic measurement under the existing architecture for 
economic statistics.

On the push side, declining response rates on business and household 
surveys yield both higher costs and lower quality of economic measurement. 
Relatedly, the current decentralized system imposes a substantial burden on 
households and businesses with a multiplicity of surveys. On the pull side, 
the digitization of virtually everything has been dramatic over the last two 
decades. Moreover, substantial progress has been made on the technical 
challenges for implementation. Active research using item- level transactions 
data has yielded development of  price index methodology that captures 
quality changes from product turnover and changing product appeal for 
continuing goods. Based on our review and exploration of the methodologi-
cal innovations, we conclude that integration of the alternative approaches 
that have been proposed is likely to be fruitful.

In particular, the UPI methodology developed by Redding and Weinstein 
(2018) has great promise, but it likely requires refi nements that are closely 
connected to an alternative hedonics- based approach to quality adjust-
ment. We suspect that a successful implementation of the UPI methodology 
requires a nested product classifi cation approach based on nests defi ned by 
product attributes of  individual items. Tracking item- level product attri-
butes is at the core of the hedonics- based approach. A limitation of the latter 
is that implementation has involved intensive study of each product group 
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(e.g., computers) one at a time. Advances in machine learning and other data 
dimensionality reduction techniques off er the prospect of implementation 
of either the nested UPI or the hedonics approach with attributes at scale. 
It remains to be seen what exact method will prove to be conceptually and 
practically the best approach.

Beyond the issues of developing classifi cation of groups based on hedon-
ics, the theoretical UPI also faces other practical implementation challenges 
related to the complex dynamics of entering and exiting goods. One practical 
implementation method is to use what we have denoted as the seasoned UPI 
to overcome these issues. We think it is premature to settle on this methodol-
ogy. We instead suggest further investigation into the nature of the entry and 
exit dynamics of goods. We anticipate substantial progress will be made on 
this issue in future research.

Active and intensive research on these issues should be a high priority. At 
the same time, substantial eff ort needs to be made in exploring how the US 
statistical agencies can harvest the fi rehose of digital data that are increas-
ingly available. The agencies are experimenting with alternative harvesting 
approaches, but a variety of challenges remain. In addition, implementing 
this twenty- fi rst- century approach to using integrated price and quantity 
collection and measurement will require rethinking the coordination and 
organization of the US statistical agencies.
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2.1  Introduction

The Bureau of  Labor Statistics (BLS) has generally relied on its own 
sample surveys to collect the price and expenditure information necessary 
to produce the Consumer Price Index (CPI). The burgeoning availability 
of Big Data could lead to methodological improvements and cost savings 
in the CPI. The BLS has undertaken several pilot projects in an attempt to 
supplement and/or replace its traditional fi eld collection of price data with 
alternative sources. In addition to cost reductions, these projects have dem-
onstrated the potential to expand sample size, reduce respondent burden, 
obtain transaction prices more consistently, and improve price index estima-
tion by incorporating real- time expenditure information—a foundational 
component of price index theory that has not been practical until now.

Government and business compile data for their administrative and oper-
ational needs, and some of these data can potentially be used as alternatives 
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to BLS’s surveyed data. We use the term alternative data to refer to any data 
not collected through traditional fi eld collection procedures by CPI staff , 
including third- party datasets, corporate data, and data collected through 
web scraping or retailer Application Programming Interfaces (APIs). Alter-
native data sources are not entirely new for the CPI. Starting as far back as 
the 1980s, CPI used secondary source data for sample frames, sample com-
parisons, and supplementing collected data to support hedonic modeling 
and sampling. What is new now is the variety and volume of the data sources 
as well as the availability of real- time expenditures. This paper will review 
BLS eff orts to replace elements of its traditional CPI survey with alterna-
tive data sources and discuss plans to replace and/or augment a substantial 
portion of CPI’s data collection over the next several years.

2.2  Overview of CPI

The CPI is a measure of the average change over time in the prices paid 
by urban consumers for a market basket of goods and services. The CPI 
is a complex measure that combines economic theory with sampling and 
other statistical techniques and uses data from several surveys to produce 
a timely measure of  average price change for the consumption sector of 
the American economy. BLS operates within a cost- of- living- index (COLI) 
framework when producing the CPI.

Weights used in the estimation of the CPI are derived primarily from two 
surveys. The Consumer Expenditure (CE) Survey furnishes data on item 
category purchases of households and is used to draw the CPI item sample. 
The Telephone Point of Purchase Survey (TPOPS) collects data on retail 
outlets where households purchased commodities and services and is used 
as the outlet frame from which BLS selects a sample of outlets.1 Weights are 
derived from the reciprocal of the probabilities of selection. BLS has not 
had access to the expenditure information necessary to produce superlative 
indexes, the preferred class of index formulas for COLI estimation, for the 
lower- level component indexes that feed all CPI outputs. BLS currently only 
uses a superlative index formula to produce the Chained CPI- U at the upper 
level of aggregation.2 The lower- level indexes used in CPI aggregates almost 
all use a geometric mean index formula, which approximates a COLI under 
the restrictive assumption of Cobb- Douglas utility.3

Pricing information in the current CPI is primarily based on two surveys. 

1. BLS is currently pursuing an eff ort to include the collection of point- of- purchase informa-
tion within the Consumer Expenditure Survey. This will replace TPOPS starting with indexes 
released in FY 2021.

2. See Klick, “Improving Initial Estimates of the Chained Consumer Price Index” in the 
February 2018 issue of the Monthly Labor Review for more information on changes made to the 
formula in calculating the preliminary C- CPI- U starting with the release of January 2015 data.

3. For additional detail on the construction of the CPI, see “Consumer Price Index: Cal-
culation” in the online BLS Handbook of Methods (https:// www .bls .gov /opub /hom /cpi 
/ calculation .htm).
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BLS data collectors, known as Economic Assistants (EAs), conduct the 
Commodities and Services (C&S) survey by visiting each store location or 
website (known as an outlet in BLS nomenclature) selected for sampling. 
For each item category, known as an Entry Level Item (ELI), assigned to 
an outlet for price collection, an EA using information from a respondent 
on the portion of the outlet’s sales of specifi c items, employs a multistage 
probability selection technique to select a unique item from among all the 
items the outlet sells that fall within the ELI defi nition. The price of that 
unique item is followed over time until the item is no longer available or that 
price observation is rotated out of the sample. The Housing survey is used to 
collect rents for the Rent of Primary Residence (Rent) index and these rent 
data are also used to calculate changes in the rental value of owned homes 
for the Owners’ Equivalent Rent index. While the CPI has generally used 
these two surveys for price and rent data, historically in several cases CPI 
turned to alternative data sources, including for used cars and airline fare 
pricing and sales tax information.4

Several challenges arise in calculating the CPI using traditional data 
collection. First, because the CPI aims to measure constant quality price 
change over time, when a unique item is no longer sold a replacement item 
must be selected, and any quality change between the original and replace-
ment items must be estimated and removed to refl ect pure price change in 
the index. Second, new goods entering the marketplace must be accounted 
for in a timely manner with the appropriate weight. Third, the CPI is based 
on samples, which can introduce sampling error. Lastly, the CPI may only 
be able to collect off er prices that might not refl ect all the discounts applied 
to a transaction.

In terms of survey operations, the collection of data by BLS through pric-
ing surveys is increasingly costly and more diffi  cult. Metropolitan areas have 
generally increased in size, which causes a corresponding increase in travel 
costs. The growth in the number of chain stores has increased the time to 
obtain corporate approval to collect data. Response rates are declining as the 
result of many factors: new confi dentiality requirements, increasing number 
of surveys, increasing distrust of government, data security concerns, and/
or less confi dence in the accuracy of the CPI.

2.3  Working with Alternative Data in CPI

Alternative data sources provide an opportunity to address many of the 
challenges encountered by the CPI over the past few decades. Adopting 
alternative data sources could address the challenges mentioned above as 

4. See the CPI Fact Sheet on “Measuring Price Change in the CPI: Used Cars and Trucks” 
for more information on the use of National Automobile Dealers Association (NADA) data 
for used cars beginning in 1987. Airline fare pricing was previously based on prices collected 
from the SABRE reservation system and is now collected using web- based pricing. See the 
CPI Fact Sheet on “Measuring Price Change in the CPI: Airline Fares” for more information.
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well as increase sample sizes, refl ect consumer substitution patterns more 
quickly, reduce or eliminate respondent burden, help address nonresponse 
problems in the CPI’s surveys, and reduce collection costs. In some instances, 
BLS receives real- time expenditure information as well. Data may be at a 
more granular level, for many more items than in the sample, or timelier such 
as daily. Initial exploration of the use of alternative data in CPI was focused 
on response problems and improving index accuracy in hard- to- measure 
product areas. In more recent years, BLS has been giving equal attention to 
fi nding new cost effi  ciencies in the collection process.

The CPI program classifi es its alternative data sources into three main 
categories:

1. Corporate- supplied data are survey respondent- provided datasets 
obtained directly from corporate headquarters in lieu of CPI data collec-
tors in respondent stores or on their websites. As the datasets are typically 
created for their own use, respondents defi ne data elements and structure, 
and the BLS must adapt them to BLS systems. BLS receives varying levels 
of information about the datasets—in general, the information provided 
is what the companies are willing to give. Discussions with corporate data 
respondents often involve fi nding a level of aggregation that the corporation 
is comfortable providing to address their confi dentiality concerns.

2. Secondary source data (third- party datasets) are compiled by a third 
party, contain prices for goods or services from multiple establishments, and 
need to be purchased by BLS or, in some limited cases, are provided free of 
charge from the data aggregator, who has made some eff ort to standardize 
the data elements and structure across business establishments.

3. Web/Mobile app scraping data are collected by BLS staff  using in- house 
software that extracts prices and product characteristics from websites and 
mobile apps. Some establishments provide Application Programming Inter-
faces, or APIs, to allow partners to access pricing information. Data collec-
tion through an API is often easier and more straightforward than maintain-
ing web scraping code over time.

BLS needs to evaluate each alternative data source, regardless of type, to 
ensure it meets the measurement objectives of the CPI as well as to deal with 
various operational considerations. In general, CPI’s process for deciding 
whether an alternative data source is fi t for CPI use currently involves the 
following steps for each item or establishment:

1.  Determine what item or establishment to pursue (criteria taken into 
consideration are refl ected in the appendix, in table 2A.1)

2.  Evaluate alternative data source options
3.  Evaluate selected data source, including defi nition, coverage, and other 

quality aspects
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4.  Evaluate data quality over a predefi ned amount of time, which will 
depend on the type of data

5.  Determine research approach and alternative methodologies to test, 
including:
a. match and replace individual prices in CPI with individual prices in 

the alternative source (see Wireless Telephone Services case)
b. match and replace individual prices in CPI with an average price for 

a unique item or over a defi ned set of items (see CorpY case)
c. replace price relatives in the CPI with estimates of  price change 

based on new methodologies (see the CorpX and New Vehicles 
cases)

d. use all establishments and items in alternative data and calculate an 
unweighted index (see the Crowdsourced Motor Fuels case)

6.  Evaluate replacement indexes based on statistical tests and cost benefi t 
analysis based on criteria for production use:
a. Is the data a good fi t for CPI?
b. Is it as good as or better than current pricing methodology?
c. Is it more cost eff ective or does the improvement in the index justify 

the additional cost?
d. In some cases, BLS will implement a short- term solution that meets 

the criteria for use in production while still researching longer- term 
improvements (see Corp X case for example).

7.  Determine the best way to incorporate the data into the CPI (e.g., 
transition plans, risk mitigation/contingency plans, systems consid-
erations)

While there are numerous potential benefi ts to introducing new alter-
native data sources in the CPI as noted earlier, the CPI program has also 
encountered challenges that have impeded BLS from quickly incorporating 
alternative data into its outputs. Prior to discussing specifi c experiences, the 
paper will summarize the challenges.

2.4  Methodological Challenges

Because the CPI is designed to use its own surveyed data, BLS has encoun-
tered some challenges related to alternative data congruence with CPI meth-
odology. The primary obstacle to dealing with transaction data in the CPI 
has been dealing with product lifecycle eff ects—that is, when products exhibit 
systematic price trends in their lifecycle. For certain goods such as apparel 
and new vehicles, a product is typically introduced at a high price on the 
market and gradually discounted over time. At the point where the good 
exits, the price has been discounted substantially and may be on clearance. In 
the CPI, a similar good is selected, and its price is compared with that of the 

 EBSCOhost - printed on 2/8/2023 7:48 PM via . All use subject to https://www.ebsco.com/terms-of-use



74    Crystal G. Konny, Brendan K. Williams & David M. Friedman

exiting good. The price relative constructed by comparing these two items 
typically implies a large increase in price from the exiting good to its replace-
ment. This large increase will off set the incremental price declines over the 
prior product’s lifecycle. While this method works in the CPI’s fi xed weight 
index, Williams and Sager (2019) found that a price comparison between 
exiting and new goods in a dynamically weighted index may undercorrect 
in situations where an exiting item is a low- inventory item on clearance, 
or overcorrect in other situations, and that multilateral price index meth-
ods designed to address chain drift, specifi cally the rolling year Gini Eltetö 
Köves Szulc (GEKS) index discussed in Ivancic, Diewert, and Fox (2011), 
did not remedy downward drift associated with product lifecycles. Greenlees 
and McClelland (2010) found that hedonic price indexes often exhibit the 
same drift as matched- model indexes. Conventional hedonic methods also 
do not address product lifecycle eff ects. Silver and Heravi (2005) found that 
coeffi  cient estimates from hedonic regressions may be aff ected by product 
cycles, which they attributed to pricing strategies, including the dumping of 
obsolete merchandise. More generally, the implications of product lifecycles 
have not received much attention in the price index literature, with some 
exceptions such as Melser and Syed (2016) and Ehrlich et al. (this volume).

A second obstacle relates to representativeness. Many alternative data 
sources are constructed as “convenience” samples, based on the ease of col-
lecting data on a certain segment of the market. When major companies, 
brands, or market segments are not represented in an alternative dataset, it 
can suff er from loss in representativeness, thus potentially introducing cover-
age error into the CPI that is based on representative samples. Comingling 
sampled and unsampled data can undermine the interpretation of the CPI’s 
existing variance measurement, which in addition to providing a measure 
of the uncertainty in the CPI because of sampling, is used to allocate the 
CPI’s sample across items and outlets to minimize variance as described in 
Sheidu (2013). An inaccurate estimate of variance could cause an ineffi  cient 
allocation of sample.

The remaining methodological challenge deals with the level of detail 
provided by an alternative source. Corporate data providers and vendors 
may be unwilling or unable to provide the level of  detail BLS economic 
assistants collect from observation, and resolution may require compro-
mise and the acceptance of aggregated data that are less than ideal for price 
index calculation. A corporation may defi ne a unique item diff erently than 
BLS, making it diffi  cult to price the same item over time. Limited informa-
tion on product features and unstructured item descriptions requires new 
approaches to matched model indexes and quality adjustment in the CPI.

Most alternative data sources also omit sales tax information and may not 
provide enough information to identify the tax jurisdiction that CPI needs 
to apply a tax rate. In general, BLS adapts methods on a case- by- case basis 
to address the specifi c issues of each alternative data source.
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2.5  Operational Challenges

While timeliness is often listed as one of the virtues of Big Data, it can 
be an issue for both corporate and secondary sources—BLS needs for a 
monthly index are not always a high priority or even possible for data ven-
dors and corporate headquarters. At times, BLS risks publication delays or 
must accept truncating observations from the end of the month. In other 
cases, the data are only available with a lag—this is particularly the case with 
medical claims data, as described in the Physicians and Hospitals Services 
case. To the extent that the CPI is making use of data from multiple sources 
that come in with varying lags, BLS may need to reconsider the CPI as a 
measure that is published and never revised, taking into consideration the 
impact that might have on use of the CPI for cost- of- living- adjustments and 
contract escalation.

BLS has control over all data processing of traditionally collected data 
and has many procedures and systems in place to control the overall quality 
of the micro data collected and used in CPI’s outputs. With alternative data, 
BLS has to rely on others who do not always have the same data quality 
needs. Data cleanliness can be a risk with vendor data, descriptive data are 
not always collected, and data comparability over time is not guaranteed. 
In addition, continuation of any vendor data source is not guaranteed and 
could disappear without any warning; thus, BLS spends some time looking 
at these risks and how best to mitigate them. BLS creates fallback plans but 
recognizes that their implementation—if needed—may not be fast enough 
or smooth enough to prevent temporary gaps in coverage in the CPI.

In order for an alternative data source to be incorporated into the aggre-
gate CPI measure, the data must be mapped into CPI’s item categorization 
and geographic structure. This is simple when a dataset’s coverage directly 
corresponds to a CPI item category. However, in many cases, transaction 
data cover a broad range of items and BLS must concord these items to the 
CPI structure based on the company’s categorizations and item descriptions. 
BLS developed a machine- learning system to assist in the CorpX categori-
zations, which has greatly improved its ability to handle large datasets with 
hundreds of thousands of items.

Once BLS acquires a data source, resolves any methodological issues, and 
decides to incorporate it into the CPI, it must still deal with integrating the 
data into current CPI information technology systems, which assume data 
are structured according to the traditional survey data collection process. 
There are essentially two ways of doing this without completely redoing all 
of CPI’s systems—replacing an individual price observation in the CPI or 
replacing a component index with an index derived from alternative data. In 
both cases, transition decisions must be specifi ed—how to inform CPI data 
users, timing, addressing aggregation with other CPI components, and so 
on. The New Vehicles case is instructive as an example of replacing a compo-
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nent index with an index derived from alternative data. Replacing individual 
price observations works well when mixing surveyed and alternative data in 
item categories. For example, BLS replaces one corporate respondent’s data 
with alternative data while using surveyed data to represent other respon-
dents, thus keeping outlet weights constant. However, the current system is 
not designed to generate new price observations, so the current strategy is to 
match a price or price change estimate to an existing price observation that 
has been selected for sampling. If  the alternative data include information 
that cannot be matched to the existing sample (for example, a combina-
tion of seller and city that has not been selected), it cannot be used under 
the match and replace method. Both the Residential Telecommunications 
Services and New Vehicles cases are good examples of the various kinds of 
adaptations made in this regard.

Ultimately, BLS must standardize collection and use of alternative data 
sources to the degree possible to avoid a proliferation of individual respon-
dent and secondary source systems that can only handle data from one 
source. Longer term, BLS is considering more extensive changes to CPI IT 
systems to utilize alternative data more fully.

2.6  Legal, Policy, and Budgetary Challenges

BLS needs to deal with legal, policy, and budgetary challenges. For sec-
ondary sources, this usually focuses on negotiation of contracts that are 
consistent with federal laws and meet the needs of both parties, as well as 
making sure that costs are reasonably controllable in the longer term (there 
are limits to the number of option years BLS can have on a contract). Never-
theless, there is the possibility that contract costs can increase exponentially 
when it comes time for renewal, and BLS needs to plan accordingly to the 
extent possible. Sole source contracts are problematic for BLS, and without 
data continuity, the risk is having to continually change production systems 
to accommodate new data and formats, which could be quite costly or lead 
to unpublishable indexes. In the case of secondary source datasets, a condi-
tion of the contract could be that the vendor be acknowledged publicly, such 
as J. D. Power in the New Vehicles case. In addition, for corporate data, there 
could be a need to enter into a formal user agreement.

The BLS’s primary obstacle to adopting web scraping has been legal. 
The Confi dential Information Protection and Statistical Effi  ciency Act 
(CIPSEA) is the primary US law ensuring the confi dentiality of  BLS micro-
data. To ensure all alternative data used in research or production is pro-
tected under CIPSEA, BLS must provide establishments, including those 
whose data are collected online whether manually or automatically through 
scraping, a pledge of confi dentiality promising to use the information for 
exclusively statistical purposes. Moreover, Terms of  Service agreements 

 EBSCOhost - printed on 2/8/2023 7:48 PM via . All use subject to https://www.ebsco.com/terms-of-use



Big Data in the US Consumer Price Index    77

(TOS) for websites and APIs often have aspects that are problematic for 
federal agencies. Website user terms and conditions often require users to 
agree to accept the law in the state in which the establishment resides, rather 
than federal law. Some TOS restrict storage of data, which is a requirement 
for CPI to ensure reproducibility. Many TOS have open- ended indemnity 
clauses to which federal agencies cannot legally commit. Corporate legal 
departments sometimes fi nd it simpler to refuse access than to negotiate 
exemptions or alternative terms of service.

The issues related to web scraping involving private entities need to be 
resolved before CPI can proceed beyond the initial research eff orts. After 
extensive consultations with various BLS stakeholders and the DOL Solici-
tor, BLS recently developed a policy for web and mobile app scraped data in 
which BLS provides a pledge of confi dentiality to potential website owners 
and obtains their consent to web scrape with the understanding that BLS 
will use best practices. TOS are negotiated to follow federal law. Similar 
to the New Vehicles case, there can be situations in which web scraping 
involves obtaining data from a third- party vendor, such as in the Crowd-
sourced Motor Fuels experience, where CPI identifi es the vendor.

Finally, CPI has an overall goal to make sure that the transition to alter-
native data sources does not increase its overall budget—that is, that this 
work remains at least budget neutral if  not actually resulting in overall cost 
savings. The Food at Home case is a good example of how this emphasis on 
overall cost eff ectiveness can play out.

2.7  Experiences with Corporate Data Collection

Three companies provide corporate datasets to BLS; two are described in 
this section. The other company has been providing airline fare data for less 
than a year, so those data are still in the evaluation stage. Both companies 
described below initially started providing corporate data in reaction to their 
reluctance to allow continued in- store collection.

2.7.1  CorpX

In May 2016, a department store (CorpX) began supplying BLS with a 
monthly dataset of the average price and sales revenue for each product sold 
for each CorpX outlet in the geographic areas covered in the CPI. (Prior to 
May 2016, BLS was obtaining data that were not approved for production 
use, and then CorpX restructured its database and decided to provide diff er-
ent data to BLS.) However, the data only include limited descriptions of the 
items being sold. There is no structured data on product features, and the 
variable description is short and sometimes not descriptive at all. This lack 
of descriptive data prevents constructing hedonic regressions or even mak-
ing informed decisions on the relative comparability of new to exiting items, 
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limiting CPI’s ability to apply usual replacement and quality adjustment 
methods. BLS assessed the data over a period of two years for replacement 
of more than 1,000 price quotations used in the CPI and approved its use in 
production beginning with the March 2019 index.

Figure 2.1 shows Tornqvist, matched- model indexes for a selection of 
eight item categories in one city. Matched- model indexes drop precipitously. 
Several item categories show more than a 90 percent decline in less than two 
years. Products are introduced at a high price and discounted over time. 
Most indexes display the largest price decline over a period of  less than 
two years. These fi ndings are similar to those of Greenlees and Mc Clelland 
(2010), who analyzed an earlier sample of  data from the same retailer. 
Greenlees and McClelland also found that matched- model price indexes 
implied implausibly large price declines that were not remedied when treated 
as chain drift. They found that hedonic indexes also showed large declines 
unless coeffi  cients were constrained to be a fi xed value over the timespan of 
the estimated index.

While research continues on the best way to deal with product lifecycle 
eff ects, BLS has developed a short- term methodology that mimics current 
CPI procedures in order to begin incorporating data from this retailer into 
the CPI. The methodology selects a probability proportional to size sample 
from sales transactions included in the dataset provided by CorpX and cal-
culates match- model price relatives for these selected items over the course 
of  a year. These matched- model indexes typically display the downward 
trend mentioned above. After twelve months, a new sample of  products 
from the same item category is selected and a price relative is constructed 

Fig. 2.1 Matched- model indexes for CorpX in Dallas 
Source: CorpX data.
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as the average price of all new products in the item category relative to the 
average price of products in the category 12 months ago. This ratio between 
the unit prices of the new and old samples is typically positive and off sets the 
within- year price declines because of product lifecycles. Since the item cat-
egories are broadly homogenous in terms of item characteristics and pricing 
strategy, BLS is assuming constant quality between the new sample items 
and the year- old sample. The sample selection process occurs twice a year 
corresponding to the seasonality of the items.

In order to incorporate data from CorpX into the CPI, BLS also devel-
oped a way of mapping item categorizations. The retailer provides short 
descriptions and categorization information for each item sold at its stores 
in the geographic areas covered in the CPI. Manually matching each of these 
items, on the order of hundreds of thousands, to a CPI item category was 
not feasible. Based on methods developed in Measure (2014) for auto- coding 
workplace injuries at BLS, CPI staff  used machine learning to classify items 
by the CPI structure based on their descriptions, hand- coded classifi cations 
for a segment of the items in the corporate data to create a training dataset 
and used the “bag- of- words” approach based on the frequency of  word 
occurrences in the item descriptions. A logistic regression was then used to 
estimate the probability of each item being classifi ed in each category based 
on the word frequency categorizations in the training data. After validating 
the results and reviewing low confi dence predictions, BLS uses this approach 
with each monthly dataset to categorize new items.

Figure 2.2 compares the current published apparel price index with the 
experimental index that incorporates CorpX transaction data using the 
methodology described above. The published index does not omit CorpX 

Fig. 2.2 Impact of incorporating CorpX Data 
Source: CorpX data, apparel CPI.

 EBSCOhost - printed on 2/8/2023 7:48 PM via . All use subject to https://www.ebsco.com/terms-of-use



80    Crystal G. Konny, Brendan K. Williams & David M. Friedman

entirely. Once EAs could no longer collect in stores, they collected prices 
for items on the store’s website. The experimental index replaces these web- 
collected prices with a price index that represents the corporately supplied 
data and price change from the method described above. The two series 
show similar seasonal patterns, and the inclusion of transaction data does 
not signifi cantly change the index’s trend.

2.7.2  CorpY

In February 2012, another company (referred to as CorpY) refused 
to participate in the initiation of new prescription drug rotation samples 
because of the burden placed on in- store pharmacies. Discussions ensued 
between regional offi  ce staff  and the company to obtain corporate data that 
are acceptable for CPI use and meet the confi dentiality concerns of CorpY. 
Since March 2015, CorpY has been providing the CPI with a bimonthly 
dataset of  average prices for a sample of their in- store prescription drug 
transactions.

With traditional collection methods, the CPI defi nes a unique item to 
track over time to include National Drug Code (NDC), prescription size, 
and insurance provider and plan or cash price. By holding these variables 
constant, the CPI can ensure that any price change is not due to changes in 
the drug’s quality. The FDA- assigned NDC specifi es a pharmaceutical mol-
ecule, manufacturer, and dosage. Since each NDC corresponds to a manu-
facturer, the CPI can also control for whether the pharmaceutical is a brand- 
name drug or a generic competitor. Economic Assistants (EAs) in the fi eld 
collect prices for these quotes by recording list prices at prescription drug 
retailers. While EAs attempt to capture a realistic ratio of insurance to cash 
prices, the CPI is biased toward cash list prices. Respondents often refuse to 
provide insurance prices or simply cannot because of their database systems.

When brand- name drugs lose their patent protection and generics enter 
the marketplace, generic sales are slow to start as the result of prescriptions 
lasting for multiple days, weeks, or months. After approximately six months, 
BLS believes the generic has suffi  ciently penetrated the market. At this point, 
EAs ask pharmacists the percentage of  generic versus brand- name drug 
sales and, based on those percentages, samples brand or generic to continue 
pricing. If  a generic is selected, the price change between brand- name and 
the generic is refl ected in the CPI.

Ideally, CorpY would have agreed to furnish a corporate dataset that 
provided a census of CorpY’s monthly prescription transactions, including 
a complete breakdown of brand and generic transactions. Due to the com-
pany’s concerns about confi dentiality and reporting burden, BLS instead 
receives the bimonthly dataset mentioned above and whose features are 
described in detail in table 2.1. CorpY defi nes unique items using the Generic 
Code Number (GCN) instead of  NDC. Each GCN defi nes a particular 
drug’s composition, form, and dosage strength. Unlike NDC, the GCN 
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does not specify a manufacturer, so whether the drug is brand or generic is 
unknown. CorpY averages prices across brand name and generic versions. 
As consumers substitute between brand and generic versions of a drug, the 
average price will change.

Table 2.1 compares the sampling and pricing methodology between 
CorpY and CPI traditional collection (called “In- Store”) and demonstrates 
the tradeoff s and negotiations that can take place with establishments when 
discussing the corporate dataset option, including providing insight into 
how CPI evaluates the fi t with its measurement objectives. BLS was satis-
fi ed that notwithstanding these considerations, the CorpY data are suitable 
for the CPI.

2.8  Experiences with Secondary Data Sources

Several vendors aggregate and sell data, both retail transaction data and 
off er prices. These datasets are typically used by marketers and are often con-
structed with a focus on category- level sales rather than providing product- 
level detail. Most datasets cover far more items than the CPI sample. The 
BLS has purchased several datasets and researched their use as replacements 
for production CPI components. Secondary data sources present similar 
issues to those found in corporate data. The data are often lacking in descrip-
tive detail compared to information recorded by data collectors in the C&S 
survey. Secondary sources often lack transparency in terms of degree of 
willingness to fully share their methodologies with BLS. In this section, we 
cover CPI’s experience with fi ve secondary data sources.

2.8.1  New Vehicles

In response to respondent burden, low response rates, dealer- estimated 
prices, and high collection costs, the BLS has pursued an alternative to its 
traditional data collection for new vehicles. BLS purchases transaction- 
level data from J. D. Power that cover about one third of  new vehicle sales 
in the United States. BLS analysis has shown that the market shares of 
vehicle makes in the CPI sample and J. D. Power’s data are similar to each 
other and to sales data reported in industry publications, which leads to 
the conclusion that there is little loss of  representativeness even though 
J. D. Power’s dataset is not created through sampling. Each record con-
tains information on the vehicle confi guration, transaction price, and any 
fi nancing set up by the dealer. The item identifi er available in the J. D. Power 
dataset does not provide the same level of  detail that BLS gets through 
conventional data collection—especially the specifi c options sold with a 
given transaction.

New vehicle sales display a product lifecycle where vehicles are introduced 
at a high price and then discounted through the model year until they are 
replaced by a successor vehicle. As a result of this pattern, matched- model 
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new vehicle price indexes show steady declines because they only refl ect 
within- year price declines and do not account for any cross- model year price 
change. This index behavior may suggest chain drift due to index nontransi-
tivity, but as was the case with CorpX indexes, price index declines appeared 
to be the result of showing price decreases over a product’s lifecycle. In the 
current BLS methodology, such declines are off set by showing a price com-
parison between the heavily discounted older model year and the new model 
year sold at or near full price. However, this method only off sets declines 
when using a fi xed- weight index, and one of  the advantages of  the J. D. 
Power dataset is the ability to use real- time expenditure weight.

Based on the methodology developed in Williams and Sager (2019), BLS 
began monthly releases of a research New Vehicle index on May 15, 2019, 
and continues to release monthly indexes approximately three days after 
the release of the CPI. To construct this index, individual transaction rec-
ords in the J. D. Power dataset are aggregated using a geometric mean into 
a unit price for a specifi c vehicle. Price comparisons are made between the 
old and new version one year apart with a year- over- year price relative to 
represent price change between similar points in a vehicle’s product cycle. 
Vehicle confi gurations without an observed prior version are omitted. The 
twelfth root of these relatives are taken to represent monthly price changes, 
which are aggregated using the Törnqvist index with expenditure shares of 
each vehicle in the dataset in this month and one year ago. Year- over- year 
price measurement smooths over high- frequency fl uctuations in the mar-
ket. In order to restore information on the short- run behavior of the new 
vehicle market, BLS uses a time series fi lter to separate a cyclical component 
from trend in a monthly frequency index, which is susceptible to product 
cycle bias. The natural logarithm of this cyclical component is added to the 
natural log of the year- over- year trend and then exponentiated to create an 
index (YOY+Cycle) that refl ects both the short-  and long- term behavior 
of  new vehicle prices. The YOY and YOY+Cycle indexes are compared 
to the CPI for New Vehicles in fi gure 2.3. The current BLS methodology for 
the CPI New Vehicles index reduces to a year- over- year price comparison 
since intermediate monthly price changes cancel in the fi xed- weight CPI. 
The YOY+Cycle methodology used in the research index generalizes this 
measure to accommodate nonfi xed weight indexes and, as a result, produces 
a similar measure of price change.

Following a period of comment and review, BLS may replace the new 
vehicles component index of  the CPI with indexes based on J. D. Power 
data. For more detailed information, see the methodology fact sheet for the 
R- CPI- U- NV index on the BLS/CPI website. The expense of J. D. Power 
data is slightly less than the current cost of collecting new vehicle prices in 
the fi eld, and the J. D. Power data have added benefi ts including a much 
larger sample size, transaction prices, and real- time expenditure informa-
tion.

 EBSCOhost - printed on 2/8/2023 7:48 PM via . All use subject to https://www.ebsco.com/terms-of-use



84    Crystal G. Konny, Brendan K. Williams & David M. Friedman

2.8.2  Physicians’ and Hospital Services

Currently, the medical care major group has the worst response rate of all 
major groups in the CPI, and of that major group, “Physicians’ Services” and 
“Hospital Services” have the highest relative importance. There are multiple 
reasons for this low response, and all are very diffi  cult to overcome, such as 
confi dentiality concerns magnifi ed by the Health Insurance Portability and 
Accountability Act (HIPAA), diffi  culty in determining insurance plan rates, 
separate physicians and billing offi  ces, and gatekeeper issues. BLS decided 
to explore the feasibility of  supplementing traditional data collection of 
cash and Medicare prices of these two items with insurance claims data, 
and purchased a dataset covering 2009 and 2010 medical claims data for 
one insurance carrier for a small sample of medical services in the Chicago 
metropolitan area. BLS received average prices across all transactions for 
the provider/medical service combination, and the number of transactions 
used in creating the average price. A key research objective was to analyze 
the eff ect of using lagged insurance claims data. Claims often take months to 
be fully adjudicated and data processing by the vendor may take additional 
time. Claims data are lagged, ranging from two to nine months, before they 
can be delivered to the CPI.

BLS calculated indexes several ways using this dataset; the one seem-
ing to most accurately refl ect CPI methodology used a two- step weighting 
process. Medical services are fi rst aggregated within outlets and weighted 
by their monthly quantity share to get an outlet relative. Each medical ser-
vice quantity share weight is updated every month. Outlet relatives are then 

Fig. 2.3 New vehicles price indexes: CPI vs. J. D. Power
Source: JD Power, New Vehicles CPI.
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aggregated using outlet expenditure shares from 2008. The outlet weights 
were fi xed for the two years of research data. Outliers were removed from 
the data.

Results of this preliminary research are promising but not defi nitive. First, 
BLS did not identify and request all price- determining characteristics. Each 
medical service in Hospital Services was identifi ed and sampled using its 
procedure code, the Current Procedural Terminology (CPT) for outpatient 
and diagnosis- related group (DRG) for inpatient. Upon examination of 
outliers, researchers realized that diagnosis codes—International Classifi ca-
tion of Diseases (ICD) codes5—are price- determining for inpatient services 
in addition to the DRG. Still, price indexes created using insurance claims 
data tracked closely to the CPI Hospital Services index. Initial results indi-
cate that supplementing claims data with the CPI data did not signifi cantly 
change the CPI Hospital Services index values in the Chicago area, where 
response rates are better than average. In areas where CPI is less productive, 
claims data may increase accuracy.

While claims data did not signifi cantly impact the Hospital Services index, 
they had a more noticeable eff ect on Physicians’ Services. In the Chicago 
area, Physicians’ Services price indexes combining lagged insurance claims 
data and CPI data for cash and Medicare prices markedly improves upon 
the CPI Physicians’ Services index by compensating for poor response rates 
in surveyed data and increasing representation of insured payers. Moreover, 
the cost of claims data is less than traditional data collection. Future plans 
include expanding the research to all CPI geographic areas, using a larger 
sample of medical services, and experimenting with time- series modeling.

2.8.3  Wireless Telephone Services

Currently, at the request of respondents, the majority of the CPI’s wire-
less telephone services sample is collected online using the carriers’ websites. 
Without the assistance of a knowledgeable respondent, the CPI sample was 
not accurately refl ecting consumer purchasing habits. The BLS prioritized 
the examination of alternative data for this item because of its high relative 
importance and online collection and has seen promising results. Begin-
ning in February 2018, BLS researched and leveraged a secondary source 
of household survey data on wireless carriers to create sampling percent-
ages for wireless telephone services to aid fi eld economists in selecting more 
representative unique items.

BLS also calculated research indexes with another secondary source that 
contains list prices for wireless telephone service plans collected from the 
websites of wireless carriers. Coverage of CPI providers was over 90 percent. 

5. The ICD is a system used by physicians and other healthcare providers to classify and code 
all diagnoses and symptoms. See https:// www .who .int /standards /classifi cations /classifi cation 
-  of -  diseases for more information.
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BLS used a “match and replace” methodology to calculate indexes, whereby 
the service plans in CPI collection are matched to the plan descriptions in 
the alternative data, the prices are replaced, and indexes are recalculated 
using current CPI methodology and the rest of the CPI sample not covered 
by the data.

As refl ected in fi gure 2.4, over the six- month period examined, the offi  cial 
index increased 0.69 percent while the research index rose 0.55 percent. This 
diff erence occurred in large part because CPI data collection is spread out 
over the month, whereas the data in the alternative dataset were collected at 
one point of time in the month. BLS preliminarily concludes that this data 
source can replicate data collected by BLS at reduced cost with at least the 
same level of accuracy. BLS is exploring one other data source, calculating 
indexes over a longer period of time, and will make a decision on produc-
tion use in the next year, while continuing to explore transaction price data 
sources.6

2.8.4  Residential Telecommunications Services

Similar to Wireless Telephone Services, at the request of  respondents, 
the majority of the CPI’s Residential Telecommunications Services sample 
is collected online using the carriers’ websites. Beginning in February 2019, 
based on purchased household survey data, BLS created sampling percent-
ages for landline phone service, cable and satellite television service, and 
internet service to aid fi eld economists in selecting more representative 
unique items.

6. On a related note, CPI started using a secondary source to assist with the process of qual-
ity adjustment for smartphones beginning with the release of January 2018 data and started 
directed substitution in April 2018 to bring the CPI sample more in line with what consumers 
are purchasing. See https:// www .bls .gov /cpi /notices /2017 /methodology -  changes .htm and 
https:// www .bls .gov /cpi /factsheets /telephone -  hardware .htm.

Fig. 2.4 Wireless telephone services indexes
Source: Wireless Telephone Services CPI, alternative data source.
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BLS purchased another dataset containing list prices for Residential Tele-
communications services compiled from several sales channels by a data 
aggregator. The data are not directly comparable to CPI prices; for example, 
add- on purchases like premium movie channel subscriptions or rental fees 
are not included, and items excluded from CPI prices such as rebates, acti-
vation, and installation are included. There is also no data on quantities or 
expenditures. To calculate research indexes, BLS used CPI outlet weights 
and distributed that weight across all items in the dataset equally, and then 
developed matched model indexes to replicate the CPI methodology. There 
were signifi cant index diff erences between the CPI and research indexes, 
which researchers determined were due to procedures for missing data and 
the lack of substitution methodology in the research index series. There was 
also diffi  culty in determining a unique item to price in the alternative data. 
Nevertheless, preliminary results demonstrate that it is possible to calculate 
the CPI for Residential Telecommunications services with alternative data. 
With access to a broader, richer dataset, BLS can get results with as good 
or better quality than traditional fi eld collection. Thus, further research is 
planned in addition to exploring transaction price data sources.

2.8.5  Food at Home

BLS purchased historical Nielsen Scantrack scanner data and used it to 
create indexes for comparison with the CPI Food at Home categories. The 
purchased dataset covers fi ve years of historical data ending in 2010 at the 
Universal Price Code (UPC)/geographic area and includes some product 
descriptors and an average price for each observation. The Nielsen data 
that BLS purchased do not cover the full scope of outlet types covered in 
the CPI for Food at Home categories, omitting convenience stores, bakeries, 
butchers, smaller grocery stores, warehouse stores, and gas stations.7 BLS 
mapped Nielsen’s UPC data into the item categorization used in the CPI. 
About 80 percent of the UPCs could be mapped directly into a CPI category 
based on their Nielsen categorization, but the other 20 percent had to be 
matched manually (though BLS now has experience using machine learning 
to aid in mapping new items).

Initial research focused on comparing selected CPI Food at Home cat-
egories with the Nielsen Scantrak data and using the results to improve tra-
ditional data collection processes and procedures—for example, improving 
the price- determining characteristics on data collection forms to better mea-
sure quality change. Later eff orts, including work documented in FitzGerald 
and Shoemaker (2013), turned toward exploring whether Nielsen Scantrack 
data could be used as replacement for certain Food at Home item categories 
in the CPI. The data covered around 2 million UPCs, orders of magnitude 

7. Nielsen off ers data for convenience stores, warehouse stores, and gas stations but BLS 
chose not to purchase those data in this initial research project.
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higher than the number of items tracked in the CPI. Some item categories 
produced price indexes similar to corresponding CPIs. Other categories with 
product cycles displayed extreme downward declines similar to other trans-
action data indexes. Researchers dealt with this downward bias by construct-
ing common goods indexes, where entering and exiting goods were excluded 
from the index. Ultimately, BLS found that it was less expensive to collect 
data in stores than to pay for Nielsen Scantrack real- time data and the geo-
graphic and outlet detail needed to support the monthly CPI. BLS plans to 
explore whether retailers would be willing to provide us corporate datasets, 
but unlike the examples discussed above, BLS has not yet experienced many 
response or collection issues in Food at Home outlets.

2.8.6  Housing

The CPI Housing Survey records rents from about 47,000 units selected to 
form a representative sample of the private rental market. Every six months 
a mix of  property managers, renters, and their representatives are asked 
about actual transaction rent and what utilities and services are included in 
the rent, along with characteristic data. BLS explored a secondary dataset 
of housing rents and estimated rents to evaluate the potential for replacing 
or supplementing CPI Housing Survey data. The secondary source dataset 
is not designed as a representative sample or census for a geographic area, 
and although it included rents and estimated rents for more than 50 million 
housing units, the match rate to CPI units was only about 30 percent. Rents 
in the secondary source appeared much more volatile than those in the CPI, 
in part because the CPI includes ongoing and renewed leases while the sec-
ondary source estimates the current market rate for new rentals. In the fi nal 
analysis, BLS decided that the diff erences between CPI Housing and the 
secondary source dataset were too signifi cant in terms of sample coverage 
and diff ering purposes to use this secondary source in the CPI at this time. 
BLS is exploring alternative data sources.8

2.9  Experiences with Web Scraping/APIs

Currently, even when collecting information from websites, CPI data col-
lectors manually enter data into the same data collection instrument used 
for in- store collection. The CPI is exploring using web scraping to automate 
data collection from these websites instead, given recent agreement on an 
acceptable approach within BLS after consultation with the DOL solici-

8. Although it does not involve an alternative data source, CPI management has discussed 
potential new modes for collecting housing data from its respondents, including what would 
be the fi rst use of  the BLS Internet Data Collection Facility (IDCF) to update data for a 
household survey. Thus, CPI is not just looking at new data sources, but at more cost- eff ective 
collection modes as well.
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tor. Web scraping consists of automatically accessing a web page, parsing 
its contents, and recording pricing and other relevant information. Others, 
including MIT’s Billion Prices Project (Cavallo and Rigobon 2016), have 
demonstrated the benefi ts of using web scraping to collect massive amounts 
of data for the purposes of price measurement. Certain online retailers pro-
vide public access to pricing data through APIs, which usually places less 
burden on server resources than web scraping and allows information to be 
collected in machine- readable format rather than parsing mark- up intended 
to create a human- readable webpage.

The BLS is also working on adapting its systems in order to benefi t from 
web scraping. The BLS’s current systems are highly integrated so that vari-
ance estimation, weighting, outlet sampling, and unique item selection 
are all intertwined. “Plug and play,” simply collecting a massive dataset of 
prices from the web and incorporating them into CPI calculations, is not as 
straightforward as it might appear. The index calculation system assumes 
that a fi xed number of observations are selected from each respondent. For 
example, if  three unique products are selected at an outlet, only prices from 
these three observations will be used in calculations from that outlet. (When 
an observation cannot be collected, imputation is used.) If  this respondent 
gave us a corporate dataset of thousands or millions of observations, our 
systems would not be able to accommodate additional observations beyond 
the three that had been selected for sampling. CPI will be adapting its sys-
tems in order to allow calculations when the number of prices by source 
varies.

We discuss two current research eff orts related to web scraping—one 
using data from a crowdsourcing website as a potential replacement for 
CPI’s collection of motor fuels price data and one related to making BLS 
collection of airline fares from the web more cost eff ective. CPI is also nego-
tiating terms of service with a person- to- person sharing app business that 
off ered BLS use of its API.

2.9.1  Crowdsourced Motor Fuels

Motor fuels are one of the easier items for EAs to collect, but the large 
number of motor fuel outlets in the CPI (1,332 as of December 2017) leads 
to a high aggregate cost in terms of travel and time. Motor fuels are also an 
easy to defi ne, undiff erentiated product. GasBuddy is a tech company that 
crowdsources fuel price collection from close to 100,000 gas stations in the 
US.9 CPI obtained permission from GasBuddy to web scrape data from its 
website and acknowledge them as a source.

Unlike most other items in the CPI where individual item categories are 
sampled, all fi ve motor fuel categories are automatically selected at any 

9. See https:// www .gasbuddy .com/ for more information.
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sampled motor fuel retailer in the current C&S survey. Of the fi ve categories 
of motor fuels in the CPI, GasBuddy’s information can replace the collected 
data for the three grades of gasoline and diesel, but they do not have cover-
age of alternative fuels. Currently, few gas stations actually off er alterna-
tive motor fuels (such as electrical charging, ethanol, E85, or biodiesel), so 
observations for motor fuel alternatives can be collected conventionally and 
comingled with the web- scraped data. CPI data collectors record certain 
features of gasoline that may aff ect pricing, including the payment type (e.g., 
any cash discount or cash pricing) and whether the gasoline is ethanol free, 
both characteristics not available from GasBuddy.

GasBuddy does not provide any means of weighting their price informa-
tion. In incorporating GasBuddy price information into a price index, CPI 
had the choice of matching prices to the weighting information in the TPOPS 
survey or simply calculating an index with equal weighting for the price rela-
tives within an area. BLS constructed indexes using the latter method and 
found that unweighted Jevon’s price indexes based on GasBuddy data are 
very similar to the CPI’s gasoline components, despite the fact that the CPI 
uses TPOPS to weight gas stations. Figure 2.5 shows results from one of the 
gasoline indexes. The CPI showed a 13.221 percent increase in the price of 
unleaded regular gasoline over the 11 months ending in October 2018, while 
the GasBuddy index showed an increase of 13.595 percent—a diff erence of 
0.374 percentage points. Preliminary results show that average prices and 
price indexes based on GasBuddy and CPI data behave very similarly, which 
suggests that any quality bias is not systematically large. BLS is calculating 
average prices and indexes over a longer period of time and will evaluate 
results and make a decision on production use in the next year.

Fig. 2.5 Price indexes for regular gasoline
Source: Gasoline, unleaded regular CPI, GasBuddy.
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2.9.2  Airline Fares

Current pricing procedures for airline fares involve EAs in the Wash-
ington offi  ce collecting prices from respondents’ websites. Web- based pric-
ing enables the CPI to track a defi ned trip month- to- month, one- way or 
roundtrip fare, originating and destination cities, departure and return dates, 
and fare class of the ticket. Each month the same advance reservation speci-
fi cation (designated by number of weeks) and day of the week specifi cation 
will be used to collect a price. For example, a quote with a “seven- week” 
advance reservation specifi cation and “Tuesday” as the day of  the week 
specifi cation will always be priced as if  the consumer booked airfare in the 
current month for departure seven weeks in advance on a Tuesday.

BLS is negotiating with respondents for corporately reported data, per-
mission to use their APIs, or permission to web scrape their sites, which 
is CPI’s order of  preference. BLS prefers corporate data for transaction 
prices and possibly weights, as well as many more price observations, but will 
accept the mode the company is willing to provide. BLS received permission 
to web scrape from one company and has also been receiving corporate data 
since October 2018 from another respondent.

In the short term, research is focusing on a match and replace method-
ology, meaning collection of prices for each of the quotes currently in the 
CPI sample based on the quote’s specifi cations. Long term, research will 
focus on increasing the sample size used for the calculation of price change 
for each respondent. BLS has not yet collected enough data to analyze the 
automatically collected data and associated research indexes. The plan is to 
introduce automatic collection or corporate collection for respondents over 
time as each one is approved for production use.

2.10  A Few Words about Future Plans and Conclusions

For over a century, the CPI has been constructed primarily using data col-
lected by BLS staff . Big Data can provide information on real- time weight-
ing, the missing fundamental piece from offi  cial price statistics for years. 
New alternative data sources have the potential to address many of the prob-
lems faced in recent years, including lower response rates and higher collec-
tion costs. After several years of work on various alternative data sources, 
BLS now has a goal to replace a signifi cant portion of CPI direct collection 
with alternative data sources by 2024. BLS will prioritize alternative data 
for item categories and outlets based on a number of factors including the 
relative importance of the item, the number of quotes replaced, the cost 
of collection, the cost of alternative data, the accuracy of the current item 
index, respondent relationship with BLS, ease of implementation, response 
rates, and the concentration of the sample for a given item. For example, 15 
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establishments each account for more than 1,000 price quotations apiece. 
BLS will prioritize gaining cooperation for corporate data collection from 
large establishments such as these, as well as respondents in specifi c highly 
concentrated markets, and will also explore alternative data for item cat-
egories that may benefi t in terms of accuracy and/or effi  ciency. In addition 
to agency- specifi c eff orts, the BLS is working with our partner statistical 
agencies to collaborate on acquiring new data sources and exploring new 
uses for existing administrative and survey datasets. BLS is also sponsoring 
a new National Academy of  Sciences Committee on National Statistics 
(CNSTAT) panel, comprised of academic and other experts, to investigate 
three key methodological issues, including how BLS should modify current 
CPI methodology to deal with the challenges presented by blending tradi-
tionally collected data with alternative data.10

As refl ected in table 2A.1 at the end of this paper, there are numerous 
items to pursue, balancing index accuracy and operating costs. The table is 
organized in parallel to the CPI- U news release tables, with item categories 
aggregated to the highest level at which alternative data can be pursued. The 
legend at the end of the table provides information on the contents of each 
column. This is the current plan and will change as progress is made and 
experience gained. As of now, table 2A.1 indicates that the CPI has either 
current or potential planned “experience” in item categories to some degree, 
representing about 30 percent of the relative importance in the CPI- U.

While alternative data usage may result in a variety of methodological 
improvements, research to date demonstrates fundamental issues that require 
resolution. Simple techniques such as matched- model price indexes do not 
necessarily produce tenable results, and current CPI methods may not trans-
late well to transaction data. BLS has developed ways of addressing product 
lifecycle with the research new vehicles indexes, and a short- term solution 
that allows us to replace manual collection of price data from the CorpX 
website with a corporate transaction dataset. BLS continues to review the 
academic literature for the latest transaction data price index methods, while 
developing new methods and procedures for taking advantage of alternative 
data and the challenges presented by this important opportunity. BLS will 
continue to introduce alternative data incrementally in the CPI, while being 
mindful of core CPI measurement objectives and meeting the needs of the 
program’s broad base of data users.

10. See https:// www .nationalacademies .org /our -  work /improving -  cost -  of -  living -  indexes 
-  and -  consumer -  infl ation -  statistics -  in -  the -  digital -  age for more information, including links 
to the materials from the two public meetings on October 7 and October 30, 2020, regarding 
uses of alternative data for consumer price indexes at BLS and elsewhere.
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3.1  Introduction

The US Census Bureau has long produced high- quality offi  cial statistics 
for the retail trade sector.1 These data are obtained through traditional sur-
vey data collection and are a critical input to the calculation of the Gross 
Domestic Product (GDP), of which retail trade made up nearly 25 percent 
of the 2019 estimate (Bureau of Economic Analysis 2020). The retail data 
are also critical to Census Bureau data users because they analyze the cur-
rent state of a retail sector facing store closures, industry disrupters, and 
e- commerce growth. To continue to meet this need for high- quality offi  cial 
statistics while also exploring opportunities for improvement, the Census 
Bureau’s retail trade survey program is exploring the use of alternative data 
sources to produce higher- frequency and more geographically detailed data 

1. The production of quality statistics is the principal goal of the US Census Bureau. The 
Commerce Department (2014) lists the criteria government statistics must meet: comprehen-
sive, consistent, confi dential, credible, and relevant. The Census Bureau strives to meet these 
criteria.
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products, to supplement traditional survey data collection, to ease respon-
dent burden, and to assist with declining response rates (US Census Bureau 
2018). Alternative data sources for retail may include point- of- sale data, 
credit card data, and payment processor data. In 2016, the Census Bureau 
conducted a pilot project to test if  retailer point- of- sale data from The NPD 
Group, Inc. (NPD) could be used in place of the data reported by retailers 
to the monthly and annual retail surveys (Hutchinson 2020). The positive 
results of that project led to the acquisition of more third- party data. Here 
I expand that initial work by examining the viability of using point- of- sale 
data as a replacement for retail survey data more broadly. During the pilot 
project and in preliminary analysis, I used data for fi ve retailers. During 
this expanded eff ort, I review a larger purchase of this third- party retailer 
data for quality issues and explore additional uses. I document the use of 
point- of- sale data for a small number of retailers in the production of the 
Monthly Retail Trade Survey (MRTS) estimates (US Census Bureau 2019).

The rest of the paper proceeds as follows. Section 3.2 provides background 
on the Census Bureau’s retail survey programs as well as modernization 
eff orts currently underway. Section 3.3 discusses point- of- sale data broadly 
and provides details on the point- of- sale data from NPD used in this proj-
ect. Section 3.4 discusses the results from a review of the point- of- sale data, 
including visual and regression analysis conducted at national and store 
levels. Section 3.5 provides an overview on the product category mapping 
exercise done between NPD and the Census Bureau’s Economic Census 
product categories. Section 3.6 provides a discussion of the challenges and 
costs of using these data in offi  cial government statistics. Section 3.7 lays 
out the next steps for this project.

3.2  Retail Data Collection and Modernization Efforts

Retail trade is currently measured by the Census Bureau through monthly 
and annual surveys, as well as through a quinquennial Economic Census, 
and covers retail companies as defi ned by the North American Industry 
Classifi cation System (NAICS). Retail businesses (NAICS Sector 44- 45) 
may be chain retailers with many store locations, retailers with only one store 
location, or retailers operating solely online as e- commerce businesses. The 
retail businesses represented may or may not have paid employees. Table 3.1 
provides a summary of the Census Bureau’s retail trade programs. In years 
ending in “2” and “7,” the Economic Census collects detailed sales and 
product- level information as well as employment, payroll, and business 
characteristics for each physical store location that a retailer operates. Data 
collected by the Economic Census is used to update the sampling frame for 
the annual and monthly retail trade surveys. Each year, the Annual Retail 
Trade Survey (ARTS) collects annual sales, e- commerce sales, inventories, 
and expenses data as well as some retailer characteristics at the retailer 
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level nationally by NAICS. The MRTS—a subsample of the ARTS—is a 
voluntary monthly survey done at the retailer level and collects sales and 
inventories. The timeliest measurement of the retail economy is the Advance 
Monthly Retail Trade Survey (MARTS), a subsample of the MRTS. This 
survey’s estimates are published approximately two weeks after month’s end 
and measure only sales.

In recent years, the Census Bureau has placed a growing emphasis on the 
use of nontraditional means to collect and obtain data (Jarmin 2019). These 
nontraditional means have the potential to help the Census Bureau con-
tinue producing high- quality data while also addressing data user demands 
for higher- frequency and more granular data. They can also address both 
declines in survey response and increases in the cost of traditional survey 
operations. Alternative data sources are one such nontraditional avenue of 
exploration. Data sources of interest to the retail programs include high- 
frequency and near real- time data that can be used to measure retail sales, 
including point- of- sale retailer data. Additionally, system- to- system data 
collection and web scraping are two alternative data collection methods that 
could be utilized to collect and obtain data (Dumbacher and Hanna 2017). 
These alternative data sources and collection methods could be used in con-
junction with existing survey and administrative data to create new data 
products while improving the effi  ciency and quality of the survey lifecycle.

The improvements and benefi ts that may be achieved through these 
alternative data sources and collection methods are coupled with concerns. 
These concerns include the transparency in the methodology as well as issues 
related to the quality, consistency, and confi dentiality of the data. The Cen-
sus Bureau strives to be transparent in its methodologies and it is unclear 
how adopting third- party data use will impact that transparency. A study 
done by the National Academy of Sciences recommends that federal sta-
tistical agencies explore the benefi ts of using third- party data sources but 
remain mindful of both the unknowns in determining the quality of these 
data sources and the challenges when combining data sources (Groves and 
Harris- Kojetin 2017).

3.3  Point- of- Sale Data

Point- of- sale data, also known as scanner data, are detailed sales data 
for consumer goods that are obtained by scanning the barcodes or other 
readable codes on the products at electronic points- of- sale both in physical 
store locations and online (Organisation for Economic Co- operation and 
Development 2005). Point- of- sale data off er important advantages relative 
to other types of third- party data. Point- of- sale data can provide informa-
tion about quantities, product types, prices, and the total value of goods sold 
for all cash and card transactions in a store. These data are available at the 
retailer, store, and product levels. By contrast, credit card data or payment 
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processor data are often only available at an aggregated level; due to confi -
dentiality agreements, information about the retailer composition of these 
data is rarely available. Additionally, cash sales are excluded from both credit 
card data and payment processor data but are included in point- of- sale data.

Much work has been done on the use of point- of- sale data in producing 
price indices. Feenstra and Shapiro (2003) highlight the benefi ts of point- 
of- sale data including the comprehensiveness of the data and capturing all 
products over a continuous period. Point- of- sale data also capture new prod-
uct off erings faster than traditional price collection methods. The United 
States Bureau of Labor Statistics has researched using point- of- sale data to 
supplement the Consumer Price Index (CPI) calculations (Horrigan 2013).

This paper explores the use of point- of- sale data with a focus on the sales 
value rather than the prices. The working hypothesis is that if  all items that a 
retailer sells are captured in a point- of- sale data feed, then the sum of those 
sales across products and store locations over a month or over a year should 
equal the total retail sales for a retailer for that same period. If  the hypothesis 
holds, the sales fi gure from the point- of- sale data should be comparable to 
what is provided by a retailer to Census Bureau retail surveys. When used 
for this purpose, a point- of- sale dataset needs to identify the data by retailer 
name, provide product- level sales for each retail store location, and have 
data available by month.

Retailer point- of- sale data feeds can be obtained either directly from a 
retailer or through a third- party vendor. While the raw data from either 
source should be identical, there are advantages and disadvantages to both 
(Boettcher 2014). A third- party vendor will clean and curate the data in a 
consistent format to meet its data users’ needs, but often at a high cost. These 
high costs pose a major challenge to the scalability of the eff ort as it can be 
diffi  cult to fi nd a third- party data source that both covers the scope of a sur-
vey program and can be obtained under budget constraints (Jarmin 2019). 
Though potentially cheaper in terms of data costs, obtaining point- of- sale 
data directly from a retailer can require extensive IT and staffi  ng resources 
to store, clean, and process. The Census Bureau is interested in obtaining 
data feeds directly from retailers in the future but point- of- sale data from 
a third party are the more reasonable option from a resource perspective at 
this time.

Point- of- sale data for this project were provided by NPD.2 NPD is a 
private market research company that captures point- of- sale data for retail-
ers around the world and creates market analysis reports at detailed product 
levels for its retail and manufacturing partners.3 NPD currently has data that 

2. The NPD Group, Inc. was selected as the vendor for this project through the offi  cial 
government acquisitions process.

3. By providing the data to NPD, retailers have access to NPD- prepared reports that help 
retailers measure and forecast brand and product performance as well as identify areas for 
improved sales opportunities.
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are potentially useful for this project for over 500 retailers. In comparison, 
the 2017 Economic Census identifi ed over 600,000 retail fi rms. Thus, the 
NPD dataset is not scalable to the entire retail sector.

NPD receives, processes, edits, and analyzes weekly or monthly data feeds 
containing aggregated transactions by product for each individual store loca-
tion of its retailers.4 These data feeds include a product identifi er, the number 
of units sold, product sales in dollars, and the week ending date.5 Sales tax 
and shipping fees are excluded. Any price reductions or redeemed coupon 
values are adjusted for prior to the retailer sending the feed to NPD, so the 
sales fi gures in the feed refl ect the fi nal amount that customers paid. Data 
from NPD are limited to stores located in the continental United States.

Because its market analysis reports are done at the product level, NPD’s 
processing is driven by its product categories. NPD processes data for many 
product categories including apparel, small appliances, automotive, beauty, 
fashion accessories, consumer electronics, footwear, offi  ce supplies, toys, and 
jewelry and watches. NPD only classifi es data for those products in the prod-
uct categories listed above and sales from any items that do not belong in 
these categories are allocated to an unclassifi ed category. For example, NPD 
currently does not provide market research on food items; all food sales data 
are tabulated as unclassifi ed.

As part of the acquisition process, the Census Bureau provided dataset 
requirements to NPD and NPD curated datasets from their data feeds based 
on these requirements. Retailer datasets received by the Census Bureau from 
NPD contain monthly data at the store and product levels with monthly 
sales available for each product, store location, and retailer combination. 
The datasets include values for the following variables: time period (month/
year), retailer name, store number, zip code of store location, channel type 
(brick- and- mortar or e- commerce), product classifi cation categories, and 
sales fi gures. One observation for each month and each store location is the 
total sales value of the unclassifi ed data.

The Census Bureau and NPD work together to onboard retailers to the 
project. From a list of retailers that provide data feeds to NPD, the Census 
Bureau selects retailers whose data would be most useful to this project. 
Retailers that consistently report to the MRTS, the ARTS, or the 2012 and/
or 2017 Economic Census are useful for baseline comparisons. Priority is 
also given to selecting MRTS nonrespondents because this voluntary sur-
vey is the timeliest measure of retail sales and response is critical to survey 
quality.6 High- burden retailers are also considered a priority.7

4. Some retailers do not provide individual store location feeds to NPD and just provide 
one national feed.

5. NPD does not receive information about individual transactions or purchasers.
6. Response rates to the Monthly Retail Trade Survey have fallen from 74.6 percent in 2013 

to 66.5 percent in 2017.
7. High- burden retailers are those retailers that receive a large number of survey forms from 

survey programs across the Census Bureau, including the Annual and Monthly Retail Trade 
Surveys.
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NPD needs to obtain signed agreements with retailers to share data with 
the Census Bureau. NPD utilizes its retailer client contacts to reach out to 
retailers. The Census Bureau provides a letter to the retailers detailing the 
goals of the project, including reducing respondent burden and improving 
data accuracy. The letter informs retailers that any data obtained from NPD 
is protected by United States Code Title 13, such that it is kept confi dential 
and used only for statistical purposes.8 Retailer participation in this eff ort 
is voluntary and some retailers do decline to participate. Declining retailers 
cited a variety of reasons including legal and privacy concerns; others stated 
that completing Census Bureau surveys is not burdensome.

Once a retailer agrees to share data, NPD delivers a historical data set of 
monthly data for the retailer back to 2012, or the earliest subsequent year 
available, within 30 days from when the retailer, the Census Bureau, and 
NPD all sign the agreement of participation.9 Subsequent monthly deliver-
ies of retailer data are made 10 to 20 days after month’s end. NPD datasets 
do not require much cleaning as the fi le formats, variables, and contents were 
specifi ed in detail in the terms of the contract. Upon delivery, the Census 
Bureau fi rst verifi es contractual requirements are met. This process verifi es 
that the product categories, store locations, retailer channels, and other cat-
egorical variables have remained consistent over time.10

3.4  Data Quality Review

The quality review process focuses on determining how well the NPD 
data align with data collected or imputed by the Census Bureau’s retail trade 
programs. National- level NPD sales for each retailer are compared against 
what the retailer reports to the MRTS and the ARTS. NPD store- level retail 
sales for each retailer are compared against the retailer’s reported store- level 
sales in the Economic Census. NPD product- level sales for each retailer 
are compared to the retailer’s reported product- level sales in the Economic 
Census. There are currently no offi  cial or standardized quality measures in 
place to deem a retail third- party data source’s quality acceptable, so devel-
oping a quality review process for third- party data sources is an important 

8. To uphold both the confi dentiality and privacy laws that guide Census Bureau activities, 
a small number of NPD staff  working on this project completed background investigations 
and were granted Special Sworn Status. These NPD staff  are sworn to uphold the data stew-
ardship practices and confi dentiality laws put in place by United States Codes 13 and 26 for 
their lifetimes.

9. NPD will sometimes acquire data from other data providers. When these acquisitions 
occur, there is no guarantee that the full time series for the retailer will be available to NPD 
to process and share. In these scenarios, NPD provides data beginning with the earliest year 
available after 2012.

10. In this early part of the review, the imputation rate of the NPD data is also checked. 
For the vast majority of months, the imputation rate is zero for retailers. However, NPD will 
impute a small amount of data if  the retailer could not provide all values in its data feed for 
a given month. The average imputation rate for the data provided by NPD across all retailers 
and all months is 0.15 percent.
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research goal. To date, the decision to use or not to use a retailer’s data has 
relied heavily on retail subject matter expertise.

The review of a retailer’s data begins with a simple visual review of the 
time series properties of the data, plotting the monthly NPD data against 
the MRTS data.11 Issues with both the NPD and the MRTS data have been 
identifi ed during this visual review. To date, the issues identifi ed were unique 
to the individual retailer and each issue required specifi c research. As this 
project grows, a process including automated algorithms must be developed 
so these types of issues can be identifi ed in a timely manner and then resolved 
effi  ciently by both NPD and Census Bureau staff .

With the project expansion, the need for more defi nitive quality metrics 
has grown more urgent. The long- term goal is to develop quality review 
profi les for each individual retailer that can dictate the decision to use the 
NPD data and allow a retailer to stop reporting sales to Census Bureau retail 
surveys. This profi le might include metrics that show variation in levels and 
month- to- month changes between the NPD point- of- sale data and Census 
Bureau survey data. Included in this profi le will be an algorithm that iden-
tifi es cases for analyst review based on the size of the anomalies detected.

In developing these metrics, a method to identify discrepancies between 
NPD and Census data is needed. Here we summarize diff erences through 
the use of regression models that show how much of the variation in the 
MRTS data is explained by the NPD data. The models are run for aggregated 
national and store levels, individual retailers, and groupings of retailers.

Sections 3.4.1 and 3.4.2 detail the results of this initial data quality review 
for data at the national level and at the store level. The review includes 
breakouts of the brick- and- mortar sales, e- commerce sales, and the sum of 
these two sales fi gures, also known as whole store sales. New retailers agree 
to share their NPD data with the Census Bureau on a regular basis. To cre-
ate a consistent base for the analysis, I report results for 10 retailers. These 
retailers represent a mix of diff erent types of retail businesses. Most have an 
e- commerce component to their MRTS data. Six of the retailers are consis-
tent reporters to the MRTS. The remaining four are sporadic reporters or 
nonreporters to the survey. Starting dates for NPD data vary between 2012 
and 2015. The analysis end point for each retailer’s time series is October 
2018.12

3.4.1  National- Level Data

Visual inspections of time series plots of the NPD and MRTS data are 
a good way to identify issues early and develop intuition about the type of 
issues that might arise. Figure 3.1 displays whole store sales aggregated for 

11. Comparisons are done to the MRTS due to the large number of data points available 
(currently 60–84 monthly data points per retailer versus 5–7 annual data points).

12. Because most retailers operate on a fi scal calendar that runs from February to January, 
any annualized NPD fi gures referenced below are for that fi scal year.
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all 10 retailers. Overall, the data align well between the NPD and MRTS 
data. The most notable deviation is in March 2014, where the NPD sales 
are higher than the MRTS sales; this data point has been investigated but a 
cause has not been identifi ed. Given the volume of data ingested, some data 
issues—particularly data points near the beginning of the time series—may 
be too far removed to be resolved. This is one challenge with committing 
to third- party data to replace a Census collection: determining its accuracy 
may not always be obvious from the exploration of time series properties.

Another important use of the NPD data is to validate Census Bureau 
tabulated data. Figure 3.2 displays the comparisons for two groups: consis-
tent reporters to the MRTS and the sporadic or nonreporters whose data 
are imputed by the Census Bureau. The consistent reporters are responsible 
for the tight alignment observed in fi gure 3.1. MRTS nonreporters drive 
the deviations between the NPD data and the imputed MRTS data over 
the time series.

Imputation methodology for the MRTS refl ects a retailer’s past infor-
mation as well as industry behavior from reporting companies each 
month. Thus, survey imputation will not be successful in capturing idio-
syncratic retailer activity outside of industry trends and seasonal patterns. 

Fig. 3.1 Indexed whole store sales comparisons between NPD data and MRTS 
data for 10 retailers 
Source: NPD and MRTS data.
Note: January 2012 = 1.000.
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Fig. 3.2 Indexed whole store sales comparisons between NPD data and MRTS 
data for six consistent reporters (top) and four nonreporters (bottom) to the MRTS 
for January 2012–October 2018
Source: NPD and MRTS data.
Note: January 2012 = 1.000. MRTS data for nonreporters are imputed values.
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Point- of- sale data will capture fi rm- specifi c movements so diff erences 
between the NPD data and imputed MRTS data are expected.

As part of this project, work has begun on establishing more sophisti-
cated quality metrics for the NPD data. The fi rst attempt at this utilizes an 
ordinary least squares regression with the natural log of the NPD monthly 
sales data as an independent variable and the natural log of the MRTS sales 
data as the dependent variable. A coeffi  cient of one suggests that a change 
in the NPD data results in an equal change in the MRTS data. The R2 value 
from this regression indicates how well the change in a retailer’s NPD data 
can explain the change in variation in the retailer’s MRTS data. A higher 
R2 value could be one statistical diagnostic to determine whether the NPD 
data are good enough to use in place of MRTS data.

Figure 3.2, however, indicates that because the NPD data for nonreporters 
may not align as well with the imputed MRTS data, the use of R2 to evalu-
ate the quality of the NPD data may be less useful for retailers who do not 
report to the MRTS. If  future data feeds include a large enough number of 
retailers such that there are other retailers with similar characteristics (e.g., 
kind of retail business, size) to the nonreporting retailers, more sophisti-
cated models that include local, industry, and time- specifi c shocks could 
be used to evaluate the use of NPD data for nonreporters. At this time, the 
Census Bureau is not receiving enough retailer data to fully explore this 
idea and determine what other diagnostic values should be established but 
some initial work has been done. Table 3.2 presents results from regressions 
performed using data from the 10 retailers. This specifi cation explains over 
99.3 percent of the variation in the MRTS data. The model for e- commerce 
sales for MRTS nonreporters has the lowest R2 of 24.0 percent. One possible 
explanation for this is the current imputation methodology for e- commerce 
sales. The e- commerce component of retailers with a separate online divi-
sion is captured in a NAICS code (NAICS 4541, Nonstore Retailers) that 
is diff erent from their brick- and- mortar sales NAICS code. The current 
imputation methodology estimates e- commerce sales for nonrespondents 
within this nonstore retailer grouping with no diff erentiation among the 
primary types of business conducted. That is, e- commerce sales for sporting 
goods stores, department stores, clothing stores, etc. within the nonstore 
retailer component are imputed using the same imputation ratio. Research 
is planned to determine if  this imputation should consider the primary kind 
of retail business.

3.4.2  Store- Level Data

The store- level data in the NPD dataset has the potential to reduce 
respondent burden in the Economic Census where the reporting unit is 
the establishment or store location. The inclusion of  a retailer- provided 
store number in the NPD datasets allows for a direct match to the Eco-
nomic Census database, which also includes the same retailer- provided store 
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number variable in each store location record. As a result, store- level sales 
data comparisons are possible.

Of the 10 retailers considered in this paper, seven reported store- level 
information to the 2012 Economic Census and had 2012 NPD data avail-
able.13 The store- location match rate between the two data sets was over 
98 percent. Potential causes for mismatches include store number diff erences 
and store openings and closures that are captured by one source but not the 
other. The ratio of the natural log of 2012 NPD sales to the natural log of 
2012 Economic Census sales for each matched store location were plotted.14 
In this plot, there is a large cluster of values around the 45- degree angle line, 
indicating that the 2012 NPD data for a store location is close to the sales 
data that the retailer reported to the 2012 Economic Census for that particu-
lar store location. There are also some outliers. Store- level data can be more 
burdensome for retailers to report and retailers may report estimates rather 
than actual fi gures. Store openings and closures may also aff ect the precision 
of the data. Thus, store- level data can be noisier than the national- level data 
where small diff erences across store sales may cancel out.

Store- level regression analysis is done for retailers using an ordinary least 
squares regression similar to the national- level regressions in section 3.4.1 
but with the natural log of the NPD annualized sales for each store as an 
independent variable and the natural log of 2012 Economic Census store 
sales as the dependent variable. At the individual store locations for retailers 
that reported to the 2012 Economic Census and had NPD data available for 
2012, this specifi cation explains over 98 percent of the variation in the store 
sales fi gures tabulated in the 2012 Economic Census (table 3.3).

13. A complete analysis of the data in the 2017 Economic Census is underway. For the pur-
poses of this paper, the focus is on the 2012 Economic Census store- level data.

14. This graphic could not be displayed due to disclosure concerns.

Table 3.3 Ordinary least squares regression results for regression of 2012 Economic 
Census store sales on NPD annualized 2012 store sales

 
Dependent variable: 
Natural log of 2012 economic sales by store location  

Natural log annualized 2012 0.871***
NPD sales by store location (0.007)
Constant 2.075

(0.126)

Observations 2,601
 R2  0.984  

Source: NPD and 2012 Economic Census data. Standard errors in parentheses.
Notes: Firm eff ects are included for each retailer but not displayed. *** p < 0.01, ** p < 0.05, 
* p < 0.1
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3.5  Product Data

The Economic Census collects detailed product- line sales information 
from all large retailers and a sample of  smaller retailers. Product- level 
reports are made available to the public approximately three years after the 
end of the Economic Census year. Alternative product- level data sources 
could help with not only reducing respondent burden but also creating more 
timely and higher- frequency product reports.

Point- of- sale data from NPD is collected at the stock- keeping unit level 
(SKU), which allows retailers to track product inventories. NPD assigns 
detailed product attributes to each of  these SKUs and assigns them to 
product categories including but not limited to apparel, small appliances, 
and toys. These categories are defi ned diff erently than the Census Bureau’s 
product- level categories. For this reason, the NPD product- line research 
focuses on whether a mapping between the NPD product lines and the Cen-
sus Bureau product lines is feasible. The 2017 Economic Census was the fi rst 
Economic Census to use the North American Product Classifi cation System 
(NAPCS), a demand- based, hierarchical product classifi cation system. With 
assistance from Census Bureau classifi cation staff  and NPD product- line 
experts, a NAPCS code has been assigned to each item in the NPD product 
catalog.

With this mapping successfully completed, sales in the NPD dataset 
can be tabulated by NAPCS code. Work is underway to compare the NPD 
product- level data and the 2017 Economic Census data by NAPCS code.

3.6  Challenges

While the fi ndings of this project have been promising, there are several 
challenges. There are substantial upfront costs associated with a third- party 
data source like NPD. These costs cover the overhead expenses of working 
with retailers to obtain consent to share NPD data with the Census Bureau 
and curating the retailer datasets. This process becomes more streamlined 
over time and costs may diminish. Any arrangement that would reduce 
Census Bureau costs while still benefi ting the Census Bureau, NPD, and 
the retailers would likely require a change in government policy regarding 
third- party vendors’ ability to collect fees from retailers and provide the data 
to offi  cial statistical agencies (Jarmin 2019).

Another challenge is that only sales data are currently available through 
the NPD data feeds. The retail surveys collect other items including inven-
tories and expenses. NPD is exploring the feasibility of collecting other data 
items through its data feeds. Other third- party data sources that capture 
business operations data may be able to provide additional data items.

There are several risks associated with the use of third- party data. Con-
cerns with transparency and coverage were highlighted earlier in the paper. 
Other risks include a vendor going out of  business or being acquired by 
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another entity, a decline in the vendor’s share of the market, or an increase 
in the price of the data. Additionally, a third- party vendor could create its 
own data product comparable to an existing Census Bureau data product, 
reverse engineer Census Bureau estimates for fi nancial benefi t, or recover 
confi dential information about other nonparticipating retailers. Mitigating 
these risks requires careful selection of a diversifi ed pool of data sources.

3.7  Next Steps

This project has demonstrated potential for the use of point- of- sale data 
not only to reduce respondent burden and supplement existing Census 
Bureau retail surveys but also to create new data products. Currently, a 
conservative approach is being taken to use the data in survey estimates 
based on a case- by- case review of the diff erences between the NPD and 
MRTS data by retail subject matter experts. Beginning with the October 
2018 MRTS estimates, NPD data for a small number of retailers who do 
not report to the survey were included in the estimates (US Census Bureau 
2019). NPD data for the consistent reporters is used to verify reported sur-
vey data and we are developing retailer quality review profi les to guide the 
decision to use the NPD data and allow a retailer to stop reporting sales on 
Census Bureau retail surveys. We continue to analyze the data at the store 
and product levels, comparing against the newly collected 2017 Economic 
Census data. The NPD data provide an opportunity not only to help with 
respondent burden and survey nonresponse but also to help produce more 
timely and more granular estimates. Of particular interest are the product- 
level data. The Census Bureau currently only publishes product- level data 
every fi ve years, making use of data collected in the Economic Census. The 
NPD data have monthly product- level information that could be utilized 
to create timelier product- level data products. Additionally, the monthly 
NPD datasets include store- level information that can identify store open-
ings and closures more quickly than current Census Bureau survey opera-
tions. Developing a pipeline to use these data to create a more up- to- date 
picture of retail economic turnover would be valuable both at the national 
level and at more granular geographies. Exploratory work on these concepts 
is currently underway.
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4.1  Introduction

Access to timely, high- quality data is crucial for the ability of policymakers 
to monitor macroeconomic developments and assess the health of the econ-
omy. Consumer spending—70 percent of overall GDP—is key in policy 
deliberations about the economy. Existing offi  cial statistics on consumer 
spending are extremely useful, but they have limitations. For instance, the 
offi  cial retail sales data from the Census Bureau’s surveys are only published 
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for the nation as a whole and only at a monthly frequency.1 The monthly 
fi gures are available two weeks after the end of  the month and are sub-
ject to substantial revisions. Until recently, for analysis of regional shocks, 
researchers and policymakers had to rely on other data sources, such as the 
quarterly regional accounts from the Bureau of Economic Analysis (BEA), 
or household expenditure surveys like the Consumer Expenditure Survey. 
These more detailed data sources have limited sample sizes at smaller geog-
raphies and are only available a year or two after the fact. Our new real- time 
geographic data on spending data allow for better monitoring of shocks at 
the regional level and have the potential to serve as an early warning system 
to policymakers. Indeed, research on the Great Recession, such as Mian, 
Sufi , and Rao (2013), has shown that consumption declines were larger and 
appeared sooner in areas with subsequent collapses in house prices. Our 
prior research shows other examples of how real- time geographic data are 
useful for studying economic events, such as Hurricane Matthew, sales tax 
holidays, and legislative hold on disbursement of Earned Income Tax Credit 
(EITC) in Aladangady et al. (2016, 2017, 2019, respectively).

The question motivating our research is whether alternative data sources 
can provide a timelier and more granular—but still reliable—picture of 
consumer spending. A promising new source of information on retail spend-
ing is the massive volume of data generated by consumers using credit and 
debit cards and other electronic payments.2 Industry analysts and market 
researchers have long tapped into such transaction data to observe retail 
shopping behavior and market trends. Recently, economic researchers have 
also begun to use these and other nontraditional data, such as scanner data 
or online fi nancial websites, in empirical studies of  consumption.3 These 
new data can off er timely and extremely detailed information on the buyers, 
sellers, and items purchased, yet they also pose myriad challenges, including 
protecting the privacy of individuals and businesses, ensuring the quality of 
the data, and adjusting for nonrepresentative samples.

In this project, we develop a comprehensive research dataset of spending 
activity using transaction data from First Data Merchant Services LLC 
(First Data, now Fiserv), a global payment technology company that pro-
cesses $2 trillion dollars in annual card transaction volumes. We fi lter, aggre-

1. In September 2020, the Census Bureau began publishing 12- month percent changes (not 
seasonally adjusted) in state- level retail sales estimates. They used existing Census surveys as 
well as private Big Data sources. See for more details: https:// www .census .gov /retail /state 
_retail _sales .html. The Bureau of Economic Analysis, the Bureau of Labor Statistics, and 
other statistical agencies have also begun using private data sources. Many of those eff orts are 
detailed in this volume. 

2. Moreover, cards—as we use in our new series—are now the prevailing method of payment 
for most retail purchases in the United States. Survey data from fi nancial institutions indicate 
that total card payments were $6.5 trillion in 2017 (Federal Reserve Board 2018).

3. Some recent examples are Mian, Rao, and Sufi  (2013) using credit card company data, 
Farrell and Grieg (2015) using accounts from a large bank, as well as Baker (2018) and Gelman 
et al. (2014) using data from apps used by households.

 EBSCOhost - printed on 2/8/2023 7:48 PM via . All use subject to https://www.ebsco.com/terms-of-use



Constructing Real-Time Measures of Consumer Spending    117

gate, and transform the card transactions into economic statistics. To protect 
the anonymity of all merchants and customers, we are restricted from access-
ing the transaction- level data. Instead, we worked with Palantir Technol-
ogies from 2016 to 2019—First Data’s technology business partner—to 
build the new, fully- anonymized series to our specifi cations.4 We currently 
have created estimates of daily retail spending from 2010 to the present for 
several industry categories, at the national, state, and metropolitan statisti-
cal area (MSA) level.

Our merchant- centric data on spending is, in some ways, conceptually 
similar to the Census Bureau’s Monthly Retail Trade Survey (MRTS). As 
with the Census survey, our transaction data are organized by the classifi -
cation of the merchant making the sale. We adopt the same industry cat-
egories as the MRTS, which allows us to compare the national estimates 
from our new dataset to the corresponding Census estimates. However, an 
important diff erence in our approach is how we construct our sample. The 
Census Bureau uses a statistical sampling and survey design of tax records 
to select its sample of about 13,000 employer fi rms that own or control one 
or more retail establishments. The survey is used to produce estimates that 
are representative of all retail activity in the United States.5 In contrast, First 
Data’s client merchants that we use are not necessarily representative of all 
retailers, and some First Data client merchants do not permit us access to 
their data. In this paper, we describe the multi-stage process we developed 
to obtain high- quality, representative estimates of spending that are used 
for economic analysis at the Federal Reserve.

Despite being constructed from very diff erent underlying raw data sources 
and methods, our new spending series and the Census retail sales data exhibit 
remarkably similar time- series patterns. The strong correlation of our new 
national series with the offi  cial statistics validates the soundness of our meth-
odology and the reliability of our estimates. It showed that our new series 
was of high enough quality to use in policy analysis.

In this paper, we present two examples of how our new series could have 
been used to inform policy. First, we show how our series provided valuable 
insights on economic activity during the 2019 government shutdown, when 
the publication of offi  cial statistics was delayed. During a time of heightened 
uncertainty and fi nancial market turbulence, it was crucial for policymakers 
to fi ll this information gap. Months before the Census data became avail-
able, we were able to see that spending slowed sharply early in the shutdown 

4. Specifi cally, Palantir suppresses any spending estimate based on fewer than 10 merchants 
or where a single merchant comprises over 20 percent of the total transaction volume. In addi-
tion, some merchants also have “opt out” agreements with First Data, and their transaction 
data are not used in any of the analyses.

5. For more details on the survey construction, see the Census Bureau’s “Monthly Retail Trade 
Survey Methodology,” https:// www .census .gov /retail /mrts /how _surveys _are _ collected 
.html. wNote also that a merchant in First Data is similar conceptually to an establishment 
in Census.
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but rebounded soon after, implying that the imprint of the shutdown on 
economic activity was largely transitory.

Second, we describe how we used the geographic detail in our daily data 
to track the eff ects of Hurricanes Irma and Harvey on spending. We showed 
that the hurricanes signifi cantly reduced—not just delayed—consumer 
spending in the aff ected states in the third quarter of 2017. Although the 
level of  spending quickly returned to normal after the storms, very little 
of the lost activity during the storm was made up in the subsequent weeks. 
Thus, on net over the span of several weeks, the hurricanes reduced spend-
ing. This episode was an example of  how it is possible to create reliable 
estimates of the eff ects of a natural disaster in real time.

The remainder of this paper is organized as follows. In section 4.2, we 
describe the transaction data from First Data. Section 4.3 details the meth-
odology we use to construct our spending series from the raw transaction 
data. In section 4.4, we compare our new series with offi  cial estimates from 
the Census Bureau as a data validation exercise. Finally, in section 4.5 we 
show how we used the transaction data to track consumer spending during 
the government shutdown in early 2019 and in the weeks surrounding Hur-
ricanes Harvey and Irma in 2017. Section 4.6 concludes.

4.2  Description of the Transaction Data

Our daily estimates are built up from millions of card swipes or electronic 
payments by customers at merchants that work with First Data. The total 
dollar amount of the purchase and when and where it occurred are record-
ed.6 Only card or electronic transactions at merchants that work with First 
Data (or one of their subsidiaries) are included in our data. Cash payments 
as well as card payments at First Data merchant clients that do not allow 
further use of their data are also omitted. Geography of spending is deter-
mined by the location of the merchant, which may diff er from the location 
of the purchaser.

First Data (now Fiserv) is a global payment technology company and one 
of the largest electronic payment processors in the United States. As of 2016, 
First Data processed approximately $2 trillion in card payments a year. First 
Data serves multiple roles in the electronic payments market. As a merchant 
acquirer, First Data sells card terminals to merchants and signs them onto 
First Data’s transaction processing network. As a payments processor, First 
Data provides the “plumbing” to help credit card terminals process payment 
authorization requests and settlements (irrespective of whether they are on 
First Data card terminals). Transactions at both types of merchant- clients 
are included in our data.

6. The name and zip code of the merchant are in the raw data. Bank Identifi cation Numbers 
(BINs) can be mapped to the card numbers and in some cases we have a fl ag as to whether the 
card was present for the transaction (in store) or not (online). While these data are initially 
recorded by First Data, they are only available to us in an aggregated and anonymized form.
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Figure 4.1 illustrates the role of payment processors in a credit card trans-
action. When a consumer makes a purchase at a First Data merchant, First 
Data serves as the intermediary between the merchant and the various credit 
card networks. When a consumer swipes a card at a merchant’s point- of- 
sale system, the processor sends the transaction information through the 
credit card network to the consumer’s bank, which then decides whether 
to authorize the transaction. That information is then relayed back to the 
point- of- sale system and the transaction is either approved or denied. When 
the transaction is settled, the fi nal transaction amount (for example, includ-
ing tip) is transferred from the customer’s account to the merchant’s account. 
There may be a lag of several days between authorization and settlement due 
to individual bank procedures. These two dates and the transaction amounts 
at authorization and settlement are in our data.7

7. For January 2012 to the present, First Data reports both authorization and settlement 
dates and amounts. The authorization date should be the same as the purchase date. Thus, the 
most accurate representation of a purchase is the authorization timestamp and the settlement 
amount. The settlement amount is more accurate than the authorization amount because it 
would include tips, which are typically not in the authorization amount. When available, we 
combine data from both authorizations and settlements to characterize each transaction. The 
date of the transaction is the timestamp of the authorization request (when the credit card 
was swiped) and value of the transaction is the settlement amount (so as to include tip, or any 
revision in the original authorization amount). When a valid authorization time stamp is not 
available, we use both the time stamp and value of the settlement. From January 2010 until 
January 2012, First Data only reports transaction settlement dates and amounts. Due to batch 
processing by consumers’ banks, the settlement date can be days after the actual purchase data. 
We used the older database to extend our time series back to 2010 by adjusting the timing of 
transactions with only settlement data according to the average diff erence in timing between 
settlement and authorization.

Fig. 4.1 The role of payment processors in credit card transactions
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First Data has details about every card transaction including the authori-
zation and settlement amount and date, merchant address, merchant name, 
and merchant category code (MCC).8 Even though First Data only covers 
a portion of purchases made with cards, the number of consumer spending 
transactions we observe with these data is quite large. According to the 2017 
Diary of Consumer Payment Choice, consumers use credit and debit cards 
for 30.3 percent of their payments, in dollar value, while they use cash for 
just 8.5 percent of dollars paid (Greene and Stavins 2018). For the catego-
ries that we focus on—retail goods and restaurant meals—the card share 
of transactions is even higher. For example, it is nearly twice as high among 
groceries. (Cohen and Rysman 2013).

In this paper, we focus on a subset of First Data transactions at retailers 
and restaurants, which we refer to as the “retail sales group.” The retail sales 
group is a key aggregate from the Census Bureau that the Federal Reserve and 
other macroeconomic forecasters track closely, because these data inform 
the estimates for about one third of personal consumption expenditures.9 
To create a comparable subset in our data, we map the available MCCs to 
3- digit North American Industry Classifi cation System (NAICS) categories 
in the Census data. We use a mapping tool developed by staff  at the Census 
Bureau and the Bureau of Economic Analysis, shown in appendix A.

Because First Data has business relationships with merchants, not con-
sumers, our data provide a merchant- centric view of spending. While tech-
nically a customer initiates a transaction and the data have an anonymized 
identifi er for each credit and debit card, we do not observe the purchases that 
individuals make at merchants who are not in the First Data network. More-
over, we have information on merchants, not customers. Our merchant- 
centric orientation is the same as Census Retail Sales, which surveys fi rms. 
In contrast, other data sources on spending like the Consumer Expenditure 
Survey are household- centric. Both have advantages and disadvantages.

8. First Data client merchants decide their own MCC identifi cation. MCC is an industry 
standard, but the accuracy of MCC assignments is not integral to the payment processing. 
Palantir staff  have found cases when the assigned MCC is inconsistent with the type of busi-
ness that the merchant does (based on the name of the merchant). A client merchant can also 
have multiple MCCs—for example, a grocery store with an affi  liated gas station could have one 
MCC for terminals in the grocery and one for terminals at the gas pumps.

9. The retail sales group is the subset of  retail and food service industries in the Census 
retail sales survey that are also used to estimate approximately one third of aggregate personal 
consumption expenditures in the National Income and Product Accounts. It includes the fol-
lowing NAICS categories: 4413—Auto Parts, Accessories, and Tire Stores, 442—Furniture 
and Home Furnishings Stores, 443—Electronics and Appliance Stores, 445—Food and Bever-
age Stores, 446—Health and Personal Care Stores, 448—Clothing and Clothing Accessories 
Stores, 451—Sporting Goods, Hobby, Book, and Music Stores, 452—General Merchandise 
Stores, 453—Miscellaneous Store Retailers, 454—Non- store Retailers, 722—Food Services 
and Drinking Places. It is worth noting that First Data also has ample coverage of several 
other NAICS categories not included in the retail sales group: 444—Building Material and 
Garden Equipment and Supplies Dealers, 447—Gasoline Stations, 721—Accommodation, 
713—Amusement, gambling, and recreation industries.
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4.3  Methodology

In this section, we describe the methodology we instructed Palantir to 
use to fi lter, aggregate, and transform the raw transaction data into daily 
spending indexes for diff erent industries and geographies. One of the major 
challenges with using nontraditional data like these for economic analysis 
is that we do not have a statistical sample frame. Our set of merchants is 
not representative of all US merchants, and it does not come with a well- 
established method to statistically reweight the sample, as in the Census 
survey. We had to develop new procedures that would yield usable statistics.

4.3.1  Filtering with 14- Month Constant- Merchant Samples

First Data’s unfi ltered universe of merchant clients and their associated 
payment transactions are not suitable, on their own, as economic statistics of 
retail spending. In the absence of a statistical sampling frame, the fi ltering 
of transactions is an important fi rst step in the analysis of these nontradi-
tional data. The fi ltering strategy is necessary to remove movements in the 
data resulting from changes in the First Data client portfolio, rather than 
those driven by changes in economic activity.

As shown in fi gure 4.2, there are vast divergences in year- over- year changes 
in the unfi ltered sum of retail sales group transactions and in the equivalent 
Census series. The huge swings in the First Data series in 2014 and 2015 
refl ect their business acquisitions of other payment processing platforms. 
The unfi ltered index of all merchants and all transactions includes the true 
birth and death of merchants; however, it also refl ects choices by individual 
merchants to start, end, or continue their contract with First Data as their 
payment processor.

Fig. 4.2 Unfi ltered sum of retail sales group transactions
Source: First Data and Census, authors’ calculations.
Note: Not seasonally adjusted.
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The fi rst challenge for our fi lter is the considerable entry and exit of mer-
chants in the transaction data. Some instances of this so- called merchant 
churn are to be expected and refl ect economic conditions. For example, the 
decision to open a new business or to close an existing one is a normal occur-
rence that should be refl ected in our statistics. In fact, the Census Bureau has 
adopted formal statistical procedures to capture these “economic births and 
deaths” in its monthly estimates of retail sales. Our unfi ltered data include 
merchant churn based on those economic decisions; however, the data also 
include a large amount of  merchant churn related to First-Data-specifi c 
business decisions, which should be excluded from our spending measures. 
Specifi cally, the decision of a merchant to contract with First Data as their 
payment processor should not be included in economic statistics. Given 
the rapid expansion of  First Data over the past decade, client merchant 
churn is a big problem in the unfi ltered data and must be eff ectively fi l-
tered from our spending series. To address this phenomenon, we developed 
a “constant- merchant” sample that restricts the sample to a subset of First 
Data merchants that exhibit a steady fl ow of transactions over a specifi c 
time period. Our method is aggressive in that it fi lters out economic births 
and deaths over that period, along with the First Data client churn. A future 
extension of  our work is to create a statistical adjustment for economic 
births and deaths, but even without it, our current fi lter delivers sensible 
economic dynamics. Given the rapid expansion in First Data’s business, and 
the economic growth in the retail sector overall, it would be far too restric-
tive to select merchants that transact in the full data set from 2010 onward. 
At the other extreme, using very short windows for the constant- merchant 
approach, such as comparing transactions one day to the next or even one 
month to the next, would also be problematic because of strong seasonal 
and day- of- week patterns in retail spending.

To balance these tradeoff s, we combine a set of 14- month windows of 
constant- merchant samples. Each sample is restricted to include only those 
merchants that were “well- attached” to First Data (criteria described below) 
over the 14 months ending in the reference month of a given spending esti-
mate. We need only 13 months to calculate a 12- month percent change but 
including an additional month at the start of the fi ltering window ensures 
that merchants who begin to register First Data transactions in the middle 
of a month do not enter the 12- month percent change calculations. We do 
not include a 15th month at the end of each window because it would delay 
our spending estimates for the most recent month and defeat a key purpose 
of making timely economic statistics available.

To give a concrete example—shown in the fi rst row of fi gure 4.3—the 
constant- merchant sample of January 2017 is the subset of well- attached cli-
ent merchants that transacted in each month from December 2015 to Janu-
ary 2017. The sample for December 2016—in the second row—is based on 
transactions from November 2015 to December 2016. The same merchant 
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may appear in multiple overlapping monthly samples, but it will depend on 
the merchant’s transaction behavior within each 14- month window.

An implication of  this method of  constructing 14- month constant- 
merchant samples is that, for any calendar month, we have multiple samples 
from which to estimate spending in a given reference month. For instance, 
the shaded area in fi gure 4.3 shows the 14 diff erent merchant samples that 
we use to estimate spending in December 2015. The reference months for the 
constant- merchant samples shown in fi gure 4.3 range from December 2015 
to January 2017. We discuss below how we combine the estimates across the 
separate merchant samples into a single time series. This overlapping sample 
methodology is applied independently to each 3- digit NAICS category and 
geography.

4.3.2  Additional Criteria for Selecting “Well- Attached” Merchants

We applied several other fi ltering criteria for selection into each 14- month 
constant- merchant sample:10

1. Misclassifi ed MCCs to NAICS mapping: Some merchants were deter-
mined by Palantir to be paired with inaccurate MCCs and were subsequently 
dropped from our analysis. For example, MCC code 5962 (Merchandising 
Machine Operators) was found to contain many merchants that should be 
classifi ed as Travel Vendors.

2. Batch processors: Merchants cannot have more than 40 percent of their 
transaction volume concentrated in one day in a month. This cutoff  is well 
above the typical transaction distribution for extreme days such as Black 
Fridays and the days before Christmas. The goal of this fi lter is to remove 
merchants who batch their transactions over several days for processing.

10. The underlying raw sample (before fi ltering) excludes merchants that have opted out 
of having their data shared. We also control for the introduction of new payment processing 
platforms by imposing a three- month lag before merchants on the new platform can appear in 
the sample because merchants often exhibit volatile behavior in the data when a new platform 
comes online. Three small platforms with several data quality issues are dropped from our 
sample.

Fig. 4.3 Illustration of overlapping of 14- month constant- merchant samples
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3. Minimum monthly spending/transaction days: Merchants must trans-
act more than four days and clear at least 20 dollars in every month of 
the sampling window. This fi lter removes merchants who eff ectively leave 
the First Data platform but still send in occasional transactions to avoid 
inactivity/early termination fees. It also removes any merchants that may 
be batching transactions at a lower frequency that were not captured above.

4. Growth outliers: The 12- month percent change in each merchant’s sales 
must be within the inner 99.99 percent of the distribution of growth rates 
of merchants at that NAICS 3- digit industry and geography combination.

Table 4.1 shows how our fi ltering techniques aff ect the number of First 
Data merchants and transactions in our series. Specifi cally, we report the 
fraction of spending removed from our sample in each fi ltering step for the 
14- month window for January 2017. The denominator throughout is the 
unfi ltered set of merchants in the retail sales group that do not have opt- out 
agreements with First Data. Our fi nal, fi ltered sample, shown in the last row 
of the table, accounts for a little over half  of the dollar transaction volume in 
the unfi ltered data, but it refl ects a set of merchants with a stable attachment 
to First Data, and for whom sales growth appears well- measured by the data.

4.3.3  Combining Constant- Merchant Samples

After applying the fi ltering methods described above, we combine our 
adjusted 14- month constant- merchant samples to produce a daily index of 
spending growth and then monthly estimates of growth for each NAICS 
3- digit industry and geography. The technical details here will be of interest 
to researchers who are applying our techniques to other data. For others, 
much of this section can be skipped. Since the transaction data at a specifi c 
merchant in our 14- month constant- merchant sample are daily, we can-
not simply back out an index by cumulating the average monthly growth 
rates from our 14- month samples. That approach would have been the most 
natural if  we were using monthly transaction data. Instead, for a given day 

Table 4.1 Filtering steps—14- month window ending January 2017

Filter criteria applied in the step  

Cumulative dollar 
volumes remaining 

(percent of raw sample)  

Cumulative merchants 
remaining 

(percent of raw sample)

Misclassifi ed MCCs to NAICS mapping 86.7 89.5
Batch processors 85.2 81.5
Minimum monthly spending/transaction days 85.2 80.2
14- month constant- merchant sample 52.7 29.1
Growth outliers  51.4  29.1

Note: Table shows fraction of merchants and associated transaction volumes that meet each successive 
fi ltering criterion in the 14- month window from December 2015 to January 2017.
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we take a weighted average of the level across the 14- month samples that 
include that day. The weights remove level diff erences across the samples due 
to client- merchant churn. The result is a single, continuous daily index for 
each NAICS 3- digit industry and geography.

More precisely, we scale each successive 14- month sample by a factor, ft, 
such that the average of spending over the fi rst thirteen months of the series 
is equal to the average spending of those same thirteen months in the preced-
ing, and already scaled, 14- month sample.11 These factors are multiplicative; 
ft = s=0

t 1 qt s where qt = ( k=1
13

i t k ait k
t ) / ( k=1

13
i t k ait k

t 1 ) and ait
t+ j denotes 

the estimate of daily sales on day i of month t from the 14- month sample 
series ending in month t + j. Then, we average together the 14 indexes that 
cover each day’s spending to get our daily spending series:12

xit =
1

14 j=0

13

ft+ jait
t+ j.

We obtain estimates of  monthly growth from our daily indexes. See also 
appendix C.

In our method, each month’s estimate relies on multiple constant- 
merchant samples, so the most recent month’s estimate will revise as addi-
tional samples are added over time. Figure 4.4 shows the magnitudes of the 
revisions between the fi rst growth estimate for a month (vintage 0) and its 
fi nal estimate (vintage 13) when all the merchant samples are available. The 
dots and bars refl ect the average revision at each vintage and its 90 percent 
confi dence intervals. The revision is the fi nal estimate of a month’s growth 
rate (at vintage 14) minus the growth estimate at a specifi c vintage (from 
1 to 13). The fi gure covers the period from April 2011 to December 2017. 
The range of revisions, particularly for the fi rst few vintages, is high, with a 
90 percent confi dence interval of around plus or minus 0.8 percentage point. 
The average revision is near zero, so early estimates are not biased. It is worth 
noting that the preliminary estimates of monthly retail sales growth from 
Census have roughly comparable standard errors to our estimates.13 As we 
make further refi nements to our data estimation methods, we anticipate that 
the revision standard errors will shrink (for further details, see appendix).

In the fi nal step, we create dollar- value estimates. Benchmarking is an 
important step when using a nonrepresentative sample and incomplete data. 
If  some industries are over-  or underrepresented among First Data mer-
chants relative to all US merchants, or if  use of noncard payments for spend-

11. Prior to this step, and as described in appendix B, we make a statistical adjustment to 
the fi rst and fi nal month of each 14- month sample. The adjustment attempts to correct bias 
due to our inability to perfectly fi lter new and dying merchants at the beginning and end of the 
sample. The notation for variable a in the equation above refl ects the series after the correction 
has been applied.

12. For days in the months at the start or end of the existing data span, we average together 
whatever indexes are available for that period, which will be less than 14.

13. The standard deviation of the revisions to the preliminary Census monthly growth rate 
is 0.4 percentage point, as compared to 0.5 percentage point in the First Data.

 EBSCOhost - printed on 2/8/2023 7:48 PM via . All use subject to https://www.ebsco.com/terms-of-use



126    Aladangady, Aron-Dine, Dunn, Feiveson, Lengermann & Sahm

ing diff ers across industries, a simple aggregation of our industry indexes 
would not accurately refl ect overall growth.

The Economic Census—conducted every fi ve years—is the only source 
of retail sales data with suffi  cient industry and geographic detail to serve as 
our benchmark. The most recent census available is from 2012. With each of 
our industry indexes for a specifi c geography, we set the average level in 2012 
equal to the level in the Economic Census for that industry and geography.14 
We then use our daily indexes from First Data transactions to extrapolate 
spending from the Census level in 2012. Our fi nal spending series in nomi-
nal dollars refl ects the Census levels, on average, in 2012 and the First Data 
growth rates at all other times. This approach provides spending indexes in 
which the nominal shares of each industry are comparable to those across all 
US merchants, not just First Data clients. Then, to construct total spending 
indexes for the Retail Sales Group, or any other grouping of retail indus-
tries, we simply sum over the benchmarked industry indexes that compose 
the desired aggregate. We use this benchmarking procedure to create levels 
indexes for national- , state- , and MSA- level spending.

Prior to benchmarking, the Economic Census also allows us to check 
how well the First Data indexes cover the universe of sales in the country. 
For each year, the “coverage ratio” of each index is computed by dividing 

14. For those geography- NAICS code pairs for which the 3- digit NAICS code is suppressed 
in the Economic Census, we impute them using the number of fi rms in that industry and region. 
When the First Data index is suppressed for 2012, we instead normalize the fi rst full year of 
the First Data index to the Economic Census level for that region- industry that is grown out 
using the national growth rates for the 3- digit NAICS.

Fig. 4.4 Revision properties of First Data retail sales group monthly growth rates
Source: First Data, authors’ calculations.
Note: Black dots show the mean revision to monthly seasonally adjusted growth rates, and 
bars show the 90% confi dence interval; that is, 1.65 times the standard deviation.
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the total First Data sales that are used in the creation of the index by the 
total estimated sales in the region.15 Figure 4.5 shows that the coverage ratio 
of the national retail sales group has increased from roughly 5.5 percent in 
2010 to 8.3 percent in 2018. However, the coverage is not uniform across the 
country. Figure 4.6 plots the coverage ratio of the retail sales group in each 
state in 2018. Some states, such as North Dakota and Iowa, both have low 
coverage at 3.7 percent, while others have higher coverage such as Nevada 
with 15.1 percent and Alaska (not shown) with 11.6 percent.

15. For years other than 2012, estimates from Economic Census for a specifi c industry and 
geography are grown out using national growth estimates for that industry from the Census 
Monthly Retail Trade Survey.

Fig. 4.5 First Data coverage of national retail sales group sales
Source: First Data and Census, authors’ calculations.

Fig. 4.6 First Data coverage of Economic Census retail sales group sales by 
state, 2018
Source: First Data and Census, authors’ calculations.
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4.3.4  Seasonal Adjustment

In order to use our monthly spending indexes for time- series analysis, we 
also need to fi lter the indexes to remove regular variation related to week-
days, holidays, and other calendar eff ects. After exploring several alternative 
strategies, we have taken a parsimonious approach: We seasonally adjust the 
data by summing the daily transactions by calendar month and running the 
monthly series through the X- 12 ARIMA program maintained by the Cen-
sus Bureau. An advantage of this method is that it is also used to seasonally 
adjust the Census retail sales data, which we use for comparison with our 
own monthly estimates. We do not seasonally adjust our daily estimates; 
instead, we include day of the week and holiday controls when using them 
in analysis.16

4.4  Comparing Our Spending Measures with Official Statistics

An important step in the development of our new spending indexes has 
been making comparisons to offi  cial Census estimates of retail sales. Because 
the Census survey is administered to fi rms with at least one retail establish-
ment, it is a useful benchmark against which to compare the indexes that 
we derive from aggregating the First Data merchant- level data. The Census 
surveys roughly 13,000 fi rms monthly, with the full sample being reselected 
every fi ve years.17 Firm births and deaths are incorporated quarterly.

Even if  we have isolated the true signal for economic activity from First 
Data transactions, we would not expect a perfect correlation with the Cen-
sus series. In reality, the First Transaction data off er an independent, albeit 
noisy, signal of economic activity. Moreover, the Census estimates are also 
subject to measurement error, such as sampling error. Figure 4.7 shows the 
12- month percent change in the national retail sales group from the First 
Data indexes and Census retail sales. Our spending indexes and the Census 

16. Seasonal adjustment of the daily data is more challenging, partly because the methods for 
estimating daily adjustment factors are not as well established. That said, working with daily 
data off ers some potential advantages in this regard. As pointed out by Leamer (2014), with 
daily data we can directly observe the distribution of spending across days of the week, and this 
allows for a relatively precise estimation of weekday adjustment factors. Indeed, we fi nd that 
retail transaction volumes vary markedly by the day of the week—the highest spending days 
appear to be Thursday, Friday, and Saturday, and the lowest spending day by far is Sunday. 
Interestingly, there also appears to be a slow shift in the composition of spending by day of 
week, toward Fridays and Saturdays and away from Mondays and Tuesdays. This pattern is 
likely capturing trends in the timing of shopping activity, though it may also be partly due to 
an unobserved change in the composition of merchants represented in our sample.

17. The Census Bureau’s initial estimate of retail sales for a month comes from the “Advance” 
Monthly Retail Trade Survey, which has a smaller sample of fi rms, roughly 5,000. The results 
from the Advance survey are released for a specifi c month about two weeks after the month end. 
The MRTS for that same month is released one month later. Because fi rms are often delayed 
in their responses, the MRTS can undergo major revisions as additional fi rms report sales in 
subsequent months or in the annual retail sales survey, released each March.
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estimates clearly share the same broad contours, as one would expect from 
two noisy estimates of the same underlying phenomenon.

Figure 4.8 shows three- month percent changes in seasonally adjusted ver-
sions of both Census and First Data series. While the co- movement between 
the series is certainly weaker than the 12- month NSA changes in fi gure 4.7, 
the broad contour of growth in the two series remains quite correlated even 
at a higher frequency. The standard deviation of the growth rates is also 
similar.

The results in this section have made us confi dent that we are, in fact, mea-
suring monthly growth in consumer spending well. Furthermore, the signal 
derived from the First Data series provides a read on spending that is timelier 

Fig. 4.7 National retail sales group (12- month percent change)
Source: First Data and Census, authors’ calculations.
Note: Not seasonally adjusted. 

Fig. 4.8 National retail sales group (3- month percent change)
Source: First Data and Census, authors’ calculations.
Note: Seasonally adjusted, annualized growth rate.
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than the offi  cial statistics. For any particular month, the initial reading on 
retail spending from First Data comes only three days after the completion 
of the month, while the Census’s initial read lags by two weeks. Moreover, 
while the First Data series provides an independent read on retail spending, 
it also enhances our ability to forecast the fi nal growth estimates published 
by Census, even when controlling for the preliminary estimates from Cen-
sus. A regression of the fi nal three- month Census retail sales group growth 
rate on the preliminary three- month Census growth rate has an adjusted 
R2 of  0.48, while the addition of the preliminary First Data series raises 
the adjusted R2 to 0.55. While the incremental improvement in forecasting 
revisions is small, the First Data estimates are particularly helpful as an 
independent signal when Census preliminary estimates show an unusually 
large change in sales. This timeliness and incremental signal content allow 
policymakers, such as the members of the Federal Open Market Commit-
tee deciding monetary policy—to base their decisions on a more accurate 
assessment of the current cyclical state of the economy.

4.5  Applications: Real- Time Tracking of Consumer Spending

The First Data indexes developed in this paper can improve the informa-
tion set of policymakers, including at the Federal Reserve. In this section, we 
discuss how our First Data indexes helped policymakers during the partial 
government shutdown in 2019 and in the wake of Hurricanes Harvey and 
Irma in 2017.

4.5.1  The Partial Government Shutdown in 2019

In December 2018 and January 2019, heightened turmoil in global fi nan-
cial markets raised concerns about the pace of economic activity; as a result, 
policymakers were acutely focused on the incoming economic data to inform 
their decisions. Unfortunately, a government shutdown delayed the publica-
tion of many offi  cial statistics, including December retail sales—ordinarily 
one of the timeliest indicators of consumer spending—leaving policymakers 
with less information to assess current economic conditions.

The First Data spending index remained available during the shutdown. 
In contrast to the worrying signs in fi nancial markets, the December read-
ing from First Data indicated only a modest decline in retail spending, as 
shown in fi gure 4.9.

When the shutdown ended and Census published its fi rst estimate of 
December retail sales (on February 14, a month later than usual), it showed 
an exceptionally large decline. At that point, however, the January First Data 
reading was also available, and it pointed to a solid rebound in spending. 
Indeed, the fi rst Census reading for January also popped back up when it 
was eventually published on March 11.
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4.5.2  Hurricanes Harvey and Irma in 2017

Another useful application of  our data is for assessing the impact of 
severe weather events, like hurricanes. The disruptions to spending during a 
storm are often severe but localized and short- lived, so that the lost spend-
ing is hard to quantify with monthly national statistics where the sampling 
frame may be inadequate to capture geographic shocks. Moreover, policy-
makers ultimately care about the extent to which swings in aggregate spend-
ing refl ect the eff ect of a large, short- run disruption like a hurricane versus 
a change in the underlying trend in spending.

The 2017 Atlantic hurricane season was unusually active, with 17 named 
storms over a three- month period. Two of these hurricanes—Harvey and 
Irma—were especially large and severe. On August 28, Hurricane Harvey 
made landfall in Texas. Historic rainfall and widespread fl ooding severely 
disrupted life in Houston, the fi fth largest metropolitan area in the United 
States. Less than two weeks later, Hurricane Irma made landfall in South 
Florida after causing mass destruction in Puerto Rico, and then proceeded 

Fig. 4.9 Retail sales data releases during 2019 government shutdown
Source: First Data and Census, authors’ calculations.
Note: Monthly growth rates of  latest vintage available. 
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to track up the western coast of the state, bringing heavy rain, storm surge, 
and fl ooding to a large swath of Florida and some areas of Georgia and 
South Carolina. By Monday, September 11, 2017, more than 7 million US 
residents of Puerto Rico, Florida, Georgia, and South Carolina were with-
out power.18 In fi gure 4.10, panel A depicts the path of the two hurricanes 
and panel B the Google search intensity during the two storms.

Using daily, state, and MSA- level indexes, we examined the pattern of 
activity in the days surrounding the landfalls of  Hurricanes Harvey and 
Irma. To quantify the size of the hurricane’s eff ect, we estimated the follow-
ing regression specifi cation for each aff ected state:

ln(Spendingt) =
i= 7

i=14

i Ht i +
w=Mon

w=Sun

w I(Dayt = w)

+
m=July

m=Nov

m I(Montht = m) + Tt + t .

The state- specifi c hurricane eff ects are captured by the coeffi  cients on the 
indicator variables, Ht–i, which equal one if  the hurricane occurred on day 
t – i, and zero otherwise. The regression also controls for variation in spend-
ing due to the day of week, the month of year, and a linear time trend (Tt). 
The coeffi  cient β0 is thus the estimated eff ect on (log) spending in that state 
on the day the hurricane struck.

Figure 4.11 illustrates the results of the regression for Hurricanes Harvey 
and Irma eff ects on national daily retail sales group spending. For this broad 
category of retail spending, there is little evidence of spending in advance 
of the storm. In the days following the landfall of Hurricane Harvey, daily 
retail sales group was about 3 percent lower than what normally would have 
occurred without a hurricane. In the case of Hurricane Irma, the disrup-
tion in spending was larger, reducing national retail sales group spending by 
more than 7 percent in the day after landfall. However, the level of spend-
ing rebounded quickly after both hurricanes and within a week of landfall 
was back to normal levels. On balance, these data suggest that little of the 
reduced spending associated with Hurricanes Harvey and Irma was off set 
by higher spending in the days before or just after the storms.

It is a useful exercise to translate the daily eff ects on national spending to 
quarterly GDP growth. To roughly gauge the direct reduction in GDP, we 
fi rst sum the percentage deviation from baseline in daily retail group spend-
ing from both hurricanes, shown in fi gure 4.11. We then divide this total by 
the 92 days in the quarter and scale the eff ects by the retail sales group’s share 
of GDP (about 0.25). By this measure, we fi nd that together both hurricanes 
reduced GDP growth by almost ½ percentage point (annual rate) in the third 
quarter of 2017. The gradual makeup, unlike the sharp drop on impact, is 

18. Because our data do not cover Puerto Rico, we could not conduct a comparable analysis 
of Hurricane Maria, which devastated Puerto Rico several weeks later.
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Fig. 4.10 Path and timing of Hurricanes Harvey and Irma
Panel A. Paths of Hurricanes Harvey and Irma
Source: National Oceanic and Atmospheric Administration. 
Panel B. Hurricane timelines and Google search intensity
Source: Google Trends search intensity for the terms “Hurricane Harvey” and “Hurricane 
Irma.”
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diffi  cult to distinguish from the usual variability in daily spending, so our 
direct estimate may overstate the negative eff ect of the hurricanes. In addi-
tion, this estimate is derived only from behavior in retail sales group spend-
ing and therefore excludes other consumption, like recreation services, or 
unplanned inventory accumulation or other production disruptions (see also 
Bayard, Decker, and Gilbert 2017). Our spending indexes, albeit incomplete, 
may still be able to capture the GDP eff ects better than offi  cial statistics on 
retail sales. The national sampling frame of such survey measures may not 
measure localized shocks well.

In addition to tracking the eff ects of hurricanes on national spending, 
our new dataset allows us to study local eff ects. As seen in fi gure 4.12, in 
both Texas (panel A) and Florida (panel B), the hurricanes brought spend-
ing in their direct path to a near halt. Daily geographic data can trace out 
the economic eff ects of the hurricanes, and specifi c circumstances such as 
evacuation orders, power outages, or fl ooding, with greater clarity than the 
national monthly statistics. With these data it would also be possible to 
explore possible shifts in spending to nearby areas and other spending cat-
egories, such as sales at gasoline stations or hotel accommodations, which 
are not included in the retail sales group.

To further unpack our results, we also estimated the same regression 
using more detailed categories of spending in Hurricane Irma in Florida 
(fi gure 4.13). Interestingly, responses around the day of  Hurricane Irma 
varied noticeably among these categories. Spending at building materials 
stores actually ramped up before the hurricane and rebounded afterwards, 
such that the net eff ect for this category is positive (12 percent for the month). 
Spending at grocery stores also ramped up before the hurricane but did not 
rebound afterwards, so that the net eff ect was negative (–3.5 percent for the 
month). By adjusting the timing of  purchases, consumers smoothed out 

Fig. 4.11 Eff ects of hurricanes on national retail sales group spending 
Source: First Data, authors’ calculations.
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the temporary disruption of the hurricane, with little eff ect on their overall 
grocery spending.

However, other retail categories look quite diff erent, showing no evidence 
of a ramp- up in spending prior to the storm or a quick make- up in spending 
afterwards. In these cases, the spending lost during the storm appears to be 
largely forgone, at least in the near term. For example, our estimates indicate 
net reductions in spending in October due to the hurricane at restaurants 
(–9.5 percent) and clothing stores (–21 percent).

One possible explanation for the lack of a quick reversal in spending is 
that some purchases are tied together with time use. For example, going 
out to eat requires time spent at a restaurant. If  the storm makes it more 

Fig. 4.12 Eff ects on local retail sales group spending
Source: First Data, authors’ calculations.
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diffi  cult to spend time on such activities, then individuals are likely to cut 
back on restaurant spending, and some may substitute to alternatives such 
as buying groceries to eat at home. In addition, purchases that are directly 
tied to an experience, such as an afternoon out with friends, may be forgone 
or postponed for some time. See also our related discussion of Hurricane 
Matthew in Aladangady et al. (2016).

Another potential explanation for the apparent lack of make- up spending 
is that some portion of spending is “impulse purchases” that arise from a 
mood or temptation in the moment.19 If  bad weather disrupts a shopping 
trip or dampens the mood of consumers, then these impulse purchases may 
never happen. Such psychological factors seem like a plausible explanation 
for the lack of make- up spending in several types of purchases, like clothing.

Of course, we cannot rule out that the make- up in spending was gradual 
enough that the estimated eff ects in the days following the storm cannot 
be statistically distinguished from zero.20 Furthermore, we cannot observe 
whether consumers make up spending in online sales rather than brick- and- 
mortar establishments. Even so, the transaction aggregates provide sugges-
tive evidence that temporary disruptions like hurricanes can have persistent 
eff ects on some types of spending.

19. As some examples of related research, Busse et al. (2015) fi nd that weather has a psy-
chological eff ect on car purchases and Spies, Hesse, and Loesch (1997) argue that mood can 
infl uence purchases.

20. We also tested specifi cations that allowed for hurricane eff ects more than seven days after 
the storm. The longer window did not materially change the results, and estimated coeffi  cients 
for 7 to 21 days after the storm were not statistically diff erent from zero.

Fig. 4.13 Eff ect of Hurricane Irma on selected components of spending in Florida
Source: First Data, authors’ calculations.
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4.6  Conclusion

In this paper, we present our methodology for transforming transaction 
data from a large payment processing company into new statistics of con-
sumer spending. Raw payment transaction volumes are clearly not suit-
able and transforming payments data into sensible measures required us to 
address a host of thorny measurement issues. The steps we took to address 
these challenges can be improved upon; nevertheless, the spending series we 
developed have already proven to be a timely and independent signal about 
the cyclical position of the economy.

Our spending estimates at the daily frequency and at detailed geographies 
can be used to examine several economic questions. In this paper, we consid-
ered the high- frequency spending responses to Hurricanes Harvey and Irma. 
In other work, we used our series to study sales- tax holidays and delays in 
EITC refund payments.21 

Looking ahead, we plan to refi ne our methodology. We would like to 
produce estimates for more detailed geographies, such as counties. With a 
longer time series, we will also be able to improve the seasonal adjustment 
of  our spending series. Another signifi cant improvement to our current 
methodology would be to account for establishment births and deaths (see 
appendix D).

To conclude with a broader perspective, we believe that nontraditional 
data can be used successfully to produce new economic statistics. In fact, 
several statistical agencies, including Census Bureau, the Bureau of Eco-
nomic Analysis, and the Bureau of Labor Statistics are now using private 
Big Data to improve existing data series and expand their data off ering. The 
collaborative eff orts in our project—and by many other agencies detailed in 
this volume—with researchers focusing on the economic statistics, software 
engineers handling the computations with the raw data, and a private fi rm 
allowing controlled access to its data could be a useful model for other Big 
Data projects going forward.

Finally, we would note that the project discussed in this paper represents 
our third attempt over several years to obtain promising new data sources 
and use them to create spending statistics. Through earlier false starts, we 
learned valuable lessons about the many challenges that must be overcome 
to convert proprietary Big Data into functional economic statistics. This 
paper details the ingredients for our eventual success, including a private 
company supportive of our statistical eff orts, skilled staff  from a technology 
company to process the raw data, and rich data structured in a way that we 
could map to Census retail sales.

21. See Aladangady et al. (2016) and Aladangady et al. (2018).
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Appendix B

Adjustments to the First and Last Month of 
the Constant-Merchant Sample

Before we combine information from the overlapping 14- month merchant 
samples, we need to correct for a bias at the beginning and end of the samples. 
For each month in the dataset (excepting the fi rst 13 months and the most 
recent 13 months), there are exactly fourteen 14- month samples that have 
a sales estimate for that month, and thirteen 14- month samples that have a 
monthly sales growth estimate for that month (which requires that months 
t and t – 1 be in the sample). Although the monthly level of sales in each 
sample is highly dependent on the merchant births, deaths, and business 
acquisitions between overlapping 14- month merchant samples, we fi nd that 
the estimates of monthly growth in diff erent samples are, on average, simi-
lar, with two notable exceptions: The fi rst monthly growth estimate from a 
14- month merchant sample is biased upwards, and the last monthly growth 
estimate is biased downwards. To make things more explicit, call gt

t+ j the 
estimate of monthly growth in time t that comes from the 14- month sample 
ending in month t + j. For each month t, we construct the average growth 
rate, gt using all 14- month samples that include an estimate of the growth 
rate in t:

gt =
1

13 j=0

12

gt
t+ j.

Next, we calculate the deviation of the growth estimate t from a merchant 
sample t + j relative to the average across all samples:

deviation from mean ( j,t) = gt
t+ j gt.

In fi gure 4B.1, we plot the distribution of deviations in all calendar months 
in the dataset, based on where the growth estimate falls in the merchant 
sample window (the index j).22 The upward bias at the beginning of the 14- 
month sample—that is, the growth rate at time t for the sample that runs 
from t – 1 through t + 12—comes from a “birthing” bias due to fi rms that 
were just born and who are therefore ramping up sales. Equivalently, the 
downward bias at the end of a sample—the growth rate that runs from t – 13 
through t—is from the fact that fi rms that are about to die (say in time t + 1, 
just after the sample ends) tend to have falling sales.

To address this issue, we apply a simple correction model to fi x the fi rst 
and last month’s estimate based on the mean growth rates from other sample 
estimation windows. Assuming that the size of  the bias varies by month 

22. Figure 4B.1 shows the results for the national retail sales group, although the picture is 
similar for other NAICS codes and geographies.

 EBSCOhost - printed on 2/8/2023 7:48 PM via . All use subject to https://www.ebsco.com/terms-of-use



Constructing Real-Time Measures of Consumer Spending    141

of the year (m), we estimate a separate correction factor m
j  for each month 

of the year, for both the 14- month sample ending in t + 12 ( j = 12)¸ and the 
sample ending in t( j = 0), as:

gt,m = m
j gt,m

t+ j + t.

The m
j  applies a correction that results in adjusting up the growth estimates 

from the end of a 14- month sample and adjusting down the growth esti-
mates from the beginning of a 14- month sample. We run these regressions 
separately for every NAICS code and geography.

To apply this fi x to the daily values within the fi rst and last month, we 
assume that the magnitude of the last- month bias increases and the fi rst- 
month bias decreases over the course of the month. If  ∆ is defi ned as the 
dollar value of the adjustment for a particular month’s estimate, the daily 
dollar adjustment amount for day d in a month of length D is:

2 d
D2 + D

.

This correction is particularly important to achieve unbiased readings of 
spending for the most recent months of  the data output. The index that 
covers recent months will necessarily only depend on the 14- month samples 
that end with those months (since the subsequent 14- months samples do not 
yet exist), their growth rates would be severely biased downward without 
this correction.

Fig. 4B.1 Deviation from mean growth in each month of the 14- month sample
Source: First Data.
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Appendix C

Decomposing Monthly Growth Rates of the Series into a 
Weighted Average of the Monthly Growth Rates from the 
Contributing 14- Month Samples

Given the daily series, xit, the monthly growth rates for the months in the 
middle of our sample can be derived as shown in the equation below:

1 + gt = i txit

i t 1xit 1

= j=0
13 ft+ j i tait

t+ j

j=0
13 ft 1+ j i t 1ait 1

t 1+ j .

Defi ne at
j to be the total sales in a 14- month sample j in month t, such 

that at
j = i t ait

j . Furthermore, as in appendix B, defi ne gt
t+k to be the aver-

age monthly growth in time t within the 14- month series ending in t + k 
for k ≥ 0, such that gt

t+k = [( ft+k at
t+k) /( ft+k at 1

t+k)] 1. For k = –1, we defi ne 
gt

t 1 = [( ft+13at
t+13) /( ft 1at 1

t 1)] 1, which is the monthly growth rate achieved 
from using the normalized monthly value for month t from the 14- month 
sample ending in time t + 13 and the normalized monthly value for month 
t – 1 from the 14- month sample ending in time t – 1. We can then rear-
range the above equation to show the monthly growth rate of our series is a 
weighted average of these monthly growth rates:23

gt =
k=0

13

gt
t+k 1 ft+k at 1

t+k 1

j=0
13 ft+ j 1at 1

t+ j 1 .

The equation above is instructive as it shows us that the monthly growth 
rates derived from our daily index can be naturally interpreted as a weighted 
average of monthly growth rates for each constant- merchant sample that 
contains those months (in addition to one fi nal “faux” monthly growth rate 
using the fi rst and last 14- month samples that contain those months).

Appendix D

Mathematical Derivation of Birth and Death Bias

The main disadvantage of the constant- merchant methodology described 
above is that we cannot capture true economic births and deaths. To show 

23. For the 13 months at the beginning of our index and the 13 months at the end of our 
index, this equation will be slightly modifi ed to account for the fact that there are fewer than 14 
14- month samples that cover those months. The modifi ed growth equations for these months 
can still be written as a weighted average of the growth estimates from the available 14- month 
estimates.
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the bias that may result, we introduce some notation. In a given month t let 
xt be the total consumer spending in that month so that the true monthly 
growth rate of consumer spending is simply:

gt =
xt

xt 1

1.

Some set of fi rms transact in both period t and t – 1 and we can call the 
spending at these fi rms in time t, st  (where the minus denotes that these 
are the fi rms that existed in both that period and the previous one, so t and 
t – 1) and, in time t – 1, st 1

+  (where the plus denotes the fi rms that existed in 
both that period and the following one, so t – 1 and t). The growth rate of 
spending for merchants who transact in both periods, what we will refer to 
as “constant- merchant” growth, is simply:

ĝt =
st

st 1
+

1.

However, we know that in every period new establishments are born, and 
we assume that they make up some fraction bt of  the sales in the previous 
period so that their total sales in the current period t are b2xt–1. Similarly, 
some fraction, dt, of  total sales are by fi rms that die at the end of the period 
such that total sales in period t – 1 can be expressed as:

xt 1 =
st 1
+

(1 dt 1)
.

And sales in period t can be written as:

xt = st + bt
st 1
+

(1 dt 1)
.

Assuming that births and deaths are a small fraction of the total spending 
in our sample we derive an approximate expression for total growth:

gt = st + bt
st 1
+

(1 dt 1)
st 1
+

(1 dt 1)
1.

In simplifying this equation, we see that growth is approximately equal to 
“constant- merchant” growth plus the rate of births minus the rate of deaths.

gt =
st

st 1
+

(1 dt 1) + bt 1

gt ĝt + bt dt 1.

The constant- merchant methodology described in the previous sections 
yields an estimate of ĝt, using the constant- merchants within the First Data 
platform. Thus, if  we assume that the First Data merchant sample is close 
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to representative, we see that “true” growth is approximately equal to the 
growth rate derived from the First Data, ĝt

FD, plus the true birth rate minus 
the true death rate.

gt ĝt
FD + bt dt 1.

Thus, the cost of the constant- merchant methodology is that we are nec-
essarily missing true births and deaths, but as long as they are small and/
or roughly off setting, the constant- merchant growth rate would do well at 
approximating total growth. One particular concern is that shifts in b – d 
may occur at turning points.

References

Aladangady, Aditya, Shifrah Aron- Dine, David Cashin, Wendy Dunn, Laura Feive-
son, Paul Lengermann, Katherine Richard, and Claudia Sahm. 2018. “High- 
Frequency Spending Responses to the Earned Income Tax Credit.” FEDS Notes, 
June 21. Washington, DC: Board of Governors of the Federal Reserve System. 
https:// doi .org /10 .17016 /2380 -  7172 .2199.

Aladangady, Aditya, Shifrah Aron- Dine, Wendy Dunn, Laura Feiveson, Paul Leng-
ermann, and Claudia Sahm. 2016. “The Eff ect of Hurricane Matthew on Con-
sumer Spending.” FEDS Notes, December 2. Washington, DC: Board of Gover-
nors of the Federal Reserve System. https:// doi .org /10 .17016 /2380 -  7172 .1888.

———. 2017. “The Eff ect of Sales- Tax Holidays on Consumer Spending.” FEDS 
Notes, March 24. Washington, DC: Board of Governors of the Federal Reserve 
System. https:// doi .org /10 .170162380 -  7172 .1941.

Baker, Scott. 2018. “Debt and the Response to Household Income Shocks: Valida-
tion and Application of Linked Financial Account Data.” Journal of Political 
Economy 126 (4): 1504–57.

Bayard, Kimberly, Ryan Decker, and Charles Gilbert. 2017. “Natural Disasters and 
the Measurement of  Industrial Production: Hurricane Harvey, a Case Study.” 
FEDS Notes, October 11. Washington, DC: Board of Governors of the Federal 
Reserve System. https:// doi .org /10 .17016 /2380 -  7172 .2086.

Busse, Meghan R., Devin G. Pope, Jaren C. Pope, and Jorge Silva- Risso. 2015. “The 
Psychological Eff ect of Weather on Car Purchases.” Quarterly Journal of Econom-
ics 130 (1): 371–414.

Cohen, Michael, and Marc Rysman. 2013. “Payment Choice with Consumer Panel 
Data.” Research Department Working Paper Series No. 13–6, Federal Reserve 
Bank of Boston.

Farrell, Diana, and Fiona Grieg. 2015. Weathering Volatility: Big Data on the Finan-
cial Ups and Downs of U.S. Individuals. Washington, DC: JPMorgan Chase & Co. 
Institute. https:// www .jpmorganchase .com /content /dam /jpmc /jpmorgan -  chase 
-  and -  co /institute /pdf /54918 -  jpmc -  institute -  report -  2015 -  aw5 .pdf.

First Data. n.d. First Data Retail Volume Aggregates. https:// www .fi rstdata .com /en
 _us /home .html.

Gelman, Michael, Shachar Kariv, Matthew D. Shapiro, Daniel Silverman, and 
Steven Tadelis. 2014. “Harnessing Naturally Occurring Data to Measure the 
Response of Spending to Income.” Science 345 (6193): 212–15.

 EBSCOhost - printed on 2/8/2023 7:48 PM via . All use subject to https://www.ebsco.com/terms-of-use



Constructing Real-Time Measures of Consumer Spending    145

Greene, Claire, and Joanne Stavins. 2018. “The 2017 Diary of Consumer Payment 
Choice.” Federal Bank of Atlanta Research Data Reports, No. 18- 5. https:// www 
.atlantafed .org /banking -  and -  payments /consumer -  payments /research -  data 
-  reports /2018 /the -  2017 -  diary -  of -  consumer -  payment -  choice.

Leamer, Edward. 2014. “Workday, Holiday and Calendar Adjustment: Monthly 
Aggregates from Daily Diesel Fuel Purchases.” Journal of Economic and Social 
Measurement (1–2): 1–29. https:// EconPapers .repec .org /RePEc: ris: iosjes: 0005.

Mian, Atif, Kamalesh Rao, and Amir Sufi . 2013. “Household Balance Sheets, Con-
sumption, and the Economic Slump.” Quarterly Journal of Economics 128 (4): 
1687–1726.

Spies, Kordelia, Friedrich Hesse, and Kerstin Loesch. 1997. “Store Atmosphere, 
Mood and Purchasing Behavior.” International Journal of Research in Marketing 
14 (1): 1–17.

 EBSCOhost - printed on 2/8/2023 7:48 PM via . All use subject to https://www.ebsco.com/terms-of-use



 EBSCOhost - printed on 2/8/2023 7:48 PM via . All use subject to https://www.ebsco.com/terms-of-use



147

5.1  Introduction

Economists and statisticians are increasingly confronted with new data 
sources, often produced by private companies as part of  their business 
operations, which may be useful for economic research and measurement. 
These new data hold promise for advancing economic measurement and 
understanding, but their use raises many questions. How are new, alternative 
data diff erent from traditional surveys and censuses? How are we to assess 
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their reliability? How should multiple disparate data sources be synthesized 
to produce the best possible estimates?

We seek to answer these questions in the context of measuring payroll 
employment. In particular, we use data from a private payroll provider—
ADP—to build an index of US private payroll employment, similar in spirit 
to the Current Employment Statistics (CES) survey. While the CES survey 
is carefully conducted and uses an extremely large sample, it still suff ers 
from signifi cant sampling error and nonresponse issues. The ADP- derived 
employment indexes are based on a sample that is roughly the same size as 
the CES sample, so it is plausible that pooling the information from ADP 
with that from CES would reduce sampling error and increase our under-
standing of the state of the labor market at a given time.

Previous work by Cajner et al. (2018) describes the construction of weekly 
and monthly aggregate employment series based on ADP’s weekly payroll 
microdata. Their aggregate series (referred to as ADP- FRB) are designed to 
be an independent signal about labor market conditions rather than solely 
an attempt to forecast monthly Bureau of Labor Statistics (BLS) employ-
ment fi gures. However, Cajner et al. (2018) do indeed fi nd that the timeliness 
and frequency of the ADP payroll microdata improves forecast accuracy 
for both current- month employment and revisions to the BLS CES data.

In this paper we further compare the ADP- FRB index to existing, high- 
quality government estimates and fi nd encouraging results. The ADP- FRB 
index, and state- space estimates derived from it, provide information about 
future CES estimates in real time, including at the start of the Great Reces-
sion. In addition, we integrate benchmark employment data and compare 
the ADP- FRB benchmark revisions with the CES benchmark revisions. 
While the CES and ADP- FRB series are both prone to signifi cant sam-
pling and nonsampling error, the BLS Quarterly Census of Employment 
and Wages (QCEW) is generally considered the “fi nal word” for annual 
employment growth because of  its comprehensive administrative source 
data. Consequently, we benchmark the ADP- based series to the QCEW on 
an annual basis. The benchmarking procedure is similar to CES benchmark-
ing and ensures that year- to- year changes in ADP- FRB are governed by the 
QCEW, while higher- frequency changes, and the period after the most recent 
benchmark, are mostly a function of the ADP data.1

Existing work on using nontraditional data sources for economic mea-
surement typically takes offi  cial government data as the source of truth, at all 
frequencies. For example, the monthly National Employment Report (ADP- 
NER) series published by ADP are constructed with the goal of predicting 
the fully revised CES data.2 In this paper we take a diff erent approach, rec-

1. Benchmarking illustrates an essential role that government statistics play even when there 
is signifi cant value in nontraditional data sources.

2. Mastercard’s SpendingPulse, which attempts to forecast US retail sales, is another example.
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ognizing that both CES and ADP- FRB employment are subject to nonneg-
ligible measurement error and using the Kalman fi lter to extract estimates 
of unobserved “true” employment growth from observations of both series.

Our baseline model assumes that true US employment growth follows a 
persistent, latent process and that both the CES and ADP- FRB estimates 
are noisy signals of this underlying process. Standard state- space tools allow 
us to estimate the latent process and the observation error associated with 
each series. We fi nd that the optimal predictor of the unobserved state, using 
only contemporaneous information, puts approximately equal weight on 
the CES and ADP- FRB series. This fi nding is not necessarily surprising, 
as the ADP sample covers a roughly similar fraction of private nonfarm 
US employment as the CES sample, so the sampling errors ought to be of 
roughly similar magnitudes. We also show that the smoothed state estimate, 
as constructed in real time, helps forecast future values of CES. Throughout, 
we focus on the role of these privately generated data as a complement to 
existing offi  cial statistics. While there is no substitute for offi  cial statistics in 
terms of consistency, transparency, and scientifi c collection methods, offi  -
cial numbers do have limitations that alternative data sources can address.

The paper proceeds as follows. Section 5.2 reviews the related literature. 
Section 5.3 describes the process of  creating ADP- based employment 
indexes and lays out the strengths and the inherent limitations of measuring 
nationwide payroll employment with ADP data. In section 5.4 we compare 
the annual ADP- FRB employment estimates to the offi  cial benchmarks, 
discuss the role of the birth- death model in the offi  cial estimates, present a 
case study of the usefulness of alternative employment data during the Great 
Recession, and show the effi  cacy of the ADP- FRB estimates in predicting 
fully revised CES payroll employment numbers. Section 5.5 introduces the 
state- space model that combines the information from both the ADP- FRB 
and CES- based estimates and provides evidence that the combined state 
improves our understanding of current and future payroll gains. Section 
5.6 concludes.

5.2  Related Literature

Ours is not the fi rst paper to make use of ADP payroll data. Several papers 
study the National Employment Report (NER), ADP’s publicly available 
monthly estimate of  US payroll gains constructed jointly with Moody’s 
Analytics. Importantly, NER estimates are derived from a model includ-
ing not only ADP microdata but also other contemporaneous and lagged 
indicators of  US economic activity. The existing literature fi nds that the 
NER moves closely with CES (Phillips and Slijk 2015) and has some ability 
to forecast CES, though it does not appear to improve forecasts based on 
other available information, such as existing consensus forecasts (Gregory 
and Zhu 2014; Hatzius et al. 2016).
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As noted above, we do not use the NER but instead focus on the ADP 
microdata. A number of  recent papers explore these data. Cajner et al. 
(2018) analyze the representativeness of ADP microdata (relative to CES 
and QCEW) and construct an ADP payroll index that can improve forecasts 
of CES; we employ that index in the present paper. Ozimek, DeAntonio 
and Zandi (2017) use ADP’s linked employer- employee microdata to study 
the negative eff ect of  workforce aging on aggregate productivity growth. 
Grigsby, Hurst, and Yildirmaz (2021) study wage rigidity in the same data, 
fi nding that the high- frequency microdata can be useful for shedding light 
on a key business cycle question. Cho (2018) uses ADP microdata to study 
the employment and wage eff ects of the 2009 American Recovery and Rein-
vestment Act.

Our approach in the present paper is diff erent from those above in that 
we explicitly investigate the usefulness of ADP as a supplement to CES data 
for tracking the underlying state of the labor market. In this respect, our 
work is inspired by Aruoba et al. (2016), who note diffi  culties in assessing 
the growth of aggregate output in real time given limitations on the compre-
hensiveness and timeliness of GDP measures. Two independent measures 
of GDP exist—the commonly reported expenditure- side approach and the 
income- based approach—and both are prone to measurement errors arising 
from various sources. Aruoba et al. (2016) combine the two measures using 
a state- space framework, recovering an underlying state of output growth 
which they label “gross domestic output.” We follow this general approach 
with a focus on employment rather than output.

5.3  Data

This paper primarily uses three data sources: ADP microdata, the CES 
survey, and the QCEW. Before turning to the ADP microdata in section 
5.3.1, it is useful to briefl y lay out the relevant features of the CES and the 
QCEW.

The CES is the main source of monthly employment information in the 
United States. It is published by BLS a few days after each reference month 
and is based on a stratifi ed sample survey, which includes about 500,000 
private establishments covering about 24 percent of all US private employ-
ees.3 However, the CES survey response rate—the share of  eligible units 
that respond by the fi nal reading—is only about 60 percent, which implies 
that CES data contain information for about 15 percent of  US private 
employment.4 The CES asks each respondent for the count of employees 

3. See BLS (2019). Note that the CES contains data for total nonfarm payroll employment, 
but here we focus only on private payroll employment, excluding government employment to 
be consistent with the reliable scope of ADP.

4. For CES response rates, see: https:// www .bls .gov /osmr /response -  rates/.
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who worked or received pay for any part of the pay period including the 12th 
of the reference month. Aggregate CES employment growth is a (weighted) 
average of the growth reported by units that respond for two or more consec-
utive months, plus a residual adjustment for establishment birth and death.

While the CES is a very large survey, it is still based on a sample and 
subject to sampling and nonsampling error (as discussed further below). In 
contrast, the QCEW, also maintained by BLS, is a near- census of employ-
ment covered by unemployment insurance and serves as the sampling frame 
for much of the CES as well as the target for the annual benchmark of the 
CES. The employment concept for the QCEW is the number of workers who 
worked or received pay for any part of the pay period including the 12th of 
the reference month (even though the fi rm may have been paying UI insur-
ance for other workers at other times during the month). The main drawback 
of the QCEW is that the data are collected quarterly and published with a lag 
of two quarters. Thus, while the QCEW has negligible sampling error, it is of 
limited use to real- time decision makers. In addition, the QCEW is subject to 
various sources of nonsampling error.5 Nevertheless, we follow CES in using 
the QCEW for reweighting the ADP microdata and as a benchmark target.

5.3.1  Structure of the ADP Microdata

ADP provides human capital management services to fi rms, includ-
ing payroll processing. Processing payroll for a client fi rm involves many 
tasks, including maintaining worker records, calculating taxes, and issuing 
paychecks. ADP processes payroll for about 26 million US workers each 
month (about 20 percent of total US private employment). The structure 
of the microdata is determined by the business needs of ADP. ADP main-
tains records at the level of  payroll account controls (PAC), which often 
correspond to business establishments (but may sometimes correspond to 
fi rms) as defi ned by the Census Bureau and BLS. Each PAC updates their 
records at the end of each pay period. The records consist of the date pay-
roll was processed, employment information for the pay period, and many 
time- invariant PAC characteristics (such as an anonymized PAC identifi er, 
NAICS industry code, zip code, etc.). PAC records include both the num-
ber of individuals employed (“active employees”) and the number of indi-
viduals issued a paycheck in a given pay period (“paid employees”). Active 
employees include wage earners with no hours in the pay period, workers on 
unpaid leave, and the like. Paid employees include any wage or salary work-
ers issued regular paychecks during the pay period as well as those issued 
bonus checks and payroll corrections. In this paper we focus exclusively 
on active employment, having found that it is substantially less volatile, 
more closely resembles offi  cially published aggregates, and performs better 

5. For a detailed analysis of measurement challenges in CES and QCEW, see Groen (2012).
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in forecasting exercises, though we plan to further investigate the active/paid 
distinction in the future.6

The data begin in July 1999.7 In terms of frequency, the fi les we use are 
weekly snapshots of individual PAC records, taken every Saturday since July 
2009 (snapshots were taken semimonthly between May 2006 and June 2009 
and monthly before May 2006). Each snapshot contains the most recent pay 
date for each PAC, the relevant employment counts, and the other informa-
tion described above. As few fi rms regularly process payroll more than once 
per week, the weekly snapshots provide a comprehensive history of PAC- 
level employment dynamics.8

We can compare ADP payroll microdata to the QCEW and CES data in 
terms of pay frequency, region, establishment size, and industry composi-
tion. Most notably, ADP has signifi cantly more employment in midsized 
units than does CES, with a distribution that looks reasonably similar to 
QCEW.9

5.3.2  Series Construction

The process of  transforming the raw data to usable aggregate series is 
complex. Here we provide a brief, simplifi ed explanation of the process. The 
interested reader may refer to Cajner et al. (2018) for details.

Each week, we calculate the weighted average growth of  employment 
at PACs appearing in the data for two consecutive weeks. The restriction 
to “continuers” allows us to abstract from changes in the size of  ADP’s 
client base. For example, if  ADP suddenly gains a large number of clients, 
this expansion does not directly aff ect our estimated level of employment. 
Rather, the growth rate of the businesses once they enter the sample is what 
matters. As long as business growth is independent of entering or exiting 
the ADP sample, the growth rate of continuers will be a valid estimate of 
aggregate growth (of continuers).10

Growth rates are weighted by PAC employment and further weighted 

6. One topic for further investigation is exactly why active employment performs better than 
paid employment. It is possible that double counting due to the inclusion of payroll corrections, 
reimbursements, and bonuses adds noise to paid employment as measured in the ADP data. 
See Cajner et al. (2018) for further discussion.

7. When accessing the microdata, we follow a number of procedures to ensure confi dentiality. 
Business names are not present in the data we access.

8. While ADP microdata generally do not revise over time, our employment indexes do revise 
in a way analogous to CES data. First, our real- time readings for a particular month revise as 
we incorporate information for additional weeks and businesses that pay at lower pay frequency. 
Second, we revise our data annually by benchmarking it to QCEW.

9. For more detail, see Cajner et al. (2018).
10. This assumption will inevitably be violated in practice, as fi rms that are growing fast or 

shrinking quickly will make diff erent operational choices with respect to their payroll systems. 
However, we are not aware of any clear evidence on the direction of these biases or any indica-
tion that their magnitudes are economically signifi cant.
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for representativeness by size and industry. We use QCEW employment 
counts by establishment size and two- digit NAICS as the target popula-
tion. Formally, let wj,t be the ratio of QCEW employment in a size- industry 
cell j to ADP employment in cell j in week t, let C( j) be the set of  ADP 
businesses in cell j, let ei,t be the employment of the i’th business, and let 
gi,t = (ei,t ei,t 1) /ei,t 1 be the weekly growth rate of business i.11 Aggregate 
growth is estimated as:

gt =
j=1
J wj,t 1   i C( j)ei,t 1gi,t

j=1
J wj,t 1 i C( j)ei,t 1

.

Cumulating the weekly growth rates across time yields a weekly index level 
for employment. Our focus in this paper is on monthly estimates. We calcu-
late the monthly index as the average of the weekly index for each month, 
weighting by days to account for partial weeks in each month.12 Monthly 
averaging smooths through the weekly volatility, and the results in Cajner 
et al. (2018) suggest that averaging improves performance relative to point- 
in- time methods more similar to the CES. The monthly index is seasonally 
adjusted at the aggregate level using the X- 12 algorithm.13

Figure 5.1 displays the seasonally adjusted ADP- FRB series (black thick 
line) along with the indexed CES estimate (gray thin line). Importantly, 
the growth rate of  the (weighted) ADP- FRB series is very similar to the 
CES, and the business- cycle frequency fl uctuations are very closely aligned. 
Moreover, this ADP- FRB series does not incorporate any of  the bench-
marking discussed below, so nothing forces it to resemble CES. It is also 
evident that the ADP- FRB series is volatile, and much of the month- to- 
month variation does not appear to be related to the monthly swings in 
the CES data. We interpret this fi nding as evidence that both series are 
contaminated with measurement error, which can plausibly be attenuated 
by modeling the series jointly. For reference, fi gure 5.1 also shows the ADP- 
FRB unweighted series, which does not correct the ADP size- industry distri-
bution. Clearly, the unweighted series has a markedly diff erent trend growth 
rate, though it shares the qualitative business- cycle frequency behavior of the 
others.14

11. For weighting, we use March QCEW employment values for each year. For years where 
the March QCEW has not been released, we use the last available March QCEW. While we 
could allow QCEW values to vary quarterly or monthly, the shares are slow moving and thus 
this change would not signifi cantly alter the results.

12. For example, if  a calendar week has four days in January and three days in February, our 
weighting by days procedure proportionally attributes the weekly employment to both months.

13. BLS seasonally adjusts the CES data with X- 13ARIMA- SEATS at the 3- digit NAICS 
level and then aggregates those seasonally adjusted series.

14. While we do not directly use the weekly ADP- FRB series in this paper, we view these 
high- frequency measurements as a promising topic for future research on, for example, natural 
disasters. The weekly series are discussed in more detail in Cajner et al. (2018).
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5.3.3  Strengths and Weaknesses of Different Types of Payroll 
Employment Data

Perhaps the most important issue when analyzing the quality of a dataset 
is its representativeness. Obviously, the QCEW data have a clear advantage 
here because these data represent population counts.15 In contrast, CES 
and ADP estimates are sample based. As with CES, our ADP samples are 
adjusted with weights that are meant to make the estimates representative 
of the United States, but the weighting does not solve all issues. In the case 
of ADP, an important sample selection issue exists because only the fi rms 
that hire ADP to manage their payrolls show up in the ADP data. In the 
case of CES, the data are based on a probability sample of establishments, 
but because the response rates are only about 60 percent as argued above, 
this can introduce a potential sample selection issue as well (Kratzke 2013).

Both the ADP and the CES data are subject to dynamic selection issues 
related to establishment entry and exit. In the United States, young fi rms 

15. Note, though, that there is a small scope discrepancy between QCEW on the one hand 
and CES/ADP on the other hand: about 3 percent of jobs that are within scope for CES/ADP 
estimates are exempt from UI tax law. For more detail, see https:// www .bls .gov /news .release 
/cewqtr .tn .htm.

Fig. 5.1 Monthly growth rates and indexed levels
Source: ADP, CES, authors’ calculations. CES series is benchmarked; ADP- FRB is not.
Note: Monthly data (current vintage), normalized to 100 in 2010.
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account for a disproportionate share of employment growth (Haltiwanger, 
Jarmin, and Miranda 2013); indeed, mean and median net employment 
growth rates of fi rms above age fi ve tend to be around zero (Decker et al. 
2014). A critical limitation of  the CES sample is its lack of  coverage of 
new fi rms and establishments.16 In addition, the CES does not directly mea-
sure establishment deaths. BLS attempts to correct for these shortcomings 
using an establishment birth/death estimation methodology; for most of 
the time period we study (up to early 2020), this estimation involved a two- 
step approach. In the fi rst step, employment losses from known business 
deaths are excluded from the sample to off set the missing employment gains 
from new business births. Thus, dead establishments (i.e., those reporting 
zero employment) and nonrespondents (suspected dead establishments) are 
implicitly given the same growth rate as the continuing establishments in the 
CES survey under the assumption that employment at establishment births 
exceeds employment at establishment deaths by an amount equal to the 
growth of continuing establishments. In the second step, an ARIMA model 
based on historical QCEW data estimates the birth/death residual: employ-
ment at newly formed establishments less employment at exiting establish-
ments. This estimate is added to the estimates from the CES establishment 
sample to generate the fi nal CES estimate. In many months, the model’s 
contribution to headline employment estimates is sizable.17 For example, 
since 2009 the net birth- death adjustment has added a nontrivial average of 
800,000 jobs to a particular year’s employment gains, or roughly 40 percent. 
Actual new fi rms do not aff ect CES monthly estimates until the sample is 
rotated (though births will be captured at an annual frequency when annual 
benchmarks are released, as we describe below).18

Even after an annual benchmark revision, the monthly CES data never 
truly account for the birth and death of establishments. When a benchmark 
revision occurs, with the January CES release each year, the previous year’s 
March level of the CES data is set to the March level of QCEW employment. 
The monthly sample- based estimates for the 11 months preceding the March 

16. The CES sample is redrawn only once a year (BLS 2019).
17. See a discussion of the model and its recent contributions here: https:// www .bls .gov 

/web /empsit /cesbd .htm. Importantly, this method was tweaked—possibly temporarily—early 
in the COVID- 19 pandemic period to allow for establishment shutdown and nonresponse to 
aff ect death estimates more materially and allow current continuers’ growth patterns to aff ect 
estimates of the birth/death residual.

18. The sampling frame is based on QCEW source data (state unemployment insurance 
(UI) records), which lag several months. It might be wondered if  the UI records pick up new 
establishments quickly; this is apparently the case. Employers must fi le UI taxes if  they have 
paid (cumulatively) $1,500 or more in payroll, so most new employers would appear in the UI 
records very quickly; see https:// oui .doleta .gov /unemploy /pdf /uilawcompar /2018 /coverage 
.pdf. However, note that even after a business birth appears in the UI records, there is also time 
required for sampling, contacting, and soliciting cooperation from the fi rm as well as verifying 
the initial data provided. In practice, CES cannot sample and begin to collect data from new 
fi rms until they are at least a year old (BLS 2019).
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benchmark are revised with a “wedge- back” procedure, where a linear frac-
tion of the benchmark revision is added to the CES level each month (BLS 
2019). The wedging- back procedure results in a constant being added to 
the monthly change in employment each year. So, while the year- to- year 
change in the post- benchmark CES data will capture the within- QCEW- 
scope dynamics of entry and exit at the annual frequency, the monthly num-
bers will never refl ect the true monthly pattern of employment.

ADP data are subject to a related limitation in that we do not know the 
age composition of ADP clients, nor do we observe fi rm or establishment 
age in the ADP microdata. However, new and young fi rms may enter the 
ADP data immediately upon engaging ADP for payroll services. While 
the number of young fi rms in ADP data is unknown, any number could be 
a useful supplement to the CES data, in which young fi rms are absent until 
the sample rotation.

As discussed above, the ADP data consist of  weekly snapshots (since 
July 2009). In contrast, the QCEW and CES data contain information for 
only the pay period that includes the 12th day of the month. As a result, the 
CES and QCEW data cannot measure employment activity over the entire 
month, which can be especially problematic in the case of temporary dis-
torting events during the reference period. For example, an unusually large 
weather event (e.g., a hurricane or snowstorm) that reduced employment 
during the reference period but left the rest of the month unaff ected would 
result in a CES employment report that understates the strength of the labor 
market throughout the month. In the weekly ADP data we can, in principle, 
observe both the shock and the recovery. In any case, averaging the level of 
employment for the month attenuates the impact of such short- lived events.

Finally, the QCEW and ADP data are both essentially administrative data 
and thus arguably somewhat less prone to reporting errors and nonresponse, 
which are often signifi cant problems with survey data such as the CES.

5.4  Comparing ADP- FRB to Official Data

5.4.1  Predicting Annual Benchmarks

In this section we evaluate the ability of ADP- FRB and CES to forecast 
the QCEW, which can plausibly be treated as “truth.” We restrict attention 
to annual changes (March- to- March) to avoid complications related to sea-
sonality and seam eff ects in the QCEW.

We follow the CES in benchmarking the level of our ADP- FRB indexes 
to the QCEW each year. Our procedure closely follows that of the CES: we 
iteratively force each March value of ADP- FRB to match the corresponding 
QCEW value, and we linearly wedge back the pre/post benchmark revision. 
The wedge reaches zero at the previous (already benchmarked) March. At 
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the time of writing of this paper, the data are benchmarked through March 
2017.

Throughout the paper, we use our monthly ADP- FRB index starting 
in 2007. For the purpose of  annual benchmarking, this means we begin 
annual benchmark comparisons with the 2008 benchmark year, which mea-
sures the change in private nonfarm employment from April 2007 through 
March 2008. In the 10 years starting from 2008, the pre- benchmark ADP- 
FRB estimates were closer to the eventually published population counts 
in four years, while the pre- benchmark CES estimates were more accurate 
in six years (see table 5.1). Overall, the root- mean- squared benchmark revi-
sion is 0.49 percent for the ADP- FRB data and 0.36 percent for the CES 
data from 2008 onward. Interestingly, the ADP- FRB estimates markedly 
outperformed the CES estimates during the Great Recession (2008–2010). 
Specifi cally, from 2008 to 2010 the ADP- FRB absolute revisions averaged 
200,000 per year, whereas the BLS- CES absolute revisions averaged 490,000 
per year. In contrast, between 2013 and 2017 the pre- benchmark ADP- FRB 
estimates consistently overpredicted employment growth.

An evaluation of  the CES benchmark misses should also take the net 
birth- death model into account, as the net birth- death adjustment adds 
roughly 40 percent to a particular year’s employment change. As a result, a 
comparison of the benchmark misses of ADP- FRB series to the CES data is 
not exactly direct, as the ADP- FRB data would likely only capture a portion 
of the contribution of employment births. The third row in table 5.1 pres-
ents the benchmark miss of the CES data without the inclusion of the net 
birth- death adjustment. That is, the “CES no BD” row refl ects the growth 
to the level of employment solely due to the sample of businesses for which 
the CES data are collected.19

19. Even this comparison is not exactly direct since, as noted above, ADP data may capture 
some birth and death. Note that for our formal ADP- FRB series, we apply a “forward bench-
mark” procedure that is a rough version of a birth- death model for adjusting sample- based esti-
mates to account for biases resulting from birth, death, or other issues; this approach is similar 
to the bias adjustment method used by BLS prior to the introduction of the birth/death model.

Table 5.1 Level diff erences between private employment benchmarks and estimates

  2008  2009  2010  2011  2012  2013  2014  2015  2016  2017

ADP- FRB –173 –451 12 709 283 –230 –1,030 –853 –322 –623
CES –137 –933 –391 229 481 340 105 –259 –151 136
CES No BD 645  –216  –55  561  972  975  874  638  737  1,066

Source: https:// www .bls .gov /web /empsit /cesbmart .pdf, authors’ calculations.
Notes: Units: Thousands of jobs. CES revisions are the post- benchmark (QCEW- based) March estimate 
less the pre- benchmark estimate. ADP- FRB revisions are calculated analogously. CES no BD are the 
CES benchmark revisions that would have occurred excluding net birth- death adjustment.
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As can be seen in the table, the benchmark misses for CES excluding the net 
birth- death adjustment are substantially larger (with a root- mean- squared 
revision of 0.65 percent on average since 2008). Since 2008, the misses have 
also been almost always positive, refl ecting a positive eff ect of  establish-
ments’ births on the level of employment. The negative revisions in 2009 and 
2010 point toward the autoregressive nature of the birth- death adjustment 
carrying inertia forward from previous years’ employment changes. That is, 
because new business formation falls in recessionary years, the net eff ect of 
the birth- death framework overpredicts the actual birth- death contribution 
to employment growth, and thus CES benchmark misses were larger than 
benchmark misses of CES data with no birth- death adjustment.

We more formally test the performance of ADP- FRB and CES in pre-
dicting annual benchmarked employment growth by running the following 
regressions. The dependent variable is the annual change in employment 
from March of year t – 1 to March of year t as known upon the release of 
the CES benchmark revision in February of year t + 1. We consider three 
diff erent independent variables, with each annual observation specifi ed as 
the econometrician observed them at the time of the CES jobs report for 
March of year t: (1) annual employment change from March of t – 1 to 
March of t as estimated by monthly CES data; (2) estimated annual employ-
ment change from March of t – 1 to March of t as estimated by monthly CES 
data in which the contributions of the birth- death model have been removed; 
and (3) annual employment change from March of t – 1 to March of t as 
observed in the ADP- FRB (“active”) employment index.20 The purpose of 
the exercise is to evaluate the ability of an analyst to estimate “true” (i.e., 
benchmarked) employment gains for the past year, observed at the time of 
the CES March employment report (in early April). At that time, the analyst 
has in hand CES data for the fi rst release of March of year t (which includes 
the second release of February of year t and the third release of January 
of year t and all prior months). The analyst also has in hand the past year’s 
ADP- FRB data up through the third week of March of year t. That is, we 
estimate the following:

EMPt
B = + EMPt

March + t ,

where ∆EMPt is the change in private nonfarm employment from March of 
year t – 1 to March of t, the B superscript indicates the benchmark revision 
vintage of the series, the March superscript indicates the vintage of the series 
that is released with the March jobs report in year t (where we construct the 
annual estimate by summing all non- seasonally- adjusted monthly estimates 
through the year), and EMPt

March can be the March vintage of CES, CES 
without birth- death model contributions, or ADP- FRB (“active”) employ-
ment.

20. We use non- seasonally- adjusted data for all variables used.
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Table 5.2 reports results from this annual forecasting exercise. While we 
believe there is value in reporting this formal test, given the extremely small 
sample size the results are suggestive at best and should be treated with cau-
tion. That said, we fi nd that the best predictor of benchmarked employment 
growth, according to both adjusted R2 and RMSE, is the CES series that 
excludes birth- death model contributions (column 2). That is, the birth- 
death model does not appear to improve estimates of annual employment 
growth beyond the inclusion of a simple regression constant (compare col-
umns 1 and 2). The ADP- FRB series (column 3) has predictive content but 
is outperformed by both CES series. However, we do fi nd that adding the 
ADP- FRB series to the CES series that excludes birth- death contributions 
does improve forecasts (column 5).21

While the regression results in table 5.2 are interesting, it is diffi  cult to draw 
conclusions from such small- sample exercises. Moreover, ADP- FRB data 
are most valuable to policy makers if  they increase our ability to understand 
recessions in real time; the predictive power of ADP- FRB during periods of 
steady, modest job growth is much less useful. We illustrate the point with a 
simple case study from the only recession in our ADP sample.22

Consider the beginning of the Great Recession. The NBER business cycle 
dating committee identifi ed December 2007 as the business cycle peak, but 
throughout 2008 economic data sent somewhat mixed signals about the 
deterioration of labor market conditions. CES data releases from through-
out 2008 were revised substantially with the 2009 QCEW benchmark.

The left panel of fi gure 5.2 reports real- time CES estimates along with 

21. In unreported exercises, we fi nd that the results are highly sensitive to the specifi c time 
period included.

22. ADP began taking snapshots on a semimonthly basis starting in May 2006.

Table 5.2 Forecasting annual employment changes

  (1)  (2)  (3)  (4)  (5)

CES 1.126*** 1.104***
(0.0316) (0.142)

CES excluding birth- death 1.154*** 0.927***
(0.0235) (0.0847)

ADP- FRB 0.976*** 0.0197 0.199**
(0.0543) (0.121) (0.0818)

Constant –163.7* 604.5*** –135.1 –163.6* 452.5***
(76.93) (75.29) (172.8) (82.61) (79.37)

RMSE  299.2  243.3  535.9  319.7  224.2

Notes: Dependent variable is benchmarked annual change in private nonfarm employment, March to 
March. Years 2008–2017. *, **, and *** indicate statistical signifi cance at the 10%, 5%, and 1% levels, 
respectively. Robust standard errors in parentheses.
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the fi nal (current vintage) CES estimate. The thick black line is the fi nal 
CES estimate, which shows employment losses of  about 1.4 million jobs 
by August 2008. The dotted gray lines show each real- time vintage CES 
estimate for 2008: each end point represents a fi rst- print estimate, and the 
thicker central line represents the estimate after a few monthly revisions 
(but before the benchmark revision). That is, following the line back from 
an endpoint in month t, the line refl ects the path of employment as it would 
have been known to observers in month t (including revisions up to that 
date). In the right panel, we show real- time estimates for the ADP- FRB 
index alongside the fi nal CES estimate for reference.23

As is apparent from fi gure 5.2, in real time the ADP- FRB series was typi-
cally more accurate in tracking the true pace of labor market deterioration 
during the fi rst year of the recession. By August, real- time CES estimates 
showed job losses totaling about 750,000, while ADP- FRB was at approxi-
mately 1.0 million (both numbers should be compared with the current vin-
tage estimate of 1.4 million jobs lost). Better knowledge of this deterioration 
would have been useful to policy makers as the critical fourth quarter of 2008 
approached. In future cyclical downturns, ADP data may again prove useful 
in previewing the eventual revisions to CES data.

5.4.2  Predicting Monthly Employment

While annual forecasts of  the benchmark revisions are important, the 
CES is a monthly measure of employment that revises over several releases 
as both more data and benchmarks become available. In this section we 
evaluate the ability of the ADP- FRB employment indexes to improve fore-

23. All the real- time series have been normalized to equal the CES current vintage estimates 
in August 2008 to remove a level shift due to benchmark revisions.

Fig. 5.2 Real- time vs. current vintage estimates
Source: ADP, CES, authors’ calculations.
Note: Monthly data. NBER recession is shaded in gray. Real- time lines show each successive 
vintage as a connected line, with the endpoint at the fi rst- print value for that month. All series 
have been normalized to match the current vintage CES estimate in August 2007.
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casts of CES data in real time and in conjunction with other real- time indi-
cators. Table 5.3 reports forecasting models described in Cajner et al. (2018) 
using real- time ADP indexes and other variables to predict the fi nal print of 
CES (i.e., after all the revisions). In particular, we estimated the following 
regression model:

(1) EMPt
CES, final = + 1 EMPt

ADP-FRB,RT5 + 2 EMPt 1
CES,RT + Xt + t .

The explanatory variables include current- month real- time (fi ve weeks 
after the start of the month, which corresponds to the week before or the 
week of the Employment Situation release) ADP- FRB data, previous- month 
real- time (fi rst print) CES private employment, as well as initial unemploy-
ment insurance claims, Michigan Survey unemployment expectations, the 
lagged (previous- month) unemployment rate change, and Bloomberg mar-
ket CES payroll employment expectations. In addition, ωt = εt + ρεt–1 is an 
MA(1) error term.24

24. The MA error term corrects for serial correlation in the errors when estimating equations 
of the change in employment. The results for a similar specifi cation using OLS are qualitatively 
similar, despite the existence of serial correlation.

Table 5.3 Forecasting monthly employment changes

  (1)  (2)  (3)  (4)  (5)

ADP- FRB active employment 0.29** 0.39*** 0.16**
(0.11) (0.11) (0.07)

Lagged private CES employment 0.82*** –0.13 –0.21 0.51***
(0.07) (0.15) (0.14) (0.12)

Lagged UR change –156.73** –45.66 –43.05 –123.09**
(61.56) (52.17) (46.84) (58.02)

Unemployment expectations 39.17*** 30.95*** 14.08 16.55 15.21
(11.82) (11.01) (12.29) (12.74) (10.88)

Initial UI claims –3.10*** –0.91 –0.79 –2.52*** –0.56
(0.74) (0.71) (0.72) (0.83) (0.52)

CES employment expectations 1.15*** 0.98***
(0.16) (0.15)

Private CES employment 0.97***
(0.07)

UR change 33.12
(36.03)

Constant 4.87 –17.77* –24.39** –7.48 –17.85**
(9.36) (10.40) (11.58) (10.77) (8.98)

RMSE  99  84  80  92  58

Notes: Dependent variable is fi nal print of  CES private employment. ADP- FRB series are real- time 
vintage, as of  fi ve weeks after the start of  the month (i.e., the week before or week of the Employment 
Situation release). Unemployment expectations are from the Michigan survey. CES employment expec-
tations are eve- of- release median markets expectations. Lagged private CES employment refers to pre- 
Employment Situation release. Robust standard errors in parentheses. RSMEs are calculated in- sample. 
* p < 0.10, ** p < 0.05, *** p < 0.01. Estimation period: 2007m1–2018m9.
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Cajner et al. (2018) discuss similar results in more detail; here we simply 
note that the ADP- FRB indexes for active employment make statistically 
signifi cant contributions to the model and generate modest improvements 
to forecasting accuracy. Column (1) of table 5.3 reports the baseline fore-
casting model without the ADP- FRB data or market expectations. Adding 
market expectations in column (2) improves the forecast notably, as can be 
seen from the 15,000- job reduction in RMSE. In column (3) we add the 
ADP- FRB index and fi nd that RMSE declines and the ADP- FRB coeffi  -
cient is statistically signifi cant; that is, the inclusion of the ADP- FRB index 
provides further marginal forecasting improvement beyond the inclusion 
of market expectations, in contrast to the Gregory and Zhu (2014) results 
using ADP- NER. In column (4) we report a model including ADP- FRB 
but omitting market expectations, which reduces RMSE by 7,000 jobs rela-
tive to the baseline. Finally, column (5) indicates that even when the fi rst 
print of  CES data is available, the real- time ADP- FRB data provide an 
additional signal about the fi nal or “true” BLS measure of  employment 
change.

The forecasting success of  the ADP- FRB indexes should not be over-
stated. Cajner et al. (2018) show that the improvements in forecasting due 
to ADP data are statistically signifi cant, though they are not particularly 
dramatic in magnitude. However, we should not expect dramatic improve-
ment because the sampling variance of the CES estimate is large relative 
to the RMSE of our forecasts. For example, from 2013 until 2017 (which 
omits the Great Recession period of large forecast errors), the out- of- sample 
RMSE for predicting monthly payroll employment using the ADP- FRB 
data (along with other predictors) is 70,700 jobs, whereas the (sampling) 
standard error of the CES estimate is 65,000 (BLS 2019). To the extent that 
sampling error is i.i.d., the sampling error provides a lower bound on the 
forecasting error for CES estimates. Practically, it should be nearly impos-
sible to reduce the RSME of a forecast below 65,000, and any forecast that 
achieved better performance would be forecasting sampling error, not actual 
changes in employment.

The fact that forecasting errors are already close to the 65,000 lower 
bound, even without ADP- FRB, suggests that the main value of the ADP 
data is not in forecasting CES. Instead, the ADP data can be used to obtain 
estimates that are timelier, more granular, and higher frequency. In addi-
tion, the ADP data may be combined with the CES to reduce measurement 
error.

On net, the ADP- FRB index adds to our understanding of annual and 
monthly employment changes and has some predictive power for benchmark 
revisions. Importantly, we fi nd that during the Great Recession the ADP- 
FRB index provided a more accurate measure of employment declines. With 
these fi ndings in mind, we now turn to a methodology that combines the 
information from both the CES and the ADP- FRB series.
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5.5  State- Space Model of Employment

Payroll employment growth is one of the most reliable business cycle indi-
cators. Each postwar recession in the United States has been characterized by 
a year- on- year drop in payroll employment as measured by CES and, outside 
of these recessionary declines, the year- on- year payroll employment growth 
has always been positive. Thus, if  one knew the “true” underlying payroll 
employment growth, this would help enormously in assessing the state of the 
economy in real time. In this section, we present results from a state- space 
model to infer the “true” underlying payroll employment growth.25

Let EMPt
U denote the unobserved “true” change in private payroll 

employment (in thousands of jobs), which is assumed to follow an AR(1) 
process:

EMPt
U = + EMPt 1

U + t
U.

EMPt
U is a latent variable for which we have two observable noisy measures, 

that is CES ( EMPt
CES) and ADP- FRB ( EMPt

ADP-FRB). Both are monthly 
changes in thousands of jobs. The observed values of CES and ADP- FRB 
employment gains are a function of the underlying state according to the 
following measurement equations:

EMPt
ADP-FRB

EMPt
CES

=
ADP-FRB

CES

EMPt
U +

t
ADP-FRB

t
CES

.

Without loss of generality, we can assume that βCES = 1. This assumption 
only normalizes the unobserved state variable to move one- for- one (on aver-
age) with CES. We make the assumption in our baseline specifi cation but 
leave βADP- FRB unrestricted.26

We assume that all shocks are Gaussian and that t
U is orthogonal to the 

observation errors ( t
ADP-FRB, t

CES). However, we do allow the observation 
errors ( t

ADP-FRB, t
CES) to be contemporaneously correlated, with variance- 

covariance matrix :

=
ADP-FRB
2

ADP-FRB,CES
2

ADP-FRB,CES
2

CES
2

.

Both the CES and ADP- FRB estimates can be regarded approximately 
as sample means, with the samples drawn from the same population. As 
such, both CES and ADP- FRB are (approximately) truth plus mean- zero 

25. Aruoba et al. (2016) use a similar approach to provide a better measure of output.
26. The approach is in contrast to Aruoba et al. (2013), who assume that both the observation 

variables in their paper (GDP and GDI) have unit loadings on the unobserved state variable. 
While those authors’ assumption is justifi able given their use of the two well- understood (and 
conceptually equivalent) measures of output, given the relatively untested nature of the ADP- 
FRB data we feel it is better to let the model choose the loading.
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sampling error. This sampling error is captured by the Kalman fi lter in the 
observation noise terms.27

5.5.1  Characterization of the State

The estimates for the model above are collected in the fi rst column of table 
5.4. Interestingly, the estimate of βADP- FRB is precise and not statistically dif-
ferent from unity. Somewhat surprisingly, the covariance of the observation 
errors ADP-FRB,CES

2  is negative, though it is not statistically diff erent from zero. 
Specifi cation 2 further generalizes the model, allowing for the ADP- FRB 
observation equation to have its own intercept αADP- FRB. This modifi cation 
makes little diff erence, and the point estimates are essentially unchanged 
from the baseline. Specifi cation 3 imposes a unit factor loading in the ADP- 
FRB equation and a diagonal . Again, these alterations do not signifi cantly 
change the point estimates, though the variances of  the observation 
errors are infl ated somewhat. Finally, specifi cation 4 assumes that the unob-
served state follows a random walk. All the qualitative features of specifi ca-
tion 1 carry through to this model as well.

As discussed above, BLS produces estimates of  the sampling error of 
CES. These estimates are based on the observed cross- sectional variation 
in employment growth and knowledge of the stratifi ed sampling scheme. 
The estimated standard error for the change in private CES employment is 
about 65,000 jobs, which is remarkably close to our estimates of σCES; the 
square root of CES

2  reported in table 5.4 ranges between 61,000 and 69,000 
jobs. In our state- space model, σCES captures all sampling and nonsampling 
error in the CES series, so it is reassuring that our error estimates align so 
closely with those of BLS.

Given that both the CES and the ADP- FRB series have been bench-
marked to the QCEW, it may not be surprising that the model tends to treat 
them symmetrically. It is possible that most of the identifi cation is coming 
from year- over- year variation, which would be dominated by the QCEW. 
We address this concern in specifi cation 5, which uses an unbenchmarked 
ADP- FRB series. The results are remarkably similar to the other specifi ca-
tions, indicating that the QCEW benchmark is not, in fact, dominating our 
estimates.

Taken together, the results in table 5.4 suggest that is it reasonable to 
think of ADP- FRB and CES as two symmetric measurement series, each 
with approximately the same relation to the unobserved state (i.e., the same 

27. A critical assumption for our setup is that this noise is i.i.d. over time, which would be 
exactly true if  CES and ADP- FRB redrew their samples every month, but there is, in fact, 
much overlap in the units from one month to the next. Thus, any persistence in idiosyncratic 
establishment- level growth can propagate to persistence in the sampling error. Fortunately, 
the available evidence suggests that there is very low, or even negative, persistence in short- run 
establishment growth (Cooper, Haltiwanger, and Willis 2015), which in turn implies nearly i.i.d. 
sampling error and justifi es the Kalman fi lter.
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loading and intercept) and with approximately equal degrees of uncorre-
lated measurement error.

With these estimates in hand, we can extract estimates of the unobserved 
state process. Figure 5.3 shows the smoothed (two- sided) estimate of the 
state (the heavy black line), along with 90 percent confi dence intervals (the 
gray shaded area). Naturally, the state estimate is less volatile than either 
observation series. The standard error of the state estimate is about 34,000 
jobs, about half  of the CES estimated standard error of 65,000.

A simpler exercise is also instructive. Following Mankiw, Runkle, and 
Shapiro (1984) and Aruoba et al. (2013), we seek to approximate the state 
estimate using only contemporaneous observations of CES and ADP- FRB. 
In particular, let the estimator be:

EMPt
C = EMPt

ADP-FRB + (1 ) EMPt
CES,

where λ is the weighting parameter to be chosen. We minimize the distance 
between the state estimate and the weighted average:

min
t=1

T

EMPt
U EMPt

C( )2{ },

Table 5.4 Kalman fi lter parameter estimates

Parameter  (1)  (2)  (3)  (4)  (5)𝜌𝜌 0.96*** 0.96*** 0.96*** 1.00 0.96***
(0.02) (0.02) (0.02) (0.02)𝛼𝛼 4.39 4.31 4.21 0.88 4.31
(4.84) (4.84) (4.69) (5.03) (4.58)𝛽𝛽𝐶𝐶𝐶𝐶𝐶𝐶 1.00 1.00 1.00 1.00 1.00𝛽𝛽𝐴𝐴𝐴𝐴𝐴𝐴 1.03*** 1.03*** 1.00 1.03*** 1.06***
(0.03) (0.03) (0.03) (0.04)𝜎𝜎2𝑈𝑈 3765.41*** 3786.13*** 3609.16*** 3698.76*** 3290.51***

(827.64) (832.95) (678.03) (805.89) (733.10)𝜎𝜎2𝐶𝐶𝐶𝐶𝐶𝐶 3796.51*** 3779.60*** 3984.78*** 3860.32*** 4727.96***
(721.96) (721.17) (642.11) (713.98) (853.74)𝜎𝜎2𝐶𝐶𝐶𝐶𝐶𝐶,𝐴𝐴𝐴𝐴𝐴𝐴 –393.91 –388.67 –315.56 –869.32
(573.61) (573.63) (563.56) (560.55)𝜎𝜎2𝐴𝐴𝐴𝐴𝐴𝐴 3758.90*** 3773.01*** 4171.35*** 3852.70*** 3517.13***
(792.63) (793.08) (680.98) (782.16) (761.84)𝛼𝛼𝐴𝐴𝐴𝐴𝐴𝐴 4.10

    (8.15)       

Notes: Maximum likelihood parameter estimates. Measurement series are the monthly change 
in the number of jobs according to CES and ADP- FRB, in thousands of jobs. *, **, and *** 
indicate statistical signifi cance at the 10%, 5%, and 1% levels, respectively. Standard errors are 
in parentheses. Specifi cation 2 allows for a nonzero intercept in the ADP- FRB observation 
equation. Specifi cation 3 restricts both observation equation loadings to unity and assumes 
that the observation errors are uncorrelated. Specifi cation 4 imposes a random walk on the 
unobserved state. Specifi cation 5 uses an unbenchmarked version of the ADP- FRB series. 
Estimation period: 2006m5–2018m8.
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where EMPt
U is the state estimate from the Kalman smoother. This exercise 

is particularly simple under the assumptions of specifi cation 3, where both 
series are just truth plus uncorrelated noise. In that case, we can plug in the 
estimated parameters and solve for λ as:

* = CES
2

ADP-FRB
2 + CES

2
,

where CES
2  is the estimated variance of the observation error in CES, and 

similarly for ADP-FRB
2 . Using the values from Specifi cation 3 yields λ* = 0.49, 

so the optimal contemporaneous estimator puts nearly equal weight on the 
two series.28 Relatedly, the Kalman gains for the two series (not shown) are 
also very similar.

Placing roughly equal weight on CES and ADP- FRB employment gains 
might seem counterintuitive. However, both data sets cover roughly a simi-
lar share of private US payroll employment and thus the sampling error 
could plausibly be of similar magnitude. Additionally, while BLS eventually 
benchmarks CES payroll employment to the QCEW as discussed earlier, 
the month- to- month changes are largely unaff ected by benchmarking due 
to the linear wedging- back procedure. Thus, if  in a particular month the 

28. Note that the linear combination of the ADP- FRB and CES series is nearly identical to 
the smoothed two- sided state estimate from the Kalman fi lter.

Fig. 5.3 Smoothed state estimate
Source: ADP, CES, authors’ calculations.
Note: Monthly data, change of employment in thousands. Both CES and ADP- FRB are cur-
rent vintage and benchmarked to QCEW. Smoothed state estimate is calculated from specifi -
cation 1. 
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CES sample estimate of payroll employment gain is distorted because of 
the sampling error, it is likely that the error will survive even the subsequent 
revisions. As the ADP data rely on a (mostly) diff erent sample, it should be 
unsurprising that taking a Kalman fi lter estimate of underlying gains based 
on both observed measures should give a more precise estimate of the cur-
rent pace of employment growth, with weights being roughly similar because 
of the similar sample size.29

5.5.2  Evaluating the Estimated State’s Predictive Content

The fact that the CES and ADP- FRB series receive roughly equal weight 
when extracting the common signal supports the idea that combining the 
signal from both series can contribute to our understanding of  “true” 
employment growth. It is of interest to know how useful the state estimate 
is for forecasting applications, so in this section we evaluate the ability of the 
real- time state estimate to forecast the fully revised CES. Even though CES is 
only a noisy estimate of true employment growth, it is widely tracked as an 
indicator of the labor market, and success in forecasting it can help bolster 
the case that the state estimate is picking up usable signal.

For the forecasting exercises, we employ a framework similar to that 
found in equation (1), without the additional controls. The dependent vari-
able is the current vintage of the CES estimate. As independent variables 
we include various combinations of the ADP- FRB employment estimate, 
the CES employment estimate, the smoothed state as estimated using both 
ADP- FRB and CES, and the smoothed state as estimated by CES only. This 
fi nal variable is included to distinguish the time- averaging eff ect of the state- 
space model from the additional information included in ADP- FRB. If  the 
ADP- FRB series has no information, then CES and the smoothed state 
based on CES alone ought to be the only relevant predictors. Importantly, 
all the independent variables are real- time estimates, which means that the 
state- space estimates include no future information.

The results of this exercise can be found in table 5.5. The fi rst two columns 
include the t + 1 current vintage CES employment value as its dependent 
variable. The second column adds the CES state as an additional explana-
tory variable. The third column contains the average employment growth 
over t + 1, t + 2, t + 3—i.e., the average growth rate of the next three months 
of employment. Estimated together, the only variable that is statistically sig-
nifi cant across all three specifi cations is the ADP- CES state.30 The horserace 

29. In another exercise, we replace the ADP- FRB series with the change in employment 
calculated from the Current Population Survey (CPS), adjusted to the CES scope of private 
employment. We fi nd that the optimal weighting only puts 4 percent of the weight on the CPS 
series, showing that near- equal weighting scheme for CES and ADP- FRB series was not an 
inevitable result.

30. In unreported results, we fi nd that estimating each equation using only one of the explana-
tory variables indicates that each variable is independently signifi cant. In addition, the horserace 
results are qualitatively similar when using fi rst- print CES values as the dependent variable.
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results indicate that when comparing employment- based indicators of 
future CES readings of employment gains, the combination of the ADP- 
FRB series and the past CES gains provides the most information about 
future employment.

5.6  Conclusion

In this paper we asked whether additional information on payroll employ-
ment could improve the accuracy of  employment estimates. The answer 
is yes. At the monthly frequency, this question is not straightforward, as 
benchmarking levels annually implies there is no “true” measure of monthly 
employment gains.31 With this in mind, the combination of the ADP- FRB 
and CES employment series should provide a more accurate representation 
of the actual changes in employment than the CES alone, as the sample size 
has increased substantially. Indeed, we fi nd that the monthly ADP- FRB 
estimates outperformed CES in tracking the rapid employment decline dur-
ing the Great Recession and can help predict revisions to the fi rst prints of 
the CES data. In addition, the pooled estimate performs better than either 
ADP- FRB or the CES data in forecasting near- term employment growth. 
At the annual frequency, the results are somewhat less remarkable. The offi  -

31. As discussed above, the QCEW is more comprehensive than either CES or ADP- FRB 
and serves as the annual benchmark for CES. However, the QCEW has measurement error 
and is not used as a time series by BLS. See Groen (2012), Krueger and Fortson (2003), and 
Hiles (2016).

Table 5.5 Forecasting monthly employment changes using state- space estimates

CES Emp. CES Emp.
3- month av. 
CES Emp.

   (1)  (2)  (3)  

ADP- CES Emp. State 1.43*** 1.50*** 1.69***
(0.49) (0.55) (0.44)

ADP- FRB Emp. –0.18 –0.19 –0.30**
(0.15) (0.16) (0.15)

CES Emp. –0.18 –0.11 –0.41
(0.34) (0.55) (0.31)

CES Emp. State –0.12 –0.04
(0.68) (0.42)

Constant –28.14 –28.52 –17.05
   (19.43)  (18.78)  (20.35)  

Notes: The dependent variable in columns 1 and 2 is the fully revised change in CES private 
employment at time 𝑡𝑡 + 1; in column 3 the dependent variable is the average of the fully re-
vised change in CES private employment for 𝑡𝑡 + 1, 𝑡𝑡 + 2 and 𝑡𝑡 + 3. ADP- FRB series are 
real- time vintage, as of  fi ve weeks after the start of  the month. CES series appearing as inde-
pendent variable or in state- space estimates are real- time vintage. Robust standard errors in 
parentheses. * p < 0.10, ** p < 0.05, *** p < 0.01. Estimation period: 2007m1–2018m9.
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cial CES data best predict benchmark revisions, though the sample is small. 
That said, the ADP- FRB data were closer to the QCEW levels in four out 
of the past 10 years.

Could BLS make use of data from payroll processors to supplement the 
CES? Our understanding is that payroll processors almost never report any 
client fi rm employment numbers to BLS. The only exceptions are isolated 
cases where the client fi rm explicitly directs payroll processors to submit 
their information for the CES survey. Importantly, we believe the CES 
sample and the ADP sample are collected largely independently. To be sure, 
an environment in which BLS works directly with payroll processors to pro-
cess real- time labor aggregates is likely a way off .

A fi rst step in this direction would be to link a subset of the ADP micro-
data to BLS databases on secure Census or BLS computer systems. If  such 
an undertaking were possible, the project would allow for much better 
weighting and evaluation of the ADP sample, improving the quality of any 
estimates. In particular, it would be possible to evaluate what types of sample 
selection bias are present in the ADP sample by comparing ADP businesses 
to control groups or comparing businesses before and after enrollment with 
ADP. In addition, we could better evaluate the diff erences between paid 
employment and active employment if  we had BLS employment measures 
available. Finally, linking would also provide a check on BLS data, which 
can be subject to misreporting and other issues. Crosschecking employment 
counts, industry codes, and multiunit status would be informative for all 
parties.

The results in this paper lay the foundation for future work employing 
private payroll microdata. We plan on testing the estimated state- space 
results against other measures of employment, including state-  and national- 
level measures of employment from the QCEW. We also plan on further 
exploring the geographic and industry detail to improve employment esti-
mates. Importantly, there is additional information in the measure of ADP 
paid employment and at the weekly frequency that we have not fully lever-
aged in our current research.
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6.1  Introduction

This paper presents an example of converting naturally occurring1 data 
into economic statistics for use in research and analysis. The raw data consist 
of millions of individual job advertisements as posted online by fi rms and 
recruitment agencies on the website Reed .co .uk in the United Kingdom. 
The objective is to process, clean, reweight, and use these data as a mea-
sure of job vacancies by occupation and region over time, and according 
to existing offi  cial statistical classifi cations. The methods developed for this 
purpose could be applied to other naturally occurring datasets. The issues 

1. As opposed to data collected for the express purpose of constructing statistics, these data 
are a side- product of other economic activity.
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of bias that we explore apply to most vacancy data derived from online job 
advertisements. There have been no UK offi  cial statistics on vacancies by 
region and occupation since the JobCentre Plus data were discontinued and 
we show how these data can fi ll an important gap in our understanding of 
labor market demand.

One of the major benefi ts of using individual online job postings is that 
they are a direct measure of the economic activity associated with trying to 
hire workers. Another is the sheer volume they off er—of the order of 105 
individual vacancies at any point in time for the UK. These large numbers 
allow for very granular analysis.

As well as demonstrating the creation of new economic statistics on vacan-
cies, we make a major contribution in the method we use to transform the 
text of job ads into time series data labeled by offi  cial classifi cations (here the 
UK Offi  ce for National Statistics’, or ONS’s, Standard Occupational Clas-
sifi cation, or SOC, codes). Our algorithm draws on methods from computer 
science and natural language processing and makes use of both the job title 
and job description.2 It could be adapted and applied to the SOC classifi ca-
tions of other countries or regions, or to other types of text and classifi ca-
tions. It could also be used by employers to check what occupation their job 
advertisements fall under, to better target their ads or adjust compensation.

The newly created vacancy time series, split by occupation, are compared 
to existing data on UK job vacancies, namely the ONS Vacancy Survey 
and JobCentre Plus data. We consider the likely biases of the Reed- derived 
vacancy time series. To demonstrate the utility of  processing the text of 
these data we use them to estimate Beveridge curves by occupation and to 
calculate the rate of mismatch unemployment (by occupation) for the UK, 
using the mismatch framework of Şahin et al. (2014).

The structure of the paper is as follows: section 6.2 sets out previous litera-
ture relevant to vacancy statistics, section 6.3 describes the online job vacan-
cies data in the context of other data on vacancies, section 6.4 describes the 
algorithm we developed to assign vacancies to offi  cial statistical classifi ca-
tions, section 6.5 describes the processed data, section 6.6 explores some uses 
of these data in economic analysis, and section 6.7 concludes.

6.2  Literature

Vacancy data have long been collected via surveys; Abraham (1983) 
reviews a number of regional surveys that began this in the 1960s to 1980s, 
before national survey data on vacancies began to be widely collected. In 
the UK and US, there are now designated national statistics measuring 
job vacancies using surveys: the ONS Vacancy Survey and the JOLTS (Job 
Openings and Labor Turnover Survey), respectively.

2. Computer code available at http:// github .com /aeturrell /occupationcoder.
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The ONS Vacancy Survey was introduced in 2001 and each month sur-
veys around 6,000 fi rms on their total number of open vacancies (Machin 
2003)—a measure of the stock of vacancies. The fi rm- level data collection 
allows for cross- sectional data by both fi rm size and industry. Data are col-
lected on the Friday between the second and eighth of each month and are 
thereafter available at monthly frequency with a 40- day lag. No breakdown 
of vacancies by region or occupation is available. These dimensions are espe-
cially diffi  cult for survey data to collect because fi rms may not be familiar 
with occupational codes and asking them to submit, instead of  a single 
number, up to 368 numbers refl ecting each of the 4- digit UK occupational 
codes would be a signifi cant change in the administrative burden imposed 
by the survey. Similarly, regional data are diffi  cult to collect via this method 
as it is more cost eff ective and potentially more accurate to contact only a 
fi rm’s head offi  ce for vacancy numbers. Due to the sample being drawn from 
a business register, new fi rms are underrepresented, though this bias is only 
estimated to create errors of ±20,000 for vacancy levels in the hundreds of 
thousands. Although the scale and quality of vacancy data collection have 
changed substantially since the 1960s, the methodology has not. Collecting 
survey data is expensive, has a relatively long lag, and is ill- suited to provid-
ing occupational or regional information.

Administrative data are an alternative source of  information on job 
vacancies that is acknowledged to be “cheap and relatively easy to pro-
duce” (Bentley 2005). These are most often vacancies notifi ed to government 
employment service offi  ces. In the UK, the main source of these data are 
JobCentre Plus (JCP) vacancies. They were discontinued in 2012 and under-
went signifi cant changes in 2006 so that the longest recent usable continuous 
time series runs from July 2006 to November 2012. The JCP had aggregate 
coverage of around a third of UK vacancies prior to 2003 (Machin 2003) but 
with large variation between regions, between sectors, and over time depend-
ing on the point in the business cycle and the policies of JCP offi  ces. Burgess 
and Profi t (2001) note that these vacancies have a disproportionate share 
of low- skilled, manual jobs and are more likely to be matched to the long- 
term unemployed, while Patterson et al. (2016), looking at more recent data 
than Machin (2003), fi nd that they over- represent some sectors. Problems 
with JCP data included that a signifi cant percentage of the entire vacancy 
stock was not always updated when fi lled or withdrawn by employers. This 
had the eff ect of biasing the stock upward by numbers as high as the mul-
tiple tens of thousands out of vacancies in the few hundreds of thousands. 
These data have been used in several other studies; namely Coles and Smith 
(1996), Smith (2012), and Manning and Petrongolo (2017). These data were 
not included in the ONS’s labor market statistics releases between 2005 and 
their discontinuation because of concerns over their appropriateness as a 
labor market indicator (Bentley 2005). The number of  ways for fi rms to 
communicate to JCP offi  ces increased at that time, leading to structural 
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breaks in the series, and the reliance on fi rms to notify JCP offi  ces when 
vacancies were fi lled or withdrawn made the outfl ow series, and therefore 
the stock, vulnerable to bias. Indeed, the onus was on JCP offi  ces to follow 
up with employers and, as this did not happen consistently or for every posi-
tion, a large amount of what has been described as “vacancy deadwood” 
built up.

We use job advertisements that have been generated as a result of fi rms 
attempting to hire workers, but from a privately run website, Reed .co .uk, 
rather than from a government- run employment offi  ce. This will have impli-
cations for the nature of the jobs advertised. The ads are run at a cost to the 
posting party so that concerns about an ever- growing stock of vacancies 
that have, in reality, been fi lled or withdrawn do not apply. Other job adver-
tisement website data have been used for the analysis of vacancy statistics, 
including Deming and Kahn (2017) with Burning Glass data, Marinescu 
(2017) using data from CareerBuilder .com, and Mamertino and Sinclair 
(2016) using data from Indeed .com. As explained by Cajner and Ratner 
(2016), there have been signifi cant discrepancies between the stock of vacan-
cies implied by two US series, the JOLTS and the Conference Board Help 
Wanted Online, which may be caused by changes in the price charged to 
employers to post online job vacancies.

Previous work has found that online job vacancy postings can give a 
good indication of the trends in aggregate vacancies (Hershbein and Kahn 
2018). There has been a secular trend increase in the number of vacancies 
that are posted online, as evidenced by the replacement in the US of the 
Help Wanted Index of print advertisements with the Help Wanted Online 
Series. Although they may not off er full coverage, online vacancy statistics 
can powerfully complement offi  cial statistics on vacancies, which tend to be 
based on surveys of fi rms.

Our paper adds to a growing literature on the analysis of text in job vacan-
cies. Marinescu and Wolthoff  (2016) show that job titles explain more of the 
wage variance in US job vacancies in 2011 than SOC codes alone do. Deming 
and Kahn (2017) use job vacancy descriptions that have been processed into 
keywords to defi ne general skills that have explanatory power for both pay 
and fi rm performance beyond the usual labor market classifi cations. Azar 
et al. (2018) leverage online job vacancies, with job title text cleaned and 
standardized, to estimate the labor market concentration according to the 
Herfi ndahl- Hirchsman index. And Hershbein and Kahn (2018) ask whether 
the within- occupation skills demanded in job vacancy text accelerate during 
recessions.

We show how online job advertisement text can be used to generate occu-
pational labels. Until recently, methods that existed to label vacancy text with 
offi  cial classifi cations were proprietary, limited in the number of searches, or 
did not make use of the job description fi eld. While writing up our results 
we became aware of similar approaches being developed for the US (Atalay 
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et al. 2017), Germany (Gweon et al. 2017) and for the International Labour 
Organisation occupational classifi cation (Boselli et al. 2017, 2018).

For demonstrating the usefulness of  the data, we use the search and 
matching theory of the labor market (Mortensen and Pissarides 1994) in 
which job vacancies represent the demand for labor. Labor market tightness, 
θ = V/U, where V is the stock of job vacancies and U is the unemployment 
level, is an important parameter in this framework. At the centre of theo-
ries of mismatch is the matching function h(U, V ) that matches vacancies 
and unemployed workers to give the number of new jobs per unit time as 
described in Petrongolo and Pissarides (2001). In the applications part of 
the paper, we use econometric estimates of the Reed data that are published 
in full in Turrell et al. (2018).

6.3  Data

Our raw data are approximately 15,242,000 individual jobs posted at daily 
frequency from January 2008 to December 2016 on Reed .co .uk, a job adver-
tisement website. The site facilitates matching between fi rms and jobseekers. 
Firms who wish to hire workers, or recruitment agencies acting on their 
behalf, pay Reed to take out advertisements on the site. As of February 2019, 
the cost of a single job ad to be posted any time in the next 12 months and 
remain live for 6 weeks is £150 + tax.3 Reed has a direct business relationship 
with the fi rm or recruitment agency that posts the advertisement.

The fi elds in the raw data that are typically available include a job posted 
date, an off ered nominal wage, a sectoral classifi cation (similar to the ONS 
sectoral section classifi cation), the latitude and longitude of the job, a job 
title, and a job description. Our data are unusual compared to the recent 
literature in that they come from a job advertisement and employee recruit-
ment fi rm (a recruiter) rather than from an aggregator or a survey. There 
are two diff erent kinds of websites that post job advertisements. Aggrega-
tors use so- called “spiders” to crawl the internet looking at webpages, such 
as fi rm recruitment sites that host job vacancies, and then record those job 
vacancies.4 In contrast, fi rms post vacancies directly with recruiters. Recruit-
ers may have access to private information about the job vacancy that an 
aggregator would not. In our case, an example of such information is the 
off ered salary fi eld. Additionally, the likelihood of duplicates is lower in a 
recruitment fi rm dataset because jobs are only added to the site as the result 
of direct contact with a fi rm. Aggregators are more likely to pick up the same 
job multiple times from diff erent ad sites though they expend considerable 
eff ort in removing duplicate listings.

3. Unfortunately, we do not have a time series of advertisement posting costs.
4. Examples of research using datasets from aggregators include Deming and Kahn (2017) 

(Burning Glass), Marinescu (2017) (CareerBuilder .com), and Mamertino and Sinclair (2016) 
(Indeed .com).
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A feature of all datasets collected online is that they tend to contain super-
fl uous information, at least relative to survey data and, similarly to survey 
data, may have entries that are incomplete or erroneous. However, perhaps 
because of the cost of posting, there are very few incomplete entries in the 
Reed data. The most frequently encountered erroneous information is in 
the form of off ered wages (not always shown to jobseekers) that appear too 
low (not compliant with the minimum wage law) or unrealistically high. We 
do not use the wage data for the creation of occupational labels.

The sectoral fi eld of each vacancy has strong similarities to ONS Stan-
dard Industrial Classifi cation (SIC) sections, and we constructed a man-
ual mapping from the Reed sectors to the SIC sections. The data contain 
fi elds for latitude and longitude, which are used to map each vacancy into 
regions given by Nomenclature of Territorial Units for Statistics (NUTS) 
codes. As the data are for the UK, the NUTS characters are counted only 
after the “UK” designation. An example 3- character NUTS code would be 
“UKF13,” where the “F1” designates Derbyshire and Nottinghamshire (UK 
counties), and “F13” South and West Derbyshire.

We also use a number of  other datasets from the ONS, including the 
Labour Force Survey (LFS) (Offi  ce for National Statistics 2017), the afore-
mentioned Vacancy Survey, and sectoral productivity measures.

6.3.1  The Stock of Vacancies and Its Potential Bias

We consider how to estimate a stock of  vacancies from the Reed job 
advertisements and what biases might aff ect this estimate. We want to turn 
the Reed job advertisements into a measure of job vacancies that are as close 
to the US JOLTS (Job Openings and Labor Turnover Survey) defi nition of 
vacancies as possible. JOLTS defi nes job vacancies as all positions that are 
open (not fi lled) on the last business day of the month. A job is vacant only 
if  it meets all the following conditions:

1. A specifi c position exists and there is work available for that position. 
The position can be full- time or part- time, and it can be permanent, short- 
term, or seasonal; and 

2. The job could start within 30 days, whether or not the establishment 
fi nds a suitable candidate during that time; and

3. There is active recruiting for workers from outside the establishment 
location that has the opening.

The ONS Vacancy Survey uses a similar defi nition but without the stipula-
tion that the job could start within 30 days (Machin 2003). Both defi nitions 
are of job vacancies as a stock—that is all jobs that are open at a particular 
time, rather than newly opened within a particular time window.

The Reed job advertisements constitute a fl ow of new vacancies, arriving 
in daily time periods. In order to satisfy the JOLTS defi nition, we need to 
transform this fl ow of vacancies into a stock and ensure that all three con-
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ditions are met. We can be fairly certain that the fi rst JOLTS condition is 
satisfi ed. As posting a vacancy incurs a cost, it seems unlikely that fi rms or 
recruitment agencies would post vacancies for which there is not an available 
position, at least on any large scale.

We cannot be sure about Reed advertisements satisfying the second 
JOLTS condition but it seems reasonable to assume that, once fi lled, most 
positions could start within 30 days because the advertisements do not have 
a start date fi eld. This suggests an implicit start date of as soon as the posi-
tion is fi lled. Typically, for job- to- job fl ows, the limiting factor in a new 
fi rm- worker match is the workers’ notice period.

The third JOLTS condition is satisfi ed by the posting of the vacancy on a 
third- party website. It seems very likely that most job advertisements posted 
on Reed will satisfy these three conditions.

Now we must consider how to transform the job advertisements, which 
are a fl ow in units of ads per day, into a stock of vacancies. As entries are 
removed from the site after being live for six weeks, the stock is simply the 
number of vacancies that were posted in the last six weeks or less. More 
explicitly, in discrete time, let the fl ow of advertisements be Vd with d refer-
ring to a day. To retrieve stocks, the data are transformed as follows (where 
the time index refers to monthly frequency):

(1) Vm = Vm 1 +
d m

(Vd Vd 6 7).

Note that this implicitly assumes that job advertisements are fi lled or with-
drawn by the employer after six weeks. There is no information on whether 
positions are fi lled within the Reed job advertisement data. This is typical 
of online vacancy data that are not matched with data on recruitment and 
most survey data: we cannot properly distinguish between ad outfl ows (that 
is, job advertisements that are removed from the site) that are due to employ-
ers who have decided to stop trying to recruit and those that are due to a 
position being fi lled. In the Reed case, when an ad is not reposted after six 
weeks, it could be for either of these two reasons. This is an outfl ow- type 
identifi cation problem. However, because we will later work with data at the 
occupational level that is matched to survey data on hires also at the occu-
pational level, we will be able to distinguish between the two cases.

Similarly, if  an advertisement is reposted it could be because either the 
position was not fi lled or the fi rm has decided to hire additional employees. 
However, in this case and with all else equal, we would see whether the num-
ber of vacancies had increased or not. As with the outfl ow identifi cation, 
it will not matter at the occupational level for which we have data on hires 
from surveys.

At the occupational level, then, we need not be concerned that economet-
ric estimates of the eff ect of vacancies on hires estimated on Reed data will 
be biased by the inability to distinguish between types of outfl ow or infl ow. 
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However, the JOLTS defi nition requires jobs to be unfi lled to be a vacancy, 
as does the defi nition used in many other analyses of vacancies (Abraham 
1983), which describe them as being current, unfi lled job openings that are 
immediately available for occupancy by workers outside a fi rm and for which 
a fi rm is actively seeking such workers (for full- time, part- time, permanent, 
temporary, seasonal, and short- term work). Therefore, our assumption, 
enforced by the data, that the stock of vacancies is built up from equation 
(1) could lead to some biases in this measure of the stock.

Let us consider these stock- fl ow biases. The fi rst is that posted job ads 
are fi lled before the six weeks are up, which would bias the vacancy stock 
derived from the Reed data upward. This is an aggregate outfl ow bias. The 
extent of this bias overall depends on the average duration of a vacancy, 
which is known to vary across the business cycle (Abraham 1983, 1987). 
The discontinued DHI- DFH Mean Vacancy Duration Measure5 for the 
USA fell markedly during recessions, to two to three weeks, and increased 
to over four weeks in mid- 2018 (FRED 2019). If  we were to assume that 
vacancies were to endure for the two to four weeks implied by the US data, 
it would mean that our aggregate vacancy stock is biased upward. Evidence 
from one US fi rm that posts online job vacancies that require technical skills 
(Davis and Samaniego de la Parra 2017) implies much shorter timescales; 
the mean post duration is nine days and most of the attention paid by job 
seekers to ads occurs within the fi rst 96 hours of an advertisement going 
live. However, as we will shortly adjust the mean level of vacancies in the 
Reed data to match the ONS’s measure of overall vacancies, this aggregate 
upward bias will be corrected.

Vacancy durations also vary by occupation (Abraham 1983, 1987), and 
this poses more of a problem because it means that the stock of vacancies 
will be diff erentially biased by occupation. This is a diff erential outfl ow 
bias. Those occupations with short vacancy durations will have vacancy 
stocks that are biased upward. Despite its noted issues, we can look at the 
vacancy duration of the JobCentre Plus data to get an estimate of durations 
by occupation for the UK. The 2006 to 2012 median vacancy duration by 
1- digit SOC code is shown in fi gure 6.1. The mean of medians is 5.5 ± 1.0 
weeks, suggesting that the cross- occupational diff erences are relatively small 
for the UK and that a six- week estimate for vacancy duration may not be 
inappropriate.

We will shortly reweight the Reed data using the fact that sectoral counts 
are available in both the ONS’s measures of vacancies and the Reed data. 
By doing so, we will eliminate bias that exists across sectors. This will reduce 

5. This is a series that quantifi es the average number of working days taken to fi ll vacant job 
positions. It had been provided by a private fi rm, Delivering Hire Insights (DHI), before its 
discontinuation. It is based on the work of Davis, Faberman, and Haltiwanger (DFH) (Davis, 
Faberman, and Haltiwanger 2013).
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some of the biases by occupation but, unfortunately, these biases cannot 
be eliminated entirely because there is no one- for- one relationship between 
occupation and sector. This is likely to be a problem for aggregator job 
advertisement sites too; if  their data ultimately come from sites like Reed, 
who have a fi xed period when a job is live, they similarly do not know if  and 
when the vacancy was fi lled within that period. We also cannot exclude the 
possibility that some fi rms’ hiring strategies are adapted to the method by 
which they post the vacancy. If  they have paid for an advertisement with a 
duration of six weeks, they may decide to only review applications to select 
a preferred match once that time has expired. This strategy is typical of 
graduate schemes, for example.

In steady state, the aggregate vacancy infl ow and the aggregate job sepa-
ration rate should be approximately equal. Without any reallocation across 
occupations, the same should be true at the disaggregate level. In principle, 
these could be used as sense checks on the biases in the stocks. However, 
our data do not cover multiple complete business cycles and are dominated 
by a severe downturn followed by a weak recovery. We should therefore 
not necessarily expect these to match. Using the Labour Force Survey, we 
computed the aggregate combined employment to unemployment, job to 
job, and employment to out- of- the- workforce separation fl ow and found 
that it was, on average, 1.3 times higher than the reweighted6 vacancy infl ow. 
Given this disparity even in the case where the (aggregate) stock matches 

6. This reweighting will be applied in the next section and ensures that the aggregate Reed 
vacancy stock matches the ONS Vacancy Survey.

Fig. 6.1 Median JobCentre Plus vacancy durations by 1- digit SOC code based on 
data from 2006 to 2012
Source: National Online Manpower Information System (NOMIS).
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the ONS’s measure, it seems likely that the vacancy fl ows and job separa-
tions at the disaggregate level would be an imperfect indicator of the level 
of vacancy stocks.

Unfortunately, the diff erential outfl ow bias by occupation could also cre-
ate bias in estimates of matching effi  ciency. Upward biases in the stocks of 
some occupations will bias the matching effi  ciency of those occupations 
downward. We consider which occupations may be aff ected by this: the DHI- 
DFH Mean Vacancy Duration Measure (FRED 2019) for the US off ers a 
sectoral split which shows that more highly skilled vacancies, for example in 
fi nancial services and business and professional services, have longer vacancy 
durations on average than leisure and hospitality and construction. This 
makes intuitive sense in the context of specialization. So, an important caveat 
of our results is that heterogeneous vacancy durations are likely to bias the 
matching effi  ciency of low- skill occupations downward. The reweighting we 
apply in the next section will reduce, but not eliminate, this bias.

6.3.2  Coverage and Representativeness Biases

We now examine bias with respect to coverage and representativeness for 
the Reed vacancies, as well as describing the steps we take to reduce these 
biases.

These two types of  bias exist at the aggregate level. Vacancies posted 
online are unlikely to cover 100 percent of vacancies advertised in the econ-
omy, and the Reed stock of vacancies, obtained from equation (1), has aggre-
gate coverage of around 40 percent relative to the ONS Vacancy Survey. In 
addition, the composition of the vacancies that are posted online is likely to 
be quite diff erent from reality. These problems of bias and coverage exist for 
all job vacancy data based on job advertisements, including the widely used 
JobCentre Plus data, and have long existed in the empirical literature on job 
vacancies. Prior to the advent of national vacancy statistics, most previous 
empirical work was based on the use of vacancies advertised at job centers, 
which have the same problems though for diff erent reasons.

Additionally, vacancies as posted online do not have some of the prob-
lems that data collected by surveys have. Surveys are likely to have non-  or 
incomplete- response bias, overestimation of the vacancies posted by large 
fi rms, underestimation of vacancies from recently created fi rms and, when 
comparing vacancies and unemployment, could be biased by frequency mis-
match between surveys (Abraham 1983). Nonresponse bias is not relevant 
for job advertisements posted online; diff erentials due to fi rm size may exist 
but are more likely to be caused by the ability to advertise positions (rather 
than size itself), and as postings are typically at daily frequency there can be 
no large role for frequency mismatch. The cost of posting advertisements 
online with a recruiter means that the problem of phantom vacancies, for 
which no job ever existed, is likely to be small.

There are many factors that aff ect the coverage of online job vacancies. 
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Technological diff usion is one; given that no vacancies were posted on the 
World Wide Web before 1990, and that newspaper circulations have fallen 
substantially since the 1980s, there has been a drift in job vacancies from 
ads in newspapers to ads placed online. Over time, the coverage of online 
vacancies has improved. Barnichon (2010) shows that this drift in coverage 
closely follows the S- shape typical of technological diff usion for the US, and 
that it also closely follows the similarly S- shaped fraction of internet users 
in that country. At the start of the period we study, 78 percent of the UK 
population were internet users, suggesting that the equivalent transition in 
the UK was already well under way by 2008.7 Another reason why there are 
coverage diff erences for online ads posted with a recruiter versus surveys 
is the cost of posting vacancies online. Cajner and Ratner (2016) fi nd that 
changes in the cost of posting vacancies online had a signifi cant infl uence 
on the aggregate stock of vacancies as represented by online sources versus 
other sources. The (time- dependent) reweighting we will use will correct for 
both of these biases.8

The extent to which the composition of job advertisements posted online 
is biased relative to the composition of all vacancies in the economy is a 
more diffi  cult issue to resolve. As there is a nontrivial cost to posting a job 
advertisement online, at least with a recruiter, those that are posted will need 
to have an expected return for the fi rm greater than that cost. Additionally, 
some job vacancies may get a better response if  posted via other media (e.g., 
newspaper or shop window). There may be other pressures that determine 
whether vacancies appear online or not; for instance, the quality of alterna-
tive channels for matching between jobseekers and fi rms.

Because of being online, having a posting cost, and other factors, it is 
likely that Reed job advertisements are biased to overrepresent middle-  and 
higher- skilled vacancies. This is a diff erential representativeness bias. The 
bias may not matter much for the uses demonstrated here, as long as it is 
reasonably fi xed over time. Bias that is changing over time is the most detri-
mental to any analysis because (cross- section) fi xed eff ects cannot absorb the 
bias eff ect. A fi xed bias would imply that the stock of vacancies expressed 
as a ratio relative to the Vacancy Survey stock was also fi xed over time. In 
fi gure 6.2, we show the percentage deviations of both the JobCentre Plus and 
Reed stocks of vacancies from their mean ratio relative to the Vacancy Sur-
vey stock of vacancies. The fi gure shows that neither is fi xed over time and 
both likely suff er from a changing level of bias. On the basis of the simple 
measure shown in fi gure 6.2, bias does not seem to be more of a problem 
for the Reed data than for the widely used JobCentre Plus vacancy data but 
it nonetheless does exist.

7. World Bank series: Individuals using the Internet (% of population) International Tele-
communication Union, World Telecommunication/ICT Development Report and database.

8. The cost of posting vacancies with Reed is not diff erentiated by sector or occupation.
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We can examine how much this bias is a problem at a more disaggregated 
level by taking advantage of the appearance of sectoral fi elds in both the 
Vacancy Survey and the Reed data. The mean annual ratios of the Reed to 
the Vacancy Survey stock of vacancies by sector are shown in fi gure 6.3. The 
annual coverage ratios of the sectoral vacancy counts of the Reed data rela-
tive to the Vacancy Survey data are closer to unity for some sectors than for 
others; for example, professional, scientifi c, and technical activities have a 
higher average coverage ratio than human health and social work activities. 
Such biases inevitably aff ect the stock of vacancies in the (unweighted) Reed 
data. For professional and scientifi c activities, information and communi-
cation, and administration, the Reed data are of comparable magnitude to 
the ONS estimates of  vacancies. This could be because those sectors are 
well represented by the Reed data, but there could also be measurement 
diff erences that mean that the composition is diff erent. Around 64 percent 
of vacancies have an annual ratio relative to the ONS survey with a median 
of greater than 20 percent. All are below unity, as would be expected if  they 
were representative of the ONS equivalent sectoral counts.9 The largest dif-
ferences in magnitude between vacancies by sector in the Reed data and 

9. If  the Vacancy Survey is taken to be a true benchmark, values above unity would mean 
that there was duplication or misclassifi cation in the Reed data.

Fig. 6.2 The percentage deviations of both the JobCentre Plus and Reed stocks of 
vacancies from their mean ratio relative to the Vacancy Survey stock of vacancies
Source: Reed, ONS, National Online Manpower Information System (NOMIS).
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the ONS data are for public administration and manufacturing. Together, 
these account for around 9 percent of vacancies in the last quarter of 2016 
according to the Vacancy Survey.

As noted, fi xed biases can be absorbed by cross- section fi xed eff ects. This 
does mean that there is potential for matching effi  ciencies calculated from 
these data to be biased. The Reed stock of vacancies is likely to be biased 
downward for lower- skill occupations, making the matching effi  ciencies of 
these occupations biased upward. This contrasts with the diff erential out-
fl ow bias noted earlier, which biases the same occupations’ matching effi  cien-
cies downward. We do not know which dominates.

Some of these representativeness biases may be overcome or mitigated by 
reweighting the Reed stocks of vacancies by sector. We do this by using the 
monthly sectoral (Standard Industrial Classifi cation) disaggregation of the 
Vacancy Survey and the fact that the Reed monthly stock of vacancies also 
has a sectoral breakdown. Their ratios are used as weights. Reweighting can 
almost completely eliminate any aggregate vacancy stock bias. It will reduce 
the online representativeness bias and the diff erential occupational repre-
sentativeness bias only to the extent that sectoral diff erences are correlated 
with these other compositional diff erences. Both online and occupational 
representativeness are likely to be strongly correlated with skill level, and 
skill level and sector are also strongly correlated. So, we expect that reweight-
ing by sector has a substantial eff ect on these two biases and the diff erential 
outfl ow bias of section 6.3.1 but cannot be sure of the quantitative extent 
of it. These biases, and others discussed in section 6.2, exist in the widely 
used JobCentre Plus data too.

In the reweighting, the stock weight of an individual vacancy v in sector 
i and month m is given by

Fig. 6.3 Mean annual ratios of the Reed to Vacancy Survey stock of vacancies by 
sector give an indication of where the Reed data have higher coverage (fi rst moment 
close to unity) and where the bias remains relatively static over time (small second 
moment)
Source: Reed, ONS.
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i,m = Vi,m
vs /Vi,m ,

with Vi,m
vs  the monthly stock of vacancies by sector according to the Vacancy 

Survey, and Vi,m the stock of vacancies from the Reed data. Note that the 
correlation of the reweighted Reed data with the aggregate Vacancy Survey 
is just smaller than unity. This is because of small diff erences between the 
ONS’s sectoral vacancy stocks and its aggregate measure of vacancies due 
to rounding and seasonal adjustments. In subsequent sections, we use the 
weighted Reed data.

The aggregate time series of the Vacancy Survey, raw Reed stock of vacan-
cies, and JobCentre Plus vacancies are shown in fi gure 6.4. Neither of the 
latter two have the same overall level of vacancies as the offi  cial statistics. 
The weighted Reed data, with lower bias, has increased variance relative 
to the unweighted series but provides a good fi t to the Vacancy Survey 
data. The correlations between the series, shown in table 6.1, show that the 
aggregate, unweighted Reed vacancy time series is better correlated with the 
Vacancy Survey measure than the JobCentre Plus data.

6.4  Matching Job Vacancy Text to Occupational Classifications

We wish to apply occupational labels to the job vacancies by making use 
of the text of the job title, job description, and job sector. Using the text of 

Fig. 6.4 The aggregate stock of vacancies from three data sources
Source: Reed, ONS, National Online Manpower Information System (NOMIS).
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the vacancies can be a powerful method to capture the stocks of diff erent 
kinds of vacancies, as can be demonstrated with a simple count, by year, 
of the roots of the words “data scientist,” “analyst,” “chef,” “nurse,” and 
“teacher.” Figure 6.5 shows the results of this count and documents the rise 
of data science as a distinct job from 2011 to 2016. From this fi gure, we can-
not know whether data scientist is rising due to new demand, extra terms in 
existing occupations, or because of substitution away from other roles (e.g., 
statistician). However, it would be prohibitively laborious to create a list of 
all possible job titles and search them individually. Ideally, we would want 
to count according to a well- defi ned and comprehensive classifi cation that 
would put jobs into buckets according to a taxonomy. As long as the level of 
granularity is not too fi ne, this would put jobs like data scientist into buckets 

Table 6.1 Correlation matrix of aggregate vacancy data

  JobCentre Plus  Vacancy Survey  Reed  Reed (weighted)

JobCentre Plus 1 0.71 0.68 0.69
Vacancy Survey — 1 0.93 0.98
Reed — — 1 0.90
Reed (weighted) —  —  —  1

Sources: Reed, ONS, National Online Manpower Information System (NOMIS).

Fig. 6.5 Counts of terms in job vacancy text designed to capture the job titles of 
“data scientist,” “analyst,” “chef,” “nurse,” and “teacher” (note the logarith-
mic scale)
Source: Reed, LFS.
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with jobs that require very similar skills and produce meaningful counts 
at the level of occupations. We develop and use an automated method for 
applying standardized occupational labels to job text. In order to use the 
Reed data most eff ectively for economic statistics, we label them with these 
standard classifi cations because they also exist in other offi  cial data—for 
example, on unemployment.

6.4.1  Matching Algorithm

In this section we describe the steps required to match job advertisements 
in the Reed data to offi  cial Standard Occupational Classifi cation (SOC) 
codes. We use the job title, job sector, and job description text as the inputs 
into an algorithm that outputs a 3- digit SOC code. We choose the 3- digit 
level rather than more granular levels because there is a trade- off  between 
more granularity and greater accuracy in classifying jobs according to the 
correct SOC codes. As the SOC system is hierarchical and nested, with four 
levels as shown in fi gure 6.6, generating SOC codes at the 3- digit level also 
delivers vacancies labeled by 1-  and 2- digit codes.

In order to perform matches, we need reference information about all 
3- digit SOC codes. We compile all publicly available text data, consisting of 
all known possible job titles and a short offi  cial description, for each SOC 
code and create a single text string from it. We use term frequency- inverse 
document frequency (tf- idf) vectors to represent these SOC code strings with 
a matrix with dimension T × D where t is a term from the text associated 
with a SOC code.10 Our terms are comprised of all 1–3- grams11 of salient 
words; that is, words that are likely to have a useful meaning in a job vacancy 
context (we will defi ne this formally below). For example, the phrase “must 

10. We use the scikit- learn Python package to do this.
11. An n- gram is all combinations of words with n words, so all 1–3- grams consist of all 

combinations of words with a length less than or equal to three words.

Fig. 6.6 Schematic of SOC code hierarchy
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know how to cook Italian recipes” might reduce to a salient- words- only 
phrase “cook Italian recipes”. This has 2- grams “cook Italian” and “Ital-
ian recipes” as well as 1- grams “cook,” “Italian,” and “recipes.” The term 
frequency vector of this phrase would have entries equal to zero apart from 
the columns representing these fi ve terms.

Rather than term frequency, which is defi ned as the pure count of the 
number of  times a term appears, we use tf- idf  to represent SOC codes. 
The “idf” part of tf- idf down- weights words that are common across the 
corpus and so less useful in distinguishing one vector from another. As an 
example, the word “work” may be salient as part of some n- grams but, as 
a single word, could also be very common in job advertisements. Let d be 
a document (in this case a text string corresponding to a 3- digit SOC code) 
with D documents (the number of unique 3- digit SOC codes) in total. The 
specifi c form of tf- idf we use is then given by

tf-idf(t,d ) = tf(t) idf(t,d ) = tf(t) ln
1 + D

1 + df(t,d )
+ 1 ,

where the document frequency, df(t, d ), is the number of documents in the 
corpus that contain term t and term frequency, tf(t), is the frequency of t. 
Each document can be represented as a vector of tf- idf scores, vd. These are 
normalized via the Euclidean norm so that vd = (vd / ||vd||).

The algorithm has four main stages: cleaning of  vacancy text, exact 
matching on titles, identifi cation of similar SOC codes, and fuzzy match-
ing. The full fl ow of the algorithm is shown in fi gure 6A.1 of the appendix. 
In more detail, the steps to match each vacancy in the dataset are:

• clean and combine the text of the job vacancy title, sector, and descrip-
tion, expanding any recognized acronyms in the process

• check whether the job title matches any known 3- digit SOC code titles 
(if  so, use this as an exact match)

• express the given vacancy as a vector using tf- idf
• identify the fi ve 3- digit SOC code vectors “closest” to the vacancy vector 

by cosine similarity
• choose from among these fi ve the best fuzzy match between the vacancy 

job title and all known 3- digit SOC code job titles

The cleaning process for text converts plural forms to singular forms (with 
some exceptions), expands abbreviations, removes stop words12 and non-
salient words, and removes digits, punctuation, and extra spaces.

Real job vacancies are represented in the vector space by calculating their 
tf- idf  score in the space of  terms from the original corpus of  SOC code 
descriptions and titles. A job vacancy is expressed as v . In our algorithm, 

12. Words that are not informative, typically conjunctions such as “and.”
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an arbitrary 3- digit SOC code is represented by vd. To calculate which SOC 
codes are closest to v , we solve

arg maxd{v v d}

for the top fi ve documents. This process allows us to estimate how “close” 
a given posted job vacancy is to the “golden image” jobs defi ned by each 
3- digit SOC code string. Of the top fi ve matches found in this way, the 
known title with the closest fuzzy match is chosen. This is implemented 
via the Python package fuzzywuzzy, which is based on Levenshtein dis-
tance (Levenshtein 1966). We experimented with just taking the closest SOC 
code match by cosine similarity but using the Levenshtein distance to select 
among the fi ve closest SOC code vectors provided better performance. We 
did not experiment with alternatives to Levenshtein distance.

In order to implement the algorithm, it was necessary to create three look-
 up dictionaries. The known titles dictionary represents known job titles and 
their associated SOC codes as tf- idf vectors and is also used to identify any 
exact job title matches, and for fuzzy matching. The text that is used to cre-
ate the vectors for each 3- digit SOC code combines all the known possible 
job titles for that SOC code in addition to a short offi  cial job description of 
it. The job titles are drawn from a set of around 104 possible titles covering 
all SOC codes. Publicly available ONS resources were used to generate this 
dictionary; the ONS Standard Occupational Classifi cation, an extract from 
which may be seen in table 6.2, and the Standard Occupational Classifi cation 
2010 Index, an extract from which is shown in table 6.3. As shown in fi gure 
6.6, the ONS Standard Occupational Classifi cation system is a hierarchical 
structure with four levels, and includes descriptions of each job. The Stan-

Table 6.2 An extract from the ONS occupational classifi cation structure that forms the basis 
of our known titles dictionary

Major 
group  

Submajor 
group  

Minor 
group  

Unit 
group  Group title

3 Associate professional and technical occupations
31 Science, engineering and technology associate professionals

311 Science, engineering and production technicians
3111 Laboratory technicians
3112 Electrical and electronics technicians
3113 Engineering technicians
3114 Building and civil engineering technicians
3115 Quality assurance technicians
3116 Planning, process and production technicians
3119 Science, engineering and production technicians n.e.c.

312 Draughtspersons and related architectural technicians
3121 Architectural and town planning technicians

      3122  Draughtspersons
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dard Occupational Classifi cation Index 2010 extends the ONS occupational 
classifi cation to capture around 30,000 alternative job titles across all unit 
groups. The known titles dictionary combines descriptions and all known 
titles from both sources to act as a reference list to match “raw” job vacancy 
titles against. Example entries are given in table 6.4.

We compiled an acronym expansion dictionary for processing the raw 
job title and job sector. It takes common within- occupation acronyms and 
expands them for clarity and to improve the quality of matches to the known 
titles dictionary. An example is the expansion of “rgn” to “registered general 
nurse.” The abbreviations were drawn from those commonly found in the job 
vacancies. The dictionary consists of a list of 219 abbreviations. Replacing 
acronyms with their expansions increases the likelihood of an exact match 
or a strong fuzzy match. The abbreviations were initially collected from a 

Table 6.3 An extract from Standard Occupational Classifi cation Index 2010 that forms part 
of our known titles dictionary

SOC 2010 INDEXOCC  IND  ADD

1221 Manager, centre, holiday
1225 Manager, centre, leisure
1139 Manager, centre, mail (postal distribution services)
1181 Manager, centre, postgraduate (health authority: hospital service)
1251 Manager, centre, shopping
1259 Manager, centre, skills
1225 Manager, centre, sports
1251 Manager, centre, town
1259 Manager, centre, training
1133 Manager, chain, supply
2424 Manager, change, business
2134 Manager, change, IT
2134 Manager, change (computing)
2134 Manager, change (telecommunications)
2424 Manager, change
3545 Manager, channel
1139 Manager, charity
7130 Manager, check- out
1225 Manager, cinema
1225 Manager, circuit (entertainment)
1190 Manager, circulation
1225 Manager, circus
3538 Manager, claims
6240 Manager, cleaning
1255 Manager, cleansing
3545 Manager, client (marketing)
3538 Manager, client (bank)
2462 Manager, client (British Standards Institute)
3538  Manager, client  (fi nancial services)   
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sample of 100,000 postings, where the set of words used in that sample was 
compared to the set of words in the offi  cial classifi cation reference corpus. 
The abbreviations were detected by checking for words that existed in the 
raw job postings but were not present in the set of the offi  cial classifi cation 
words. Those that occurred at least fi ve times were investigated by search-
ing for likely elaborations based upon the raw job titles and descriptions. 
Table 6.5 shows an extract from the acronym expansion dictionary.

We also created a known words dictionary that contains all words present 
in the ONS reference corpus (offi  cial and alternative ONS job titles and job 
descriptions). It is used to remove extraneous information from the titles of 
job vacancies; any term that is not in the dictionary is treated as a custom 
stop word and removed from the job vacancy titles before matching. This 
defi nes what we mean by salient terms. If  a term does not exist in our ONS 
reference corpus, then we cannot use it for exact or fuzzy job title matching. 
This means that the term does not help in matching and may hinder it by 
preventing the detection of an exact title match or strong fuzzy title match. 
This dictionary is generated from the known titles dictionary but excludes 
offi  cial minor and unit group descriptions. These descriptions were excluded 

Table 6.4 An extract from the known titles dictionary

SOC code Titles

214 conservation and environment professionals conservation professionals 
environment professionals conservation adviser countryside adviser 
environmental chemist marine conservationist coastal nature conservationist 
conservationist ecological consultant environmental consultant ecologist 
environmental engineer geoenvironmental engineer contaminated land 
engineer landfi ll engineer . . .

215 research and development managers research and development managers head 
research and development analytics manager creative manager research and 
development design manager process development manager manufacturing 
development manager research and development information manager 
research and development consumer insights manager insights manager 
laboratory manager passenger link manager government product manager . . .

Table 6.5 An extract from the acronym expansion dictionary

 Term Replace with  

rgn registered general nurse
ifa independent fi nancial adviser
nqt newly qualifi ed teacher
fl t fork lift truck
ce community employment
rmn registered mental nurse

 eyfs  early years foundation stage teacher 
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because they tend to contain more general words that might be irrelevant to 
a job. While descriptions are used when calculating cosine similarities, for 
exact and fuzzy job title matching it was decided to use a stricter list of stop 
words in order to increase the quality of the matches. Several additional 
words are deleted from the dictionary (and therefore from the job vacancy 
titles during matching). These words are “mini,” “x,” “London,” “nh,” “for,” 
“in,” “at,” “apprentice,” “graduate,” “senior,” “junior,” and “trainee.” There 
were two reasons for this. First, words that only qualify the level of senior-
ity, but do not change the occupation, may inhibit matching; so we wished 
to have “senior fi nancial analyst” classifi ed in the same way as “fi nancial 
analyst.” Second, there are words that are not common stop words and 
also exist in the offi  cial ONS titles but that do occur very frequently in job 
titles and so are not particularly informative. These were identifi ed via our 
exploratory analysis.

6.4.2  Evaluating the Performance of the Occupation Coding Algorithm

There is no perfect metric against which to score the quality of  SOC 
code assignment by our algorithm. Offi  cial classifi cations can be applied 
inconsistently. Schierholz et al. (2018) survey disagreements amongst those 
who code job titles into occupational classes, fi nding that the agreement 
overlap between coders is around 90 percent at the fi rst digit of the code 
(the highest level, for instance “Managers, Directors and Senior Offi  cials”) 
but reduces to 70–80 percent at the 3- digit level that we work with for SOC 
codes (for instance, “Managers and proprietors in agriculture related ser-
vices”). Automated approaches that use job title alone have even lower levels 
of agreement; Belloni et al. (2014) showed that algorithms that use job title 
alone agree on only 60 percent of records even at the top, 1- digit level of the 
International Standard Classifi cation of Occupations. Other evidence of 
poor consistency in coding comes from Mellow and Sider (1983), who fi nd 
an agreement level of only 57.6 percent for 3- digit occupational classifi ca-
tions, and Mathiowetz (1992). Additionally, not all job titles can be unam-
biguously assigned to an occupation. The algorithm that we contribute to 
match job vacancies (using both title and description) to SOC codes appears 
to reach at least the same level of agreement as do human coders.

To evaluate the quality of the labeling algorithm we developed, we asked 
the ONS to code a randomly chosen subset of  our data using their pro-
prietary algorithm. This algorithm is designed to process the responses to 
survey questions. The naturally occurring vacancy data contain job titles 
that often have superfl uous information (for instance, “must be willing to 
travel”), which can confuse a naive algorithm. Proprietary algorithms and 
algorithms used by national statistical offi  ces are typically designed for sur-
vey data, in which job title entries tend to be easier to parse and there is less 
extraneous information. Our algorithm must cope with a more challenging 
environment. We submitted 2 × 105 example vacancies to the ONS to run 
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through their automated SOC code labeling process. Due to superfl uous 
or missing information in the job title of the kind that would be unlikely 
to occur in survey data, their algorithm could only confi dently produce a 
label for around 34 percent of these. Note that our algorithm similarly uses 
the job title to determine the SOC code to apply, but that it additionally 
uses the job description. Of the 34 percent that the ONS’s approach could 
confi dently give labels to, our method of coding based on job title and job 
description found the same label for 91 percent of the vacancies.

We also performed a smaller evaluation with manually assigned SOC 
codes. Volunteers, some associated with the project, were given parts of a 
list of 330 randomly chosen job titles from vacancies posted in 2016. Job 
titles were manually entered into the ONS online occupation coding tool, 
which returns a short list of the most relevant SOC codes, and volunteers 
then make a subjective selection of the most relevant SOC code. This is then 
compared with the output of our algorithm, with only a match at the 3- digit 
level being counted as accurate. The results from both are shown in table 6.6. 
The results are similar to the levels of agreement seen between human cod-
ers. This algorithm is used in all applications of SOC codes to the Reed data.

In creating the algorithm, several areas of possible future improvement 
became clear. It always assigns a SOC code, but it could instead assign a 
probability or confi dence level to each SOC code and so allow for a manual 
coder to judge marginal cases. Historical data on vacancies and employment 
might also be used in marginal cases. We also found that occupations often 
come with both a level (e.g., manager) and a role (e.g., physicist). Better SOC 
assignment might result from explicitly extracting these two diff erent types 
of information, and perhaps distinguishing between the higher and lower 
levels using off ered salaries.

In interpreting the results based upon our SOC coding algorithm, it is 
useful to note that the less granular levels of classifi cation are likely to have 
fewer incorrect classifi cations. There is a trade- off , as going to more aggre-
gate classifi cations loses some of the rich heterogeneity that we fi nd in the 
data.

Since we developed our approach, we became aware of  several recent 
similar approaches. Atalay et al. (2017) label job vacancy advertisements 
appearing in US newspapers with SOC codes. Their approach shares some 

Table 6.6 Summary of evaluation of SOC coding algorithm against ONS coding 
(3- digit level)

   Manually assigned  Proprietary algorithm  

Sample size 330 67,900
 Accuracy  76%  91%  

Source: ONS.
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similarities with ours, including the use of cosine similarity, but is also dif-
ferent in several respects: our model is created from the offi  cial job category 
descriptions, while theirs is created from the vacancy text; while we use tf- idf 
to create a vector space, they use continuous- bag- of- words; and fi nally, they 
match to US SOC codes, while we match to UK SOC codes. We think that 
one advantage of creating the vector space from the offi  cial descriptions of 
SOC codes is that it only retains words or terms that are relevant to solving 
the problem of fi nding the right SOC code and discards all other words. This 
is not true when the vector space is created from the vacancy text. The vec-
tor space created the former way is inherently limited by the cardinality of 
SOC codes, which is a benefi t, rather than potentially growing indefi nitely as 
more job advertisements are added in the latter approach. Working with self- 
reported job title data from the German General Social Survey, Gweon et al. 
(2017) develop three diff erent statistical approaches to apply occupational 
classifi cations. Boselli et al. (2017, 2018) take a diff erent approach and manu-
ally label around 30,000 vacancies to then use a supervised machine learning 
algorithm to classify a further 6 million vacancies using ISCO (International 
Standard Classifi cation of Occupations) codes. We believe that the use of 
supervised machine learning to train a model could potentially produce 
more accuracy in matching (where accuracy is measured relative to the 
labels that a human coder would select). However, the maintenance cost 
of the supervised approach is higher; if  the SOC code standard changes, 
our approach would be trivial to update with the new master descriptions 
of each SOC code, but a supervised machine learning approach would need 
to be retrained with presumably 30,000 more vacancies labeled by humans. 
Similarly, applying the same approach in diff erent countries would require 
model retraining. Future work could usefully compare or combine all these 
methods on the same SOC matching problem.

6.5  Analysis of Processed Data

Once labeled with both regional NUTS codes and occupational SOC 
codes, the data allow for an entirely new perspective on the heterogeneity of 
labor demand within the UK. In this section, we report assorted summary 
statistics that illustrate this. Figure 6.7 shows the labor market tightness, 
θ = v /u , by 2- character NUTS code. Unemployment data come from the 
Labour Force Survey. The picture refl ects regional incomes, with the South 
East having higher tightness than Northern Ireland. However, there are 
isolated regions of tightness outside of the South East.

We can also look at changes in tightness that occur at an extremely dis-
aggregated level, although some caution should be taken in inferring too 
much from changes at the lowest possible levels of  disaggregation given 
that the data have been reweighted from a biased source. In fi gure 6.8 we 
plot the rolling two- quarter means of the three highest mean tightnesses 
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for 3- digit SOC codes. The appearance of nurses and welfare professionals 
in the three most tight occupations is consistent with the UK government’s 
“Shortage Occupation List.” Not shown are the bottom three occupations, 
which were elementary sales occupations, process operatives, and elemen-
tary agricultural occupations. While these are likely to have low tightnesses 

Fig. 6.7 Map of mean UK labor market tightness
Note: θ = u/u by 2- character NUTS code over the period 2008Q1–2016Q4. Some of the NUTS 
classifi cations are diff erent in the ONS data relative to the NUTS2010 standard (EUROSTAT 
2011). This causes problems for London (UKI). We map UKI1 to UKI3 and UKI2 to UKI5. 
This neglects the UKI6 and UKI7 categories in NUTS2010. These are shown as white in the 
plot.
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in part due to genuinely low demand, it is also likely that these jobs are not 
commonly posted online by fi rms.

Another useful check on the newly compiled vacancy data is that they 
satisfy similar stylized facts to the offi  cial data produced by the ONS. One 
such stylized fact is that the monthly sectoral vacancy stocks follow a Tay-
lor power law (Taylor 1961). Firm sizes have also been shown to satisfy 
this law (Gaff eo et al. 2012). Let i represent a region, occupation, or sector 
with Vt = (1/I ) iVt,i . Then the monthly mean and monthly variance, t

2, are 
related to each other as

t
2 = aVt

b ,

where the power, b, is sometimes called the index of aggregation.13 The ONS 
vacancies by sector strongly follow a Taylor power law with R2 = 0.857 and 
b = 2.037 ± 0.061. We show, in fi gures 6.9 and 6.10, that the breakdowns by 
NUTS and SOC respectively do both strongly follow Taylor power laws, giv-

13. 1 < b < 2 indicates that the variation falls with increasing size of region, occupation, or 
sector relative to what would be expected from a relationship with constant per vacancy vari-
ability, which is b = 2 (Kilpatrick and Ives 2003).

Fig. 6.8 The 3- digit SOC codes with the three highest mean tightnesses over the 
full time period
Source: Reed, LFS.
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Fig. 6.9 Monthly vacancy stocks, when aggregated by region into mean and vari-
ance, show a clear Taylor power law relationship
Source: Reed.

Fig. 6.10 Monthly vacancy stocks, when aggregated by occupation into mean and 
variance, show a clear Taylor power law relationship
Source: Reed.
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ing confi dence in the methods used to produce these statistics. We also high-
light the existence of these Taylor power laws in vacancy data as they could 
be useful for the calibration of heterogeneous models of the labor market.

The descriptive statistics of the Reed data at the disaggregated level seem 
to provide a plausible representation of vacancies by both occupation and 
region.

6.6  Use of Reed Vacancy Data

We demonstrate potential uses of these new economic statistics.
By combining Reed vacancy data labeled by occupation with data on 

unemployment and hires from the Labour Force Survey, we are able to esti-
mate Beveridge curves.14 These track the relationship between unemployment 
and vacancies over time. By utilizing vacancy data labeled by the text anal-
ysis technique developed, we are able to create Beveridge curves at the occu-
pational level.

At the aggregate level, we assume a matching function M that takes the level 
of vacancies and unemployment in discrete time as inputs and outputs the 
number of hires (per unit time) as in the comprehensive survey by Petrongolo 
and Pissarides (2001). Defi ne the aggregate number of hires, h, and matching 
function, M, with constant returns to scale (homogeneous of degree 1) as

h U,V( ) = M U,V( ) = U1 V ,

where ϕ is the matching effi  ciency and α is the vacancy elasticity of match-
ing. These are structural parameters. Matches and new hires from unem-
ployment are equivalent. At the disaggregated level, hires are given by hi. 
Hires based upon the theoretical matching function and a segment- specifi c 
matching effi  ciency are given by

(2) hi = iM(Ui,Vi ) = iUi
1 Vi .

The key structural parameters are the scale parameter of the matching func-
tion, ϕ, and the vacancy elasticity parameter, = (V /M)( M / V ) . The scale 
parameter is often interpreted as an indicator of the level of effi  ciency of 
the matching process; hence we refer to it as the “matching effi  ciency.” The 
elasticity parameter contains information about the severity of the conges-
tion externalities that searchers on either side of the labor market impose on 
each other. Econometric estimates are reported in full in Turrell et al. (2018). 
When the number of hires is equal to the job destruction rate and dU /dt = 0, 
the combinations of possible U and V values for a given set of matching 
parameters trace out a locus of points in U – V space. This is the Beveridge 
curve, and its empirical counterpart may be seen by plotting observed U and 
V values against one another.

14. See Elsby, Michaels, and Ratner (2015) for a comprehensive review.
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Figure 6.11 shows an aggregate fi tted Beveridge curve against aggregate 
vacancy- unemployment points at quarterly frequency for 2008 to 2017.15 
The aggregate matching effi  ciency is ϕ = exp{0.554 ± .037} (signifi cant to 
1 percent). Arrows indicate movements over time, and a shift toward higher 
unemployment during the Great Recession is evident, as is the high tightness 
in the last quarter of 2016.

Figure 6.12 shows the disaggregated equivalent of  fi gure 6.11, with 
Beveridge curves and quarterly u- v points for each 1- digit SOC code. The 
submarket- level Beveridge curves show that a single, aggregate Beveridge 
curve hides a great deal of  important variation in u- v space across SOC 
codes. There are signifi cant diff erences between the apparent curves as sepa-
rated by skill, with the curve for associate professional and technical occu-
pations shifted up relative to other occupations. There are also diff erences 
in spread. The driver of the spread varies by occupation; for the Caring, 
Leisure and Other Service occupation (1- digit SOC code 6), it is largely 
driven by vacancies, while what variation there is for Managers, Directors 
and Senior Offi  cials (1- digit SOC code 1) is driven by unemployment. We do 
not allow matching effi  ciency or job destruction rates to vary over the time 
period here so that the Beveridge curve is fi xed. In practice there are shifts in 

15. In the LFS data, there are discrepancies between the stocks implied by the fl ows in the 
longitudinal data and the stocks in the cross- sectional data. Due to this, we calibrate the job 
destruction rate in the Beveridge curves to give the best fi t to the data.

Fig. 6.11 Beveridge curve (line) vs. aggregate uu–vv data at quarterly frequency
Source: Reed, ONS.
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Beveridge curves, certainly at the aggregate level, and these are documented 
for the US in Barnichon et al. (2012). They fi nd that a break in the hires 
per vacancy shifted the curve so that the implied unemployment rate was 
2.8 percentage points lower than the actual unemployment rate. Our short 
time series makes a similar analysis diffi  cult here but the estimated Beveridge 
curves at the occupational level provide a good fi t for the entire period.

The patterns shown here could be aff ected by the biases discussed in sec-
tions 3.1 and 3.2. The vacancy stocks of higher numbered occupations are 
subject to both an upward bias, due to the likelihood of having vacancy 
durations shorter than the average across occupations and the six weeks 
assumed for the Reed data, and a downward bias, due to their being under-
represented amongst online vacancies posted at cost.

We now turn to the mismatch framework of Şahin et al. (2014) which, for 
heterogeneous labor markets, can determine the extent of unemployment 
that arises due to mismatch between jobseekers and job vacancies. Mismatch 
arises when there are barriers to mobility across distinct parts of the labor 
market, which we refer to as submarkets or market segments. Mismatch 
lowers the overall effi  ciency of the labor market; given the aggregate level of 
unemployment and vacancies, it lowers the rate of job fi nding. The mismatch 

Fig. 6.12 Beveridge curves (lines), estimated with Reed data, and Reed data 
(points) in uu–vv space for each 1- digit SOC code at quarterly frequency
Source: Reed, ONS.
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framework is also used by Smith (2012), Patterson et al. (2016), and Turrell 
et al. (2018)—from which the econometric estimates used here are drawn.

The Şahin et al. (2014) model provides counterfactuals due to a social 
planner who allocates the unemployed to search in submarkets so as to opti-
mize output. The social planner takes into account the matching effi  ciency 
and tightness of each submarket. Mismatch unemployment is defi ned as 
the gap between actual unemployment, u, and counterfactual unemploy-
ment, u*. We compute this mismatch unemployment rate in fi gure 6.13 using 
1- digit SOC codes. The biases that aff ect the stock of vacancies also aff ect 
estimates of  the matching effi  ciency, producing a bias both upward and 
downward for occupations with short vacancy durations and low online rep-
resentation, respectively. Upward and downward bias in matching effi  ciency 
make mismatch unemployment seem lower or higher, respectively. While 
these biases mean that the level of mismatch unemployment could be shifted 
relative to its true level, they are likely to be less important for following the 
trend in mismatch unemployment as they are relatively fi xed over the period 
under consideration. Following the recession caused by the Great Financial 
Crisis, mismatch unemployment gradually rose. The maximum infl ection 
point at the end of 2012 coincides with the UK’s last negative quarter- on- 
quarter GDP growth within the time period under consideration; mismatch 
unemployment subsequently falls more steeply during the recovery. Mis-
match between jobseekers and fi rms has been implicated as one driver of the 
UK’s productivity puzzle (Patterson et al. 2016) but the trend in mismatch 
unemployment seen here suggests that, while that could have been a factor 
up until 2013, the role it has played fell substantially between 2013 and 
2017.

Fig. 6.13 Mismatch unemployment, uu−vv* (seasonally adjusted)
Source: ONS, Reed.
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6.7  Conclusion

We mapped naturally occurring vacancy data into offi  cial occupational 
classifi cations in order to construct new economic statistics. The algorithm 
we have developed is especially useful for fi rms, recruitment agencies, and 
other researchers seeking to apply consistent occupational labels to freeform 
job descriptions. The tools and processes developed can be deployed on 
other vacancy data but could also be adapted to other types of naturally 
occurring text data.

We have considered the limitations due to bias and coverage in the Reed 
vacancy data presented. While there is undoubtedly bias in the data, we 
have provided a qualitative description of  it and how it might aff ect the 
estimates of the stock of vacancies. We also quantifi ed the biases by sector 
and reweighted the data in order to reduce the overall bias and increase the 
eff ective coverage of the data. The bias we fi nd is no worse than in other 
widely used UK vacancy microdata. Example applications demonstrate the 
utility of these data for analysis.

These datasets are a complement, not a replacement, for existing survey- 
based approaches to constructing economic statistics because those exist-
ing statistics are required to assess the extent of bias and coverage in new 
datasets, and to create weighting schemes. We have shown that the Reed 
data, transformed by text analysis, can augment existing offi  cial statistics 
because they can give estimates of vacancies by occupation and region that 
survey data do not, and because of their vast scale. That scale permits very 
disaggregated analysis that can substantially benefi t labor market research.
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7.1  Introduction

The Economic Census (EC) is the most comprehensive collection of busi-
ness activity data conducted by the US Census Bureau. Every fi ve years 
(those ending in 2 and 7), businesses are mandated to provide information 
including total sales, product sales, payroll, employment, and industry clas-
sifi cation for each establishment that they operate. In addition, businesses 
are asked to identify whether they are affi  liated with a franchise, and if  
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so, whether they are a franchisor or franchisee. Data from the 2007 and 
2012 Censuses indicated that, between the two time periods, the number 
of  franchise- affi  liated business establishments declined from 453,326 to 
409,104, a 9.8 percent decrease. In contrast, comparable data derived from 
franchise license agreements and produced by FRANdata, a research and 
advisory company and the strategic research partner of the International 
Franchise Association (IFA), showed a 4 percent increase in the number of 
franchise- affi  liated establishments during this period.

One reason for this discrepancy was the decline, between 2007 and 2012, 
in resources the Census Bureau was able to dedicate to the manual evalua-
tion of survey responses in the franchise section of the EC. After the 2007 
EC, Census Bureau staff  compared survey responses to FRANdata and 
followed up with respondents over the phone. Through this process, a sig-
nifi cant number of  establishments that were not originally designated as 
franchise affi  liated based on their EC responses were recoded as franchise 
affi  liated. Unfortunately, in 2012, comparable resources were not available to 
conduct this extensive manual editing, contributing to the measured decline 
in franchise- affi  liated establishments.1

The diff erences between the 2007 and 2012 Censuses show that, in order 
to ensure an accurate count of franchise- affi  liated establishments, the qual-
ity of respondents’ answers on the EC survey form must be evaluated after 
collection. However, limited resources make it diffi  cult to manually conduct 
such an evaluation. In this paper, we examine the potential of partially auto-
mating this process for the 2017 EC. Specifi cally, we combine external data 
collected from the web with new machine learning algorithms designed for 
fuzzy name and address matching to quickly and accurately predict which 
establishments in the 2017 EC are likely to be franchise affi  liated and then 
compare our prediction to the responses (or nonresponses) for these estab-
lishments on the franchise section of the survey.2

To implement our procedure, we fi rst obtain external data on franchise- 
affi  liated establishments from two sources. First, we scrape information 
directly from franchise websites. This approach has the advantage of provid-
ing highly accurate and up- to- date information on a particular franchise’s 
establishments. However, it also requires custom scraping scripts to deal 
with the idiosyncrasies of each website. Second, we harvest data by query-
ing Yelp’s application programming interface (API).3 This approach has 

1. Another reason for the discrepancy, as discussed in section 7.2.6, was a growth in catego-
ries of franchise- affi  liated establishments that were captured by FRANdata, but often missing 
from the EC data.

2. The Economic Census (EC) is conducted at the fi rm level, not the establishment level. 
However, a surveyed fi rm gives information about each of its establishments. Thus, while a 
survey response may refer to a particular establishment, no one located at that establishment 
necessarily fi lled out the survey form.

3. Yelp is a search service that publishes crowdsourced reviews of local business establish-
ments. In addition to providing information on its website (yelp .com) and mobile app, Yelp 
provides information through an application programming interface (API).
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the advantage of scalability—only a single script needs to be written and 
maintained. In addition, Yelp’s API provides information not typically avail-
able elsewhere, such as establishment- level average customer ratings. Unfor-
tunately, data harvested from Yelp’s API is not always complete or timely.

After collecting the external data, we use new record- linking software 
developed at the US Census Bureau (Cuff e and Goldschlag 2018) to link 
external establishments (both web- scraped and Yelp- queried) to the US 
Census Bureau Business Register (BR), a comprehensive list of all US busi-
ness establishments. The software—Multiple Algorithm Matching for Bet-
ter Analytics (MAMBA)—constructs predictive features using name and 
address information, and feeds these features into a random forest, gen-
erating predicted probabilities of  matches. In our case, for each external 
establishment MAMBA identifi es the establishments in the BR that are 
most likely to be a positive match, and thus likely to be franchise affi  liated. 
Finally, we link these matched establishments to the 2017 EC and compare 
MAMBA’s predictions of franchise affi  liation to respondents’ answers on 
the franchise section of the survey form.

Overall, we fi nd that approximately 70–80 percent (depending on the 
source of external data) of establishments that MAMBA predicts to be fran-
chise affi  liated and are in the 2017 EC (with processed forms) are identifi ed 
as franchise affi  liated on the survey form—that is, MAMBA’s prediction and 
the form responses are consistent. However, this implies that for 20–30 per-
cent of establishments, MAMBA predicts them to be franchise affi  liated, 
but they are not identifi ed as such on the survey form—that is, there is a 
discrepancy between MAMBA’s prediction and form responses. Manual 
investigation of these discrepancies reveals that in most cases the establish-
ments are, indeed, franchise affi  liated. That is, the MAMBA prediction is 
correct, and the respondent mistakenly fi lled out the EC form.4 Thus, we are 
able to identify, with a high degree of accuracy and minimal manual inves-
tigation, franchise- affi  liated establishments that are mistakenly labeled as 
not being franchise affi  liated in the 2017 EC. Recoding these establishments 
increases the unweighted number of franchise- affi  liated establishments in 
the 2017 EC by 22–42 percent.

In sum, our approach of leveraging external data in combination with 
machine learning provides a way to reap the benefi ts of manually investigat-
ing the quality of 2017 EC responses to franchise questions, but in a mostly 
automated and cost- eff ective way. In particular, it allows us to identify a 
large set of establishments that are likely franchise affi  liated but will not be 
counted as such if  their 2017 EC survey forms are taken at face value. Thus, 
for the 2017 EC, our approach should prove useful in avoiding the under-
counting of  franchise- affi  liated establishments that occurred in the 2012 

4. In this context, a franchise- affi  liated respondent can “mistakenly” fi ll out the EC form in 
two ways. First, they may not respond to the franchise section of the survey—a nonresponse 
mistake. Second, they may respond to the franchise section of the survey but claim not to be 
franchise affi  liated—an incorrect response mistake.
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EC and was only avoided in the 2007 EC by the dedication of substantial 
resources to manual curation.

The rest of this paper is organized as follows. The next section discusses 
the data—both external and restricted use—that we use in our analyses. 
We also discuss possible alternative sources of external data on franchise- 
affi  liated establishments that may overcome some of the shortcomings of the 
web- scraped and Yelp- queried data. Section 7.3 discusses the linking of 
web- scraped and Yelp- queried establishments to the 2017 BR and the 2017 
EC. Section 7.4 compares the MAMBA predictions of franchise affi  liation 
to survey form responses on the franchise section of the 2017 EC. Section 
7.5 concludes.

7.2  Data

This project uses external data on franchise- affi  liated establishments from 
two sources: (1) scraped directly from franchise websites (“web- scraped 
establishments”) and (2) harvested from Yelp’s API (“Yelp- queried establish-
ments”). We also use franchise- level information from the FranchiseTimes 
Top 200+ list and restricted- use data maintained by the US Census Bureau, 
including the 2017 BR and the 2017 EC.

7.2.1  FranchiseTimes

The FranchiseTimes is a trade publication that publishes news and data 
about franchising in the United States. Since 1999, it has published informa-
tion on the largest US- based franchises, and in recent years it has published 
information on the largest 500 franchises in its “Top 200+” list. Among 
other information, the list reports the number of US establishments for each 
franchise. We use the Top 200+ list as a frame for franchises when querying 
Yelp’s API (see section 7.2.3) and as an independent source to validate the 
establishment counts obtained using external data (see section 7.2.4).

7.2.2  Franchise Websites

We scrape establishment- level data directly from the websites of 12 fran-
chises: 7- Eleven, Ace Hardware, Burger King, Dunkin’ Donuts, Great Clips, 
KFC, Marco’s Pizza, McDonald’s, Midas, Pizza Hut, Subway, and Wendy’s. 
We refer to these 12 franchises as our “core” set of franchises. Though the 
list, like franchising generally, is restaurant heavy, we made eff orts to collect 
several nonrestaurant franchises. Throughout 2017—the reference period 
for the 2017 EC—scripts were written and run to scrape establishment- 
level data using the “Find a Location” feature available on most franchise 
websites.5 For a given franchise website, the script uses a zip code to submit 

5. All scripts were run from outside the Census Bureau’s IT system and the data were then 
transferred to Census. However, the goal is to formalize this process for the 2022 EC and run 
all scripts from within the Census Bureau’s IT system.
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a query for locations. By iteratively submitting a query for all US zip codes, 
we are able to obtain an exhaustive list of establishments affi  liated with the 
franchise. This process yielded information on 90,225 franchise- affi  liated 
establishments.6 Crucially for linking to the BR, this information always 
includes the address of each establishment.

Obtaining establishment- level information directly from franchise web-
sites has several advantages. First, it yields data close to “ground truth”—
since a franchise has a strong incentive to maintain a complete and up- to- 
date list of locations on its website, we are unlikely to fi nd a more accurate 
source of information about the existence of individual franchise establish-
ments. Second, there is no ambiguity regarding the franchise with which an 
establishment is affi  liated—if an establishment is returned from a query of 
franchise A’s website, we can be confi dent that the establishment is, in fact, 
affi  liated with franchise A (as noted below, this is not always true for Yelp- 
queried establishments).

Lack of scalability is a disadvantage of obtaining information directly 
from franchise websites. Since each website has its own peculiarities, a cus-
tom script must be written and maintained for each franchise. Moreover, 
franchise websites often change, making the task of maintaining working 
scripts more diffi  cult.

Another disadvantage is ambiguity regarding the terms of use for fran-
chise websites (as noted below, no such ambiguity exists for Yelp’s API). 
One franchise website explicitly allows accessing the site as long as scripts 
do not do so in a “manner that sends more request messages to the . . . 
servers in a given period of  time than a human can reasonably produce in 
the same period by using a conventional online Web browser.” We scraped 
the data using Python’s selenium package—this allows a script to interact 
with a website in a point- and- click fashion, which signifi cantly reduces the 
load on servers hosting franchise websites and which we initially believed 
was consistent with the terms of use for these websites. However, further 
review of  the core franchise websites indicates that there is typically stan-
dard language prohibiting data collection without caveat. A representative 
example of  prohibited activity includes “Use or launch any unauthorized 
technology or automated system to access the online services or extract 
content from the online services, including but not limited to spiders, 
robots, screen scrapers, or offl  ine readers. . . .” In the future, the Census 
Bureau can follow the lead of  the Bureau of  Labor Statistics, which obtains 
permission from each company to scrape their websites for price data. This 
would increase the cost of  collecting location information directly from 
franchise websites, but the high quality of  the data may make this extra 
cost worthwhile.

6. For this paper, we collected a one- time snapshot of 2017 establishments. We did not con-
tinuously scrape information from franchise websites over the course of the year.
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7.2.3  Yelp API

Yelp is a search service that publishes crowdsourced reviews of local busi-
ness establishments. In addition to providing information on its website 
(yelp .com) and mobile app, Yelp provides information through an applica-
tion programming interface (API). We obtained the Yelp data by repeatedly 
querying its API using the names of the 500 franchises listed in the 2017 
FranchiseTimes Top 200+ and approximately 3,000 county names.7 This 
process took place in 2017 and resulted in a harvest of 220,064 establish-
ments affi  liated with at least one of the 500 queried franchises and 63,395 
establishments affi  liated with one of the 12 franchises for which we have 
web- scraped data (again, we refer to these 12 as “core” franchises). From the 
list of 500 franchises, 496 have at least one establishment in Yelp.

The primary advantage of using the Yelp API is scalability—a single script 
can be used to obtain establishment- level data on any franchise. Another 
advantage is the uniformity of the Yelp data across all establishments, and 
thus its comparability across franchises. In particular, all establishments 
across all franchises have address information—which, as noted, is crucial 
for linking to the BR.

The main disadvantage is that Yelp data are generated through user 
reviews and are inevitably incomplete. For a given franchise, this incom-
pleteness likely decreases the number of establishments in the BR that we can 
identify as being affi  liated with the franchise. In addition, Yelp may be slow 
to expunge establishments that no longer exist. A second disadvantage is 
ambiguity regarding the franchise with which an establishment is affi  liated. 
When a franchise name is used to query Yelp’s API, not all harvested estab-
lishments are actually affi  liated with the queried franchise. For instance, a 
query for “franchise A” might yield several establishments affi  liated with 
that franchise but might also yield other nearby establishments affi  liated 
with “franchise B” (or nearby establishments not affi  liated with any fran-
chise). Thus, it is crucial to identify which establishments harvested from a 
query for a franchise are actually affi  liated with that franchise. We are able 

7. Here is the section of the Yelp API terms of use that allows for the bulk download of data 
for noncommercial use: “You agree that you will not, and will not assist or enable others to: 
a) cache, record, pre- fetch, or otherwise store any portion of the Yelp Content for a period 
longer than twenty- four (24) hours from receipt of the Yelp Content, or attempt or provide a 
means to execute any ‘bulk download’ operations, with the exception of using the Yelp Content 
to perform non- commercial analysis [our emphasis] (as further explained below) or storing Yelp 
business IDs which you may use solely for back- end matching purposes . . . Notwithstanding 
the foregoing, you may use the Yelp Content to perform certain analysis for non- commercial 
uses only, such as creating rich visualizations or exploring trends and correlations over time, so 
long as the underlying Yelp Content is only displayed in the aggregate as an analytical output, 
and not individually . . . ‘Non- commercial use’ means any use of the Yelp Content which does 
not generate promotional or monetary value for the creator or the user, or such use does not 
gain economic value from the use of our content for the creator or user, i.e. you.” See: https:// 
www .yelp .com /developers /api _terms.
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to eff ectively address this issue by taking advantage of the structure of Yelp 
URLs, which typically contain franchise name information (see appendix 
A for details).

7.2.4  Comparing External Data

In this section, we compare establishment counts from the FranchiseTimes 
and our two sources of external data. We display these counts in table 7.1. 
As noted, across the 12 core franchises we harvested 90,213 web- scraped 
establishments and 63,395 Yelp- queried establishments. The FranchiseTimes 
indicates that there are 91,363 establishments affi  liated with these 12 fran-
chises. There are an additional 156,669 Yelp- queried establishments affi  li-
ated with the other 488 (noncore) franchises. The FranchiseTimes indicates 
that there are 284,716 establishments affi  liated with these other franchises.

Overall, these counts make it clear that the Yelp- queried data are usu-
ally less comprehensive than the web- scraped data—they do not contain 
all establishments for all franchises. Indeed, for all but two franchises (Pizza 
Hut and Midas), the number of  web- scraped establishments exceeds the 
number of Yelp- queried establishments.

7.2.5  Business Register (BR)

The BR is a comprehensive list of  US businesses, containing informa-
tion on approximately 1.8 million establishments affi  liated with 160,000 
multiunit fi rms, 5 million single- unit fi rms, and 21 million nonemployer 

Table 7.1 Establishment counts for external data

Franchise  Web- scraped  Yelp- queried  FranchiseTimes

Subway 27,085 13,556 26,741
McDonald’s 14,153 12,060 14,153
Burger King 7,139 6,223 7,156
Pizza Hut 6,022 6,116 7,667
Wendy’s 5,721 5,535 5,739
Marco’s Pizza 838 789 770
KFC 4,193 3,871 4,167
Dunkin’ Donuts 8,839 4,697 8,431
7- Eleven 7,624 4,067 7,008
Great Clips 3,702 3,163 3,945
Midas 1,081 1,258 1,125
Ace Hardware 3,816 2,060 4,461

Other (488 non- Core) . 156,669 284,716
Total (12 Core) 90,213 63,395 91,363
Total (All 500)  90,213  220,064  376,079

Notes: We used the FranchiseTimes list to avoid disclosure risk from using confi dential Census 
Bureau or IRS data. All external data were harvested from outside the Census Bureau’s IT 
system.
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fi rms (DeSalvo, Limehouse, and Klimek 2016). It is updated continuously 
and serves as the frame for most business surveys conducted at the Census 
Bureau—including the EC. Since we scraped data from franchise websites 
and queried Yelp during 2017, we linked these external establishments to 
the 2017 BR.

The BR contains a wide range of information on each establishment, includ-
ing industry, legal form of organization, payroll, and employment. Crucially 
for linking to our external data, it also contains information on the name 
and address of each establishment.

7.2.6  Economic Census

The EC is a quinquennial survey (conducted in years ending in 2 and 7) 
and is the most comprehensive collection of business activity data conducted 
by the US Census Bureau. Businesses are mandated to provide information 
including total sales, product sales, payroll, employment, and industry clas-
sifi cation for each establishment that they operate.8 In addition, businesses 
are asked whether they are affi  liated with a franchise, and if  so, whether they 
are a franchisor or franchisee.9 Prior to the 2007 EC, franchise status was col-
lected only for restaurants. In the 2007 and 2012 Censuses, businesses across 
295 North American Industrial Classifi cation System (NAICS) industries 
were asked whether any of their establishments operated under a trademark 
authorized by a franchisor. In an attempt to reduce underreporting, the 2017 
EC franchise status question was modifi ed to ask whether an establishment 
operates under a trademark or brand authorized by a franchisor.

As noted in the introduction, FRANdata, a research/advisory company 
and the strategic research partner of the International Franchise Associa-
tion (IFA), uses active franchise license agreements to construct a database 
on franchise- affi  liated establishments. In contrast to EC data, which indi-
cates a decline from 453,326 to 409,104 in the number of franchise- affi  liated 
establishments between 2007 and 2012, comparable FRANdata indicates a 
4 percent increase in franchise- affi  liated establishments. After the release of 
the 2012 EC, Census Bureau staff , in collaboration with representatives from 
IFA and FRANdata, set out to identify the reasons for this discrepancy.

The fi rst main reason for the discrepancy was a growth in categories of 
franchise- affi  liated establishments that were captured by FRANdata but 
were often missing from the EC data. For instance, franchise- affi  liated 
establishments located in another retail outlet, such as a big- box store, are 
often not counted as a separate business establishment in the EC. In addi-

8. An establishment is defi ned as the smallest operating unit for which businesses maintain 
distinct records about inputs, such as payroll and operating expenses. In practice, establish-
ments are typically individual business locations. See: https:// www .census .gov /eos /www /naics 
/2017 NAICS /2017 _NAICS _Manual .pdf, page 19.

9. Franchise data were also collected as part of the Survey of Business Owners (SBO) and 
the Annual Survey of Entrepreneurs (ASE).
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tion, multiple franchises are often operated out of a single location, such 
as a travel plaza. However, as the entity that fi lls out the EC survey form, 
the travel plaza only counts as a single franchise- affi  liated establishment. 
Finally, some franchises are owned by institutions that are out of scope to 
the EC, such as colleges and universities and government agencies.

The second main reason for the discrepancy is that in 2007, a Census 
Bureau staff  member spent approximately three months evaluating EC 
survey responses, comparing them to FRANdata and following up with 
respondents over the phone. Through this process, a signifi cant number of 
establishments owned by fi rms that did not fi ll out the franchise section on 
the EC form (i.e., item nonresponse) were recoded to franchise affi  liated. In 
addition, a smaller number of establishments owned by fi rms that claimed 
not to be franchise affi  liated were recoded as franchise affi  liated (i.e., incor-
rect response). In 2012, comparable resources were not available to conduct 
this extensive manual editing, contributing to a measured decrease in the 
number of franchise- affi  liated establishments. The substantial number of 
labor hours needed to fully validate and correct the franchise section on the 
EC form served as motivation in this paper to pursue alternative methods 
that could be used to quickly and accurately identify (and when necessary, 
reclassify) franchise- affi  liated establishments in the 2017 EC.

7.2.7  Other Possible Sources of External Data

Though franchise websites are an attractive source for harvesting 
establishment- level franchise data, as noted earlier, this approach has some 
serious disadvantages. In particular, it is diffi  cult to scale—both because 
many scraping scripts must be written and maintained and because prohi-
bitions on scraping in websites’ terms of use requires obtaining permission 
from each company. The use of Yelp’s API is more promising with regard 
to terms of use, but as noted, coverage is incomplete. In this section, we dis-
cuss two alternative sources of establishment- level data on franchises that 
may allow us to achieve comprehensive coverage without violating websites’ 
terms of use.

7.2.7.1  Search Engine Location Services

One possible alternative approach relies on location services provided by 
search engine companies. For example, Google provides the Google Places 
API and Microsoft’s Bing provides the Bing Maps Locations API. A user 
can submit a franchise name and location information (e.g., the zip code or 
a county/city/state combination) and addresses of the franchise- affi  liated 
establishments in that location are returned. The main advantages of this 
approach are that Google and Bing continually curate and maintain an up- 
to- date list of  business addresses, ensuring high- quality and timely data, 
and that only a single script needs to be written to query an API, ensuring 
scalability. The main disadvantage of this approach is cost. For instance, to 
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ensure comprehensive coverage of 500 franchises across 3,141 counties, we 
would need to submit over 1.5 million queries to an API, which would cost 
over $7,500 using Google and over $4,500 using Bing.

7.2.7.2  State Government Websites

The off er and sale of a franchise requires compliance with federal and 
state franchise laws. While federal law provides a franchise regulatory frame-
work, some states have enacted supplemental franchise laws. In particular, 
14 states known as “franchise registration states” require the registration of 
franchisors’ Franchise Disclosure Documents (FDDs), which are another 
possible source of establishment- level franchise data.10 One major advan-
tage of this source is the avoidance of terms of use violations. Indeed, Census 
Bureau policy currently allows the scraping of government websites, and the 
Scraping Assisted by Learning (SABLE) software (Dumbacher and Dia-
mond 2018), which has built- in checks to ensure compliance with a website’s 
terms of use, is already used for this purpose. An additional advantage is that 
FDDs list franchisees, allowing us to distinguish between franchisee-  and 
franchisor- owned establishments within each brand.

7.3  Linking the Data

We link the external establishments scraped from franchise websites and 
queried from Yelp’s API to the 2017 EC in two steps. First, we use MAMBA 
to link the external establishments to establishments in the 2017 BR. Second, 
the subset of external establishments that are successfully matched to the BR 
are then linked to establishments in the 2017 EC. These steps are described 
in detail in the rest of this section.

7.3.1  Linking External Establishments to BR Establishments

MAMBA, developed by Cuff e and Goldschlag (2018), is specialized soft-
ware designed to link business establishments from external data sources 
to establishments in the BR. It does this by constructing predictive fea-
tures using name and address information, and then feeding these features 
into a random forest, which generates predicted probabilities of matches. 
In our case, for each external establishment (web- scraped or Yelp- queried), 
MAMBA identifi es the establishments in the BR that are most likely to be 
positive matches. In this context, because all our external establishments 
are affi  liated with a franchise, MAMBA essentially identifi es a subset of BR 
establishments that are likely to be franchise affi  liated.

10. These states include California, Hawaii, Illinois, Indiana, Maryland, Michigan, Min-
nesota, New York, North Dakota, Rhode Island, South Dakota, Virginia, Washington, and 
Wisconsin. On 3/11/2019, a review of active FDDs for Wisconsin suggested the existence of 
1,401 active franchises—well in excess of the 500 contained in the FranchiseTimes Top 200+. 
See https:// www .wdfi  .org /apps /franchiseefi ling /activeFilings .aspx for the current list.
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The results of this linking exercise are displayed in table 7.2.11 The row titled 
“External Estabs” shows that, as discussed, there are 90,213 web- scraped 
establishments, 63,395 core Yelp- queried establishments, and 156,669 non-
core Yelp- queried establishments. The row titled “Any Match” shows that 
approximately 65,000 (72 percent), 47,500 (75 percent), and 93,000 (59 per-
cent) of  these are matched to a BR establishment. Thus, it is clear that 
establishments affi  liated with a core franchise are much more likely than 
those affi  liated with a noncore franchise to match to a BR establishment.

Note that in the “Any Match” row, a given BR establishment may be 
matched to more than one external establishment.12 The next row, titled 
“1- to- 1 Match,” shows that approximately 57,500 (64 percent) web- scraped, 
44,500 (70 percent) core Yelp- queried, and 89,000 (57 percent) noncore Yelp- 
queried establishments are 1- to- 1 matches with a BR establishment—that 
is, an external establishment uniquely matches to a BR establishment and 
the BR establishment matches uniquely back to the external establishment. 
Since we know external establishments are affi  liated with a franchise, these 
1- to- 1 matches can be treated as BR establishments that MAMBA predicts 
to be franchise affi  liated.

7.3.2  Linking 1- to- 1 Matches to the Economic Census

Our next step is to link the BR establishments that MAMBA predicts 
as being franchise affi  liated (i.e., external establishments that are 1- to- 1 
matches with a BR establishment) to the 2017 EC.13 This allows us to exam-
ine whether MAMBA’s predictions are consistent with whether an establish-
ment is characterized as franchise affi  liated on their EC form.

11. Since core Yelp- queried establishments are affi  liated with the same 12 franchises as the 
web- scraped establishments, there is substantial overlap between the two data sources (see 
appendix B), and so combining them will create duplicate establishments. To prevent this, 
web- scraped and Yelp- queried establishments are separately matched to the BR (though core 
and noncore Yelp- queried establishments are matched at the same time).

12. Since web- scraped and Yelp- queried establishments are separately matched to the BR, 
these multiple matches are not driven by the fact that some web- scraped establishments cor-
respond with establishments in the Yelp- queried data and vice versa. Indeed, these multiple 
matches occur even within each source of external data—that is a BR establishment may match 
to multiple web- scraped establishments or multiple Yelp- queried establishments.

13. We use EC fi les captured in May 2019.

Table 7.2 Match of external establishments to Business Register (BR)

  Web- scraped  Yelp (Core)  Yelp (non- Core)

External establishments 90,213 63,395 156,669
Any match 65,000 47,500 93,000
1- to- 1 match  57,500  44,500  89,000

Notes: The counts in the “External establishments” row are exact and the counts in the “Any 
match” and “1- to- 1 match” rows are rounded. All counts are unweighted.
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Once an external establishment is linked to the BR, it is straightforward 
to link it to the EC using an internal establishment identifi er. Table 7.3 sum-
marizes this link. The row labeled “1- to- 1 Match with BR” shows that, as 
in table 7.2, there are approximately 57,500 web- scraped, 44,500 core Yelp- 
queried, and 89,000 noncore Yelp- queried establishments that MAMBA 
identifi es as 1- to- 1 matches with a BR establishment. The row labeled “Sur-
veyed in 2017 EC” shows that approximately 52,500 (91 percent), 40,500 
(91 percent), and 78,500 (88 percent) of these are included in the 2017 EC. 
Since the processing of the 2017 EC is still ongoing, the row labeled “2017 
EC Form Processed” reports the number of 1- to- 1 matches that are included 
in the 2017 EC whose forms have been processed—approximately 29,000 
(55 percent) web- scraped, 21,500 (53 percent) core Yelp- queried, and 41,000 
(52 percent) noncore Yelp- queried establishments.

For most of the remainder of the paper, we focus on these 29,000 web- 
scraped and 62,500 Yelp- queried (21,500 core and 41,000 noncore) estab-
lishments. These are the subset of establishments that MAMBA predicts to 
be franchise affi  liated, for whom we can also examine survey responses (or 
nonresponses) about their franchise status on the 2017 EC form.

7.4  Evaluating Responses on the 2017 Economic Census

As noted in the previous section, we have 29,000 web- scraped, 21,500 core 
Yelp- queried, and 41,000 noncore Yelp- queried establishments that are both 
predicted to be franchise affi  liated by MAMBA and have had their survey 
forms processed for the 2017 EC. This gives us a unique opportunity to 
examine whether survey responses about the establishments are consistent 
with MAMBA’s predictions, and if  they are inconsistent, examine which is 
correct.

Table 7.4 examines these responses to the 2017 EC survey form. The row 
titled “Franchisor or Franchisee” shows the number of establishments that 
respondents claim to be franchise affi  liated. As the row name suggests, an 
establishment is classifi ed as franchise- affi  liated if  the respondent claimed to 
be either a franchisor or franchisee on its EC survey form. We see that 21,500 
(74 percent) web- scraped, 16,500 (77 percent) core Yelp- queried, and 28,500 
(70 percent) noncore Yelp- queried establishments are identifi ed as franchise 

Table 7.3 Match of 1- to- 1 establishments to Economic Census (EC)

  Web- scraped  Yelp (Core)  Yelp (non- Core)

1- to- 1 match with BR 57,500 44,500 89,000
Surveyed in 2017 EC 52,500 40,500 78,500
EC form processed  29,000  21,500  41,000

Note: All counts are rounded and all are unweighted.
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affi  liated by respondents, consistent with MAMBA’s prediction. Thus, for a 
majority of establishments, the MAMBA prediction and EC form agree that 
the establishment is franchise affi  liated, with somewhat higher proportions 
for establishments affi  liated with our 12 core franchises. However, the row 
labeled “Not Affi  liated or Not Answered” shows that this leaves a substan-
tial number of establishments—7,400 (26 percent), 5,000 (23 percent), and 
12,500 (30 percent)—that respondents claim not to be franchise affi  liated, 
contradicting MAMBA’s prediction. An establishment is classifi ed as not 
being franchise affi  liated if  the respondent either did not fi ll out the franchise 
portion of its EC survey form or did fi ll it out but claimed that the estab-
lishment was not franchise affi  liated. Both these groups are classifi ed as not 
being franchise affi  liated because they would be classifi ed as such if  their EC 
forms were taken at face value. Overall, table 7.4 shows that a substantial 
portion of establishments have confl icting information.

These confl icts raise a crucial question: for how many establishments 
is MAMBA’s prediction correct and for how many establishments is the 
EC survey form correct? To the extent that MAMBA correctly identifi es 
franchise- affi  liated establishments that respondents mistakenly label as not 
being franchise affi  liated, this information can be used to recode incorrect 
EC forms and improve the accuracy of  the count of  franchise- affi  liated 
establishments in the 2017 EC.

We answer this question by taking random samples of  the 7,400 web- 
scraped and 17,500 Yelp- queried establishments for which the MAMBA 
prediction and EC form are inconsistent, manually comparing the name 
and address information from the BR to the franchise name and address 
information from the external data, and determining whether the establish-
ments are, in fact, true matches. Note that this is the only manual part of 
our process. The results of this manual validation are displayed in table 7.5.

As in table 7.4, there are approximately 7,400 web- scraped, 5,000 core 
Yelp- queried, and 12,500 noncore Yelp- queried establishments that EC 
respondents report are not franchise affi  liated, but that MAMBA predicts 
to be franchise affi  liated. Manual investigation reveals that in most cases, 
MAMBA’s prediction of franchise- affi  liation is correct. Indeed, we estimate 
that 98.4 percent of web- scraped establishments whose survey form con-

Table 7.4 Responses to franchise questions for 1- to- 1 establishments with 
processed forms

  Web- scraped  Yelp (Core)  Yelp (non- Core)

EC form processed 29,000 21,500 41,000
Franchisor or franchisee 21,500 16,500 28,500
Not affi  liated or not answered 7,400  5,000  12,500

Note: All counts are rounded and all are unweighted.
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tradicts MAMBA’s prediction are, in fact, franchise affi  liated. Similarly, we 
estimate that the percentages are 95.5 percent and 93.5 percent for core 
and noncore Yelp- queried establishments. Thus, it appears that, as was also 
found in the 2007 EC, a substantial fraction of respondents either incor-
rectly fi lled out the franchise section on their 2017 EC survey form or did 
not fi ll it out at all.

These results suggest that we can conservatively recode the responses of 
90 percent or more of establishments that MAMBA predicts are franchise 
affi  liated but that respondents report are not franchise affi  liated. In our data, 
this translates into an additional 7,282 web- scraped, 4,755 core Yelp- queried, 
and 11,688 noncore Yelp- queried franchise- affi  liated establishments,14 which 
is an increase of 34 percent, 29 percent, and 41 percent, respectively, relative 
to the counts obtained from the 2017 EC form alone.15

As noted above, 26 percent of  web- scraped, 23 percent of  core Yelp- 
queried and 30 percent of noncore Yelp- queried establishments whose 2017 
EC forms have been processed are classifi ed by respondents as not being 
franchise affi  liated (see table 7.4). If  these proportions hold, once all 52,500 
web- scraped, 40,500 core Yelp- queried, and 78,500 noncore Yelp- queried 
establishments’ EC survey forms are processed (see table 7.3), we can expect 
13,650 (= 52,500 ∗ 0.26), 9,315 (= 40,500 ∗ 0.23), and 23,550 (= 78,500 ∗ 0.30) 
to be classifi ed as not being franchise affi  liated on the basis of their EC form. 
If  we conservatively reclassifi ed 90 percent of these as franchise affi  liated, 
we would obtain an extra 12,285 web- scraped, 8,384 core Yelp- queried, and 
21,195 noncore Yelp- queried franchise- affi  liated establishments than would 
be suggested by the EC form alone.

7.5  Conclusion

In this paper, we develop a method to mostly automate the evaluation of 
responses to the franchise section of the 2017 EC. The method combines 
external data on franchise- affi  liated establishments with machine learning 

14. These were computed using information in table 7.5: 7282 = 7400 ∗ 0.984, 4755 = 5000 ∗ 
0.955, and 11688 = 12500 ∗ 0.935.

15. These were computed using information from tables 7.4 and 7.5: 0.339 = 7282/21500, 
0.288 = 4755/16500, and 0.410 = 11688/28500.

Table 7.5 MAMBA’s predictions vs. EC form responses

  Web- scraped  Yelp (Core)  Yelp (non- Core)

Not affi  liated or not answered 7,400 5,000 12,500
MAMBA prediction correct (est.) 98.4%  95.5%  93.5%

Notes: All counts are rounded and all are unweighted. The estimates for the percent of estab-
lishments that MAMBA correctly predicts to be franchise- affi  liated is based on random 
samples of size 300 from each category.
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algorithms to predict which establishments in the BR are franchise affi  li-
ated, links these establishments to the 2017 EC, and then examines whether 
respondents also characterize the establishment as franchise affi  liated.

We fi nd that, while the predictions and survey forms agree for a major-
ity of establishments, there are a substantial minority of cases in which an 
establishment is predicted to be franchise affi  liated, but the survey form 
does not characterize the establishment as such. The only manual part of 
our approach is the examination of a random sample of these discrepan-
cies, which reveals that the predictions of franchise affi  liation are typically 
correct, and the form is fi lled out incorrectly. Recoding these establishments 
substantially increases the count of  franchise- affi  liated establishments in 
the 2017 EC. Thus, we fi nd that our method provides a cost- eff ective way 
to evaluate responses to the franchise section of the 2017 EC and, in turn, 
to potentially improve the count of  franchise- affi  liated establishments in 
the US.

If  a version of our process is used to augment the production of offi  cial 
franchising statistics, several improvements can be made. First, since we only 
collect data on 12 core and 488 noncore franchises, it will be crucial to obtain 
a much more comprehensive external list of franchise- affi  liated establish-
ments. We believe the most promising sources for this comprehensive data 
are search engine location services and franchise disclosure documents from 
state government websites, both of which are discussed in section 7.2.7. Our 
process allowed us to reclassify enough establishments to increase (relative to 
taking the EC form at face value) the franchise- affi  liated count by 34 percent 
(web- scraped) and 29 percent (Yelp- queried) for the 12 core franchises and 
by 41 percent (Yelp- queried) for the 488 noncore franchises. Since additional 
franchises from an expanded list are likely to more closely resemble the 
488 noncore franchises, we may expect a higher reclassifi cation rate for EC 
establishments matched to establishments affi  liated with the newly acquired 
franchises. However, since the newly acquired franchises will tend to have 
fewer affi  liated establishments, the impact of adding these franchises to the 
total count of  reclassifi ed establishments may be modest.

Second, it will be important to improve MAMBA’s predictions. More 
comprehensive data will help with this. In addition, MAMBA enables users 
to manually create bespoke training data tailored for a specifi c use case. 
Though the creation of these training data will require extensive manual 
labeling of true and false matches, the probability of signifi cantly improv-
ing match rates between the external data and the BR is likely to make it 
worthwhile.

Finally, in this paper we only manually examine discrepancy cases in 
which MAMBA predicts that an establishment is franchise affi  liated, but 
its EC form indicates otherwise. It will also be crucial to examine discrep-
ancy cases in which an establishment’s EC form indicates it is franchise 
affi  liated, but MAMBA fails to predict it as such. To get a truly accurate 
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franchise count, some of these establishments may need to be reclassifi ed 
as not franchise affi  liated.

Appendix A

Identifying Franchise- Affi liated Yelp- Queried Establishments

One of the disadvantages of the Yelp- queried data is ambiguity regarding 
the franchise with which an establishment is affi  liated. Unfortunately, when a 
franchise name is used to query Yelp’s API, not all harvested establishments 
are actually affi  liated with the queried franchise. For instance, a query for 
“franchise A” might yield several establishments affi  liated with that franchise 
but might also yield other nearby establishments affi  liated with “franchise B” 
(or nearby establishments not affi  liated with any franchise). Thus, it is crucial 
to identify which establishments harvested from a query for a franchise are 
actually affi  liated with that franchise.

We address this issue by taking advantage of the fact that Yelp URLs 
typically embed the name of the franchise with which each establishment is 
affi  liated. Moreover, each URL is augmented with information that distin-
guishes the establishment from other establishments affi  liated with the same 
franchise. This allows us to identify, with a fairly high level of confi dence, all 
establishments in the Yelp database that are affi  liated with a given franchise. 
To illustrate, consider the Yelp URLs listed below.

• https:// www .yelp .com /biz /franchise -  a -  boston -  downtown -  seaport 
-  boston -  2

• https:// www .yelp .com /biz /franchise -  a -  boston -  back -  bay -  fenway -  boston
• https:// www .yelp .com /biz /franchise -  b -  atlanta -  ne -  atlanta -  2
• https:// www .yelp .com /biz /franchise -  b -  austin -  austin
• https:// www .yelp .com /biz /nonfranchise -  establishment -  1 -  boulder 

-  longmont
• https:// www .yelp .com /biz /nonfranchise -  establishment -  2 -  brooklyn 

-  queens -  queens

The bold fragments of each URL indicate the name of the establishment. 
The italicized fragments give information on the location of the establish-
ment, which diff erentiates URLs affi  liated with diff erent establishments but 
the same franchise. For instance, the bold fragment of the fi rst two URLs 
suggests that the establishments are affi  liated with franchise A, and the itali-
cized fragment suggests the establishments are located in diff erent neighbor-
hoods in Boston. The bold fragment of the second two URLs suggests that 
the establishments are affi  liated with franchise B, and the italicized fragment 
suggests that one establishment is located Atlanta and the other in Austin. 
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Finally, the bold fragment of the last two URLs suggests that the establish-
ments are not affi  liated with any franchise on the FranchiseTimes 200+ list.

Appendix B

Linking Web- Scraped Establishments to Yelp- Queried 
Establishments

In this section, we use franchise names and establishment addresses to link 
web- scraped establishments to Yelp- queried establishments, which allows us 
to examine the extent of overlap between the two data sources. To do this, 
we use a deterministic rule- based algorithm to link establishments, which we 
show to be highly accurate in this context—less than 1 percent of matches 
are false positives.

The deterministic rule- based algorithm we use to link web- scraped and 
Yelp- queried establishments can be broken down into two broad steps—
a preprocessing and a matching step—along with a series of sub- steps:16

Web- Scraped / Yelp- queried (W- Y) Establishment Matching Algorithm

• Step 1: Address and Name Preprocessing
 –A:  Clean and standardize franchise names and addresses in both the 

web- scraped and Yelp- queried data.
 –B: Parse addresses into component parts.
• Step 2: Matching
 –A: Exact match using street number, zip code, and franchise name.
 –B: Fuzzy match on street name.

W- Y Step 1 involves preparing the web- scraped and Yelp- queried data 
for matching. W- Y Step 1A involves organizing the data scraped from the 
12 franchise websites and data scraped from Yelp into the same format. It 
also involves standardization operations such as trimming of whitespace, 
converting all text to lowercase, eliminating nonalphanumeric characters, 
etc. Step 1B enables matching separately on diff erent address components 
(e.g., zip code, street number, street name), rather than matching based on 
the entire unparsed address string.

W- Y Step 2 implements the matching process using the standardized data 
produced in the previous step. In W- Y Step 2A, we identify all pairwise 
combinations of  web- scraped and Yelp- queried establishments that are 
affi  liated with the same franchise, located in the same zip code, and have the 

16. For this linking exercise, since we scrape data from 12 franchise websites, we only retain 
Yelp- queried establishments belonging to these same 12 franchises. When we link scraped 
establishments to the BR, we use Yelp- queried establishments from all 496 franchises in the 
FranchiseTimes 200+ list.
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same street number. Notice that the street name plays no role in the match 
process at Step 2A. However, at W- Y Step 2B the street address is used to 
narrow the number of  possible matches. Specifi cally, we use 26 diff erent 
string comparators to compute 26 similarity scores between the street names 
for each pairwise combination of establishments identifi ed in the previous 
step.17 We then compute the mean similarity score and identify the subset of 
establishment combinations that have the highest score.

Table 7A.1 gives an overview of the results this algorithm produces. The 
column titled “Web- to- Yelp” examines links of web- scraped establishments 
to Yelp- queried establishments. The column titled “Yelp- to- Web” examines 
the results for matching in the reverse direction—Yelp- queried establish-
ments to web- scraped establishments. As also shown in table 7.1, there are a 
total of 90,213 web- scraped and 63,395 Yelp- queried establishments across 
the 12 core franchises.

The row titled “Any” indicates the count of establishments from one source 
that match to at least one establishment from the other source. We see that 
51,144 (56.7 percent) web- scraped establishments match to a Yelp- queried 
establishment and 51,642 (81.4 percent) Yelp- queried establishments match 
to a web- scraped establishment. The row titled “1- to- 1 Match” indicates the 
count of establishments from one source that are uniquely matched to an 
establishment in the other source and vice versa. By defi nition, this count 
must be the same whether we are matching Web- to- Yelp or Yelp- to- Web. 
We see that 50,225 external establishments are uniquely matched across the 
two data sources, which is 55.7 percent of web- scraped establishments and 
79.3 percent of Yelp- queried establishments.

In sum, there is a large number of web- scraped establishments (43.3 per-
cent) that are unmatched to a Yelp- queried establishment and substantially 
fewer Yelp- queried establishments (18.5 percent) that are unmatched to a 
web- scraped establishment. Conversely, about 79.3 percent of Yelp- queried 
establishments are 1- to- 1 matches with a web- scraped establishment, but 
only 55.7 percent of web- scraped establishments are 1- to- 1 matches with a 
Yelp- queried establishment. These patterns refl ect the less comprehensive 
coverage of the Yelp data.

It is important to note that just because a web- scraped establishment and 

17. We use Stata’s matchit command to compute the similarity scores.

Table 7A.1 Match of web- scraped establishments to Yelp- queried establishments

   Web- to- Yelp  Yelp- to- web  

External establishments 90,213 63,395
Any match 51,144 51,642

 1- to- 1 match  50,255  50,255  
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a Yelp- queried establishment are designated as a 1- to- 1 match does not mean 
the match is correct. Thus, to examine the accuracy of  the deterministic 
rule- based algorithm, we manually examine random samples of the 50,225 
1- to- 1 matches. This exercise leads us to conclude that the algorithm is highly 
accurate in this context—indeed, we estimate a false positive match rate of 
less than 1 percent.
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8.1  Introduction

Statistical agencies face increasing costs, lower response rates, and 
increased demands for timely and accurate statistical data. These increased 
demands on agency resources reveal the need for alternative data sources, 
ideally data that are cheaper than current surveys and available within a 
short time frame. Textual data available on public- facing websites present 
an ideal data source for certain US Census Bureau (henceforth Census) sta-
tistical products. In this paper, we identify such data sources and argue that 
these sources may be particularly well suited for classifi cation tasks such as 
industrial or occupational coding. Using these sources of data provides the 
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opportunity for statistical agencies to provide more accurate, timelier data 
for lower costs and lower respondent burden compared to traditional survey 
methods, while opening the door for new and innovative statistical products.

In this paper, we explore how public data can improve the production 
of federal statistics, using the specifi c case of website text and user reviews, 
gathered from Google Places API, to generate North American Industrial 
Classifi cation System (NAICS) codes for approximately 120,000 single- unit 
employer establishments. Our approach shows that public data are a useful 
tool for generating NAICS codes. We also fi nd challenges and provide sug-
gestions for agencies implementing such a system for production purposes. 
The paper proceeds as follows: fi rst, we highlight the business issues with 
current methods, before discussing new methods being used to generate 
industrial and occupational classifi cations in statistical agencies in several 
countries. Then we discuss our approach, combining web scraping with 
modern machine learning techniques to provide a low- cost alternative to 
current methods. Finally, we discuss our fi ndings in the context of the Cen-
sus Bureau’s current capabilities and limitations.

8.1.1  The Case for NAICS Codes

The NAICS is the system by which multiple federal and international 
statistical agencies assign business establishments to industrial sectors or 
classes. Economic statistics, such as the Business Dynamics Statistics (Halti-
wanger, Jarmin, and Miranda 2008), and survey sampling frames rely on 
timely and accurate industrial classifi cation data. Currently, NAICS codes 
are produced by multiple statistical agencies: The Census produces classifi -
cations through multiple surveys, most notably the Economic Census (EC). 
The Bureau of Labor Statistics (BLS) generates and uses NAICS codes in 
its surveys, and the Social Security Administration (SSA) produces codes 
for newly established businesses via information on the SS4 Application for 
Employee Identifi cation Number (EIN) form. NAICS classifi cation pro-
vides an ideal testbed for use of public data—more accurate, timely, and 
consistent NAICS codes would save Census considerable eff ort, and improve 
statistical quality and timeliness. For example, the EC uses “classifi cation 
cards,” which are forms sent to a business prior to the EC in an attempt to 
identify its correct NAICS code, which enables the correct EC electronic 
survey path for that business. Filling out such an additional “classifi cation 
card” form adds substantial burden to respondents, increases survey costs, 
and may also suff er from lower response rates. Our proposed methodology 
has the potential to allow Census to avoid such costly classifi cation proce-
dures and deliver better data products at a faster rate. Another compelling 
reason to develop NAICS codes from public data sources is that laws that 
govern data sharing between agencies prevent reconciliation between agency 
codes. A standardized set of assigned classifi cations would allow agencies 
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to coordinate their lists and ensure all establishments receive the same code. 
Figure 8.1 shows the percentage of agreement, at the 2- digit level, between 
NAICS codes produced by the 2012 EC, BLS, and SSA for the same set of 
single- unit establishments active in 2012. It shows that the Census and BLS, 
when coding the same cases, agree on the NAICS sector in approximately 
86 percent of cases, whereas the BLS and SSA concur in around 70 percent 
of cases.

Several statistical agencies have attempted to use textual data as a means 
for classifi cation. Much of the work has focused on generating occupational 
classifi cations based on write- in survey responses (for example, Fairman 
et al. 2012; Gweon et al. 2017; Jung et al. 2008). There are also attempts to 
generate classifi cations of businesses. The British Offi  ce for National Statis-
tics has attempted to use public textual information on companies to gener-
ate unsupervised classifi cations of industries (Offi  ce for National Statistics, 
2018), identifying industrial clusters using a combination of Doc2Vec and 
Singular Value Decomposition (SVD) models. The data were fi t on a “rela-
tively small” number of observations, leaving the usefulness of the method at 
much more fi ne- grained levels unknown (Offi  ce for National Statistics 2018). 
Researchers from National Statistics Netherlands explored how to generate 
industrial classifi cations similar to NAICS codes using Term Frequency- 
Inverse Document Frequency (TF- IDF) and dictionary- based feature selec-
tions via Naive Bayes, Support Vector Machine, and Random Forest clas-
sifi ers, fi nding three main complicating factors for classifi cation: the size of 
the business, the source of the industrial code, and the complexity of the 
business website (Roelands, van Delden, and Windmeijer 2017). Finally, 
the Australian Bureau of Statistics implemented a system that generates 

Fig. 8.1 Agreement on NAICS sectors between Census, BLS, and SSA
Source: 2012 Business Register Single Unit Businesses.
Note: Figure shows the percentage of BR establishments that share a common 2- digit NAICS 
sector when present in each respective data source.
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classifi cations based on placing short, free- text responses into classifi cation 
hierarchies using a bag of words, one- hot encoding approach. This approach 
has the advantage of simplicity—for each word in the vocabulary, a record 
receives a “1” if  its response contains that word, and a zero otherwise. How-
ever, this approach also ignores the context of words, a possible issue when 
seeking to distinguish closely related industries (Tarnow- Mordi 2017). In 
the US statistical system, Kearney and Kornbau (2005) produced the SSA’s 
“Autocoder,” a system that uses word dictionaries and predicts NAICS codes 
based on open- response text on Internal Revenue Service (IRS) Form SS4, 
the application for a new EIN. The Autocoder, developed in the early 2000s, 
remains in service and relies on a combination of logistic regression and 
subject- matter experts for quality assurance and manual coding tasks. Other 
work has sought to apply similar methods as ours to coding occupational 
injuries and occupational types (Bertke et al. 2016; Gweon et al. 2017; Ikudo 
et al. 2018; Measure 2014).

We seek to build on previous work by generating 2- digit NAICS sectors 
for a sample of single- unit employer businesses active in 2015 to 2016. Our 
approach combines web scraping of company websites, company names, 
and user reviews to generate a corpus of text associated with each business. 
We then apply Doc2Vec methods to reduce dimensionality of the data in 
a similar manner to previous attempts (Roelands, van Delden, and Wind-
meijer 2017; Tarnow- Mordi 2017). Finally, we use the outputs of this textual 
analysis as inputs into a Random Forest classifi er, seeking to identify 2- digit 
NAICS codes.

8.2  Data and Methods

Our approach includes collecting publicly available data from company 
websites and user- generated reviews of businesses and combining them with 
Census protected information on individual business establishments. We 
utilize public APIs to collect a target sample of approximately 1.3 million 
business establishments, match those records to the Business Register (BR) 
by name and address, perform textual preprocessing on available text in user 
reviews, company websites, and company name, and fi nally use these outputs 
as features (independent variables) in a Random Forest classifi er to predict 
2- digit NAICS codes. We fi rst provide a brief  overview of each stage of our 
approach, then compare our dataset sample to the universe of single- unit 
employer businesses.

8.2.1  Data from APIs and Web Scraping

An Application Program Interface (API) is a set of  procedures that 
allows users to access information or other services from a provider. For 
example, Google Places API (used to collect our data) allows access to busi-
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ness information such as name, address, rating, user reviews, website URL,1 
contact information, and Google Types2 tags. We leverage this information 
in two ways. First, public user reviews provide a rich source of contextual 
information about a business. For example, products users describe in their 
reviews—multiple reviews on the quality of steak from an establishment—
increases the likelihood the business is a restaurant versus a manufacturing 
plant. Second, we visit the website (when available) and “scrape” its visible 
textual information. The working assumption is that a company website 
provides clear and direct information about products or services it off ers. 
Next, we use Google Types, which vary in usefulness, with less useful words 
like “establishment” and “point of interest,” but also words such as “hotel,” 
“bar,” or even “Hindu Temple,” which would greatly aid a model in classify-
ing a business. Finally, we use the name of the company, as company names 
often indicate the type of products on off er (e.g., Krusty Burger). Together, 
these four elements—all sourced from publicly gathered data—provide us 
with the type of information needed to describe a business, what products it 
may sell, and how its customers use or perceive those products (Jabine 1984).

To generate our sample of businesses, we conducted a grid search on both 
Yelp and Google Places APIs, based on a combination of lat/long coordi-
nates and keywords. We identifi ed the geographic center of each Core- Based 
Statistical Area (CBSA) and each county therein to serve as the starting 
point for our search.3 To identify keywords, we found all words contained in 
the titles of all two- digit NAICS sectors.4 We then executed an API search 
for each keyword in 50 random locations for each CBSA and county, around 
the centroids provided above, with a set search radius of 10km. This resulted 
in 1,272,000 records, with approximately 70 percent of those coming from 
Yelp API. Next, we performed a search for each of  those businesses on 
Google Places API, retrieving website URL, user reviews, and Google Types. 
The website URL was then visited and text was scraped using an internally 
developed procedure.

For this study, we eliminated records that did not have a website and user 
reviews, to have the best sample to determine the overall utility of  both 
sources of data jointly. This restriction reduced the number of available rec-
ords from 1,272,000 to approximately 290,000. Future research can attempt 
to generate NAICS codes for establishments that lack either a website or 
user reviews.

1. URL: Uniform Resource Locator, or website address.
2. A list of over 100 diff erent classifi cation tags assigned by Google to describe a place.
3. This geographical search pattern will certainly mean that businesses not residing in a 

CBSA, or any industries that are more common in rural areas, may be undersampled. As 
discussed below, industries more common in rural areas (e.g., farming, mining) are heavily 
undersampled when we match to the BR. Further research is seeking to rectify this bias.

4. https:// www .census .gov /eos /www /naics/.
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8.2.2  Matching Collected Data to the Business Register

The Business Register (BR) is the Census Bureau’s comprehensive data-
base of US business establishments and companies, covering all employer 
and nonemployer businesses.5 To identify if  our 290,000 records appear in 
the BR, we utilized the Multiple Algorithm Matching for Better Analytics 
(MAMBA) software (Cuff e and Goldschlag 2018). This software utilizes 
machine learning techniques to link records based on name and address 
and provides high- quality matches. It also provides us with match metrics 
so we may identify quality matches over more tenuous linkages. In order to 
reduce the possibility of spurious linkages, we required that any matched 
pair must have either a 5- digit zip code, or city name, or 3- digit zip code in 
common—in order of  importance. We ran two particular matches—the 
fi rst matching on both name and address, and then a residual matching by 
only business name.

After matching the Google API data with the BR, we focus on the 120,000 
single- unit (SU)6 establishments that have both website and review text and 
are employer- based businesses. This accounts for 43.44 percent of the rec-
ords. This seemingly low match rate is the result of three circumstances: First, 
we only use single- unit employer businesses for a cleaner analysis. Multiunit 
(MU) fi rms sometimes have a complicated nature of  assigned industrial 
codes. For example, large retail companies may have storefronts (NAICS 
42), warehouses (48–49), and corporate headquarters (55), all pointing to 
the same website with similar user reviews, making identifi cation using our 
methods problematic. Additionally, the restriction to employer businesses 
may eliminate many nonemployer business matches. Second, Google records 
may not exist in the 2016 version of the BR. The Census Bureau estimated 
that approximately 350,000 businesses would form after 2016Q3 (before we 
initiated our search), meaning any of these businesses may appear in Google 
but would not appear as an employer business in the Census data (Bayard 
et al. 2018a, 2018b),7 or the Google records may be falsifi ed, and hence can-
not be matched (Copeland and Bindley 2019). Finally, the initial scraping 
occurred in December 2017/January 2018, whereas the BR data are from 
2015/2016. Thus, in some cases the BR data are almost two years older than 
the Google data. In some industries, this is a substantial issue: studies have 
found that approximately 19 percent of all service- providing businesses (e.g., 

5. https:// www .census .gov /econ /overview /mu0600 .html.
6. A single- unit (SU) establishment is a standalone business, whereas an “establishment” is 

defi ned as a particular location. A multiunit (MU) establishment in a given location is part of 
a larger business which operates in many locations. Our sample includes only employer- based 
businesses.

7. The Business Register defi nes a business as an employer business if  it has payroll on March 
12 of a given year. By measuring from 2016Q3, we account for any formations after this period. 
Figure sourced by taking the number of expected business formations for 2016Q3, 2016Q4, 
2017Q1, and then multiplying 2017Qs 2–4 by the proportion of quarters remaining in the year.
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NAICS code 41 or higher) fail within their fi rst year of operation (Luo and 
Stark, 2014, 11), meaning that many BR businesses may no longer exist, or 
appear as prominent search results, in the Google database.

8.2.3  Matched Data Quality

Figure 8.2 shows the percentage comparison for each NAICS sector 
between our sample (upper bar) and the BR single- unit employer universe 
(lower bar). It reveals that our sample heavily oversamples NAICS 44/45 
(Retail Trade) and 72 (Accommodation and Food Services). Approximately 
12.28 percent of all BR single- unit employers fall into the Retail Trade sec-
tor; however, this sector makes up almost 19 percent of our sample. This 
is expected, as approximately two thirds of our sample was sourced from 
Yelp, which is dominated by food services. In general, Google Places and 
Yelp both target public- facing industries in their APIs. On the other hand, 
our approach undersamples NAICS code 54, Professional, Scientifi c, and 
Technical Services, which is about 12.6 percent of all businesses, but only 
4.36 percent in our sample. Our sample also undersamples Construction and 
Mining sectors relative to their size in the Business Register.

8.2.4  Textual Data

We analyzed our sample (120,000 records) to see how many unique words 
were used within the user reviews and website text for each NAICS sector. 
This provides a measure of signal to noise (textual information) for a given 
sector, which helps in classifi cation accuracy of that sector. A model will 

Fig. 8.2 NAICS code sample representation vs. Business Register
Source: Business Register, 2015–2016. Google Places API.
Note: Figure shows the percentage of single- unit establishments in each sector on the 
2015/2016 (pool) BR (black, bottom) and the percentage of establishments in our matched 
sample (gray, top).
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have the easiest time identifying a NAICS sector if  all the words used in the 
reviews or website are unique to that sector. Figure 8.3 shows the proportion 
of words found in website and review text that are unique to that sector. The 
larger the proportion of unique words, the simpler the classifi cation decision 
for a model should be. Two clear trends emerge. First, there is a great deal 
of  heterogeneity between NAICS sectors. For example, the Information 
sector contains only 22 percent of words used on websites that are unique 
to that sector, compared to almost 58 percent in Accommodation and Food 
Services. Second, website text always contains a greater proportion of words 
that are unique to the sector compared to user reviews across all sectors. This 
may provide early indications that website text may provide a clearer way 
to identify NAICS codes; however, more sophisticated Natural Language 
Processing techniques are required for verifi cation.8

8.2.5  Natural Language Processing

Natural Language Processing (NLP) is a suite of analysis tools that gives 
mathematical meaning to words and phrases, converting words and phrases 
to a numerical format based on their semantic and contextual occurrence 
within a corpus of documents. For this research, we require this approach 
to convert website and review text into sensible dimensions, which we can 
then use in a model to classify companies into NAICS sectors. The most 

8. Another possibility here is insuffi  cient HTML parsing. We used standardized software 
(BeautifulSoup4, https:// www .crummy .com /software /BeautifulSoup/) for our parsing; how-
ever, it is possible many words in the HTML text are insuffi  ciently parsed fragments.

Fig. 8.3 Uniqueness of word corpora by NAICS code
Sources: Business Register, 2015–2016. Google Places API.
Note: Figure shows the percentage of words appearing in website (top, gray) and review (bot-
tom, black) that are unique to the particular NAICS sector.
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basic form of NLP appears as “one- hot encoding,” demonstrated in Matrix 
1. Although this method can be used for many classifi ers (e.g., Naive Bayes), 
it has some major disadvantages—namely, that it does not account for the 
context of words. For example, when identifying if  the word “club” is associ-
ated with either a restaurant or a golf  course, we would need to know if  the 
word “club,” when used in context, appears near to the words “sandwich” 
or “golf.”

Matrix 1: Demonstration of one- hot encoding in a sentence

(1) 

Do

Or

Do

Not

There

Is

No
Try

=

1 0 0 0 0 0 0
0 1 0 0 0 0 0
1 0 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 1 0 0 0
0 0 0 0 1 0 0
0 0 0 0 0 1 0
0 0 0 0 0 0 1

 .

As an alternative to contextless approaches, Word2Vec methods were fi rst 
developed by Mikolov et al. (2013) to more adequately capture context in 
words. Word2Vec models operate by calculating the likelihood of a word 
appearing, given the words surrounding it. In this “skip- gram” model, a neu-
ral network is used to identify a latent layer of relationships between words 
by assessing how likely diff erent words are to appear near each other in 
sets of text. Figure 8.4 shows a basic illustration, where the model seeks to 
identify the probability of any of the listed words appearing given the word 
“burger” appears nearby. In our case, we should expect to see more men-
tions of the words “burger,” “salad,” “pork,” and “pizza” near one another 
in reviews and websites belonging to businesses in the Accommodation and 
Food services NAICS code, whereas we may see words like “oil,” “gas,” and 
“mine” from reviews in Construction or Mining industries. Thus, a model 
will be able to identify these patterns and classify businesses based on the 
words used in our dataset. The key output of the Word2Vec model is not 
the output probabilities. It is the “hidden layer”—in eff ect a latent variable 
similar to factor loadings in factor analysis, which reduces the dimensional-
ity of the data and can be used as predictors in a classifi cation model.

The Word2Vec model provides us with the ability to distinguish how likely 
words are to appear given their context, however it only provides the infor-
mation for individual words. On the other hand, our data have paragraphs 
of text for each observation. To solve this issue, we use Doc2Vec models 
(Mikolov et al. 2013), which function in the same way to Word2Vec, but return 
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a hidden layer of factor loadings for an entire document of text. In a Doc2Vec 
model, a value on a hidden layer i for document k can be considered the 
average loading of document k on i. The Doc2Vec model returns a series of 
values for each establishment, accounting for the context of the words used, 
averaged across all the sentences in a document. In this case, user reviews 
and websites for businesses in diff erent NAICS sectors should have diff er-
ent contexts, and this method should allow us to evaluate how user reviews 
for restaurants and hotels diff er from those for educational establishments.

8.2.6  Machine Learning

The vector outputs from Doc2Vec models lend themselves well to unsu-
pervised classifi cation techniques such as clustering. They can also function 
as features (independent variables) in supervised machine learning algo-
rithms. After matching our data to the BR, we get the actual NAICS sec-
tor codes for each establishment matched, which we use as our dependent 
variable. We build a Random Forest model–based classifi er to predict the 
NAICS sector of each establishment, where the independent variables are 
the generated vectors for business name, user reviews, and websites, as well 
as a series of binary variables indicating the Google Type tag for each estab-
lishment. Random Forests are a method of classifi cation techniques derived 

Fig. 8.4 Illustration of the Word2Vec model
Source: Adapted from http:// mccornickml .com /assets /word2vec.
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from Decision Tree classifi ers but are relatively immune to overfi tting that 
often impacts Decision Trees. In some cases, Random Forests outperform 
more common approaches such as logistic regression in class- imbalanced 
circumstances (Muchlinski et al. 2016). The 120,000 records are split into 
80 percent training and 20 percent validation set for model training and 
evaluation.

In order to ensure our model selection is both replicable and maximizes 
accuracy, we performed an analysis of 1,000 diff erent model confi gurations. 
We randomly alter the number of vectors a Doc2Vec model produces, as well 
as how many, and how deep, the trees are in the Random Forest model. We 
then tested how those diff erent model confi gurations altered the accuracy 
and repeat this process. Minimum log- loss is chosen as the model compari-
son criteria, as log- loss is a penalizing function that allows us to weigh the 
trade- off  between the prediction and its certainty. Log- loss penalizes incor-
rect predictions with high predicted probabilities but does not penalize less 
certain incorrect assumptions. For our purposes, this is an ideal trade- off , 
as the comparable SSA Autocoder does not assign NAICS codes if  the pre-
dicted probability is less than 0.638 (Kearney and Kornbau 2005). Hence, 
any system based on our model will need to be sensitive to the need to pre-
vent assigning incorrect codes without high levels of certainty.

8.3  Results

8.3.1  Model Evaluation

Figure 8.5 shows the predicted log loss (bold line) and 95 percent confi -
dence interval (shaded area) across a range of number of vectors used in our 

Fig. 8.5 Model performance across parameter space
Notes: Figure shows the mean and 95% confi dence interval for a model using the number of 
vectors for the respective text source. Y- axis inverted to ease interpretation.
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analysis. The goal of our grid search analysis was to minimize log loss. Lower 
scores on the y- axis indicate superior fi t (y- axis is inverted in fi gure 8.5 to ease 
interpretation). The fi gure highlights one major outcome of this experimen-
tation: in general, a relatively small number of vectors (around 10) produce 
better results for user reviews and websites, while it takes approximately 
20 vectors for business name. These fi ndings are slightly counterintuitive: 
Doc2Vec models can be fi t with up to 1,000 vectors, and one would assume 
that a complex task such as generating NAICS codes would require more, 
not fewer vectors. It is possible that given our sample is tiny compared to 
the normal training data for Doc2Vec models, we may be simply unable 
to generate suffi  ciently predictive vectors with our current sample.

8.3.2  Predictive Accuracy

The fi ndings here discuss our best fi tting model, which utilizes 119 trees 
in the Random Forest, with 20 vectors for business name, 8 for user reviews, 
and 16 for websites. Overall, across all NAICS sectors, and for SU establish-
ments only, our model predicts approximately 59 percent of cases accurately. 
This places our model substantially below the current autocoding methods 
used by the SSA; however, it is at a similar level to initial match rates for 
the SSA method, and shows comparable performance to similar exercises 
in other countries (Kearney and Kornbau 2005; Roelands, van Delden, and 
Windmeijer 2017). The model also exhibits considerable variation, with 
some NAICS codes (Information, Manufacturing) seeing fewer than 5 per-
cent of observations correctly predicted, while Accommodation and Food 
Services has approximately 83 percent of establishments correctly predicted 
into their NAICS sector. Given the unbalanced nature of our sample, evalu-
ating strictly on accuracy may be misleading—it would encourage a model 
to overfi t to only large NAICS codes. Instead, we use the F1 score to evalu-
ate our model.9

Figure 8.6 shows a scatter plot of the average number of words unique 
to the NAICS sector in our data (from fi gure 8.3) on the x- axis, and the F1 
Score for each NAICS sector on the y- axis. Clearly, Accommodation and 
Food Services, and Retail Trade have the highest F1 scores, and correspond-
ing highest percentage of unique words. Similarly, F1 scores for Information, 
Wholesale Trade, and Manufacturing sectors are exceedingly low and also 
have the least percentage of unique words appearing in those NAICS codes. 
This clear relationship demonstrates encouraging signs of  this modeling 
and approach—words that are unique to a certain NAICS code represent a 
better signal for a model to use as a classifi er. Therefore, we argue that our 
model performance will improve with additional data from undersampled 

9. The F1 score is the harmonic mean of the Precision and Sensitivity. For each NAICS code 
k, precision measures the total number of correctly identifi ed cases in k divided by the total 
number of cases identifi ed as k by the model. Recall, or sensitivity, measures the proportion of 
cases in NAICS code k accurately predicted.
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sectors. Although the increase in number of unique words may not be linear 
compared to the number of observations, our fi ndings point directly to our 
model not able to correctly predict businesses in a sector from a relatively 
small number of unique words, which may be ameliorated with a broader 
search.

8.3.3  Misclassification Analysis

One advantage of our multinomial classifi cation approach is that we can 
evaluate the diffi  culty in distinguishing between two NAICS codes, one of 
which is the correct one. Figure 8.7 shows the confusion matrix between 
actual (y- axis) and predicted NAICS codes (x- axis), excluding correctly 
predicted observations. This enables us to evaluate model errors and biases.

Encouragingly, in every NAICS code, our model assigns the highest aver-
age predicted probability to correct predictions. However, it also assigns 
Retail Trade (NAICS 44–45) as the second most likely NAICS code for each 
sector. This has a particularly large impact on Wholesale Trade (NAICS 
sector 42). Logically, this outcome is expected—the key diff erence between 
Wholesale and Retail Trade may not often be the actual goods, but the 
customers. Wholesale traders sell merchandise to other businesses and not 
directly to the public, but the types of words used on websites and in user 
reviews will often be similar. This pattern may also appear across other 
NAICS sectors—for example, the term “golf  clubs” may appear in Manu-

Fig. 8.6 Model performance by NAICS sector
Note: Figure shows the (averaged) percentage of words used in website and review text for 
each NAICS sector that is unique to that sector (x- axis) and F1 score from our model (y- axis).
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facturing, Wholesale Trade, Retail Trade, and “Arts, Entertainment and 
Recreation” sectors. In such cases, when words have similar loadings, our 
model tends to select the NAICS code with the largest number of observa-
tions because this reduces the impurity of the decision tree. This diffi  culty 
highlights the need for further investigation on methods and models to over-
come these weaknesses.

8.4  Discussion

This paper presented a new approach for Census and other statistical 
agencies to gather and generate industrial classifi cation codes, using publicly 
available textual data and machine learning techniques. The approach shows 
signifi cant promise—in NAICS sectors where more data are available (with 
high signal- to- noise ratio) to train classifi cation models, the accuracy goes 
up to 83 percent, with negligible fi ne- tuning of models. On the other hand, 
in sectors where little data are available, or where there are less unique words 

Fig. 8.7 Heatmap of incorrect classifi cations in 2- digit NAICS sectors
Note: Figure shows the proportion of incorrectly predicted businesses in each NAICS sector.
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describing a sector, accuracy lowers to 5 percent. Subsequent research has 
demonstrated that larger datasets and alternative modeling approaches do 
indeed increase accuracy. Hence, further development of this approach and 
framework promises to improve NAICS coding at the 2- , 4- , and 6- digit 
levels, using publicly available data sources, in a timely and effi  cient manner.

Our fi ndings indicate that these methods may eventually serve as the basis 
for a statistical product, once accuracy, bias, reliability, and replicability of 
the techniques are further researched and proven. This paper has shown that 
using text as data to generate NAICS codes requires data from a suffi  ciently 
large number of establishments in each NAICS sector to identify distinct 
signals from each NAICS code. Further, other types of predictive algorithms 
(e.g., logistic regression, gradient boosting, and deep learning) should be 
tested to fi nd their effi  cacy in solving this problem. In addition, well- known 
methods of feature engineering, which adds derived variables from the data, 
have also been shown to improve model accuracy (Chakraborty et al. 2019; 
Forman 2003; Liao et al. 2017; Xu et al. 2012). Even with advanced meth-
ods, it is possible to still struggle to disentangle NAICS codes with similar 
corpora of words, such as for Retail and Wholesale Trade. This may need 
clerical or other approaches for a coordinated solution.

We can also identify additional possibilities where our approach can 
enhance current products. First, current autocoding methods rely on dic-
tionaries of words fi rst gathered from EIN applications between 2002 and 
2004 and updated periodically. The new textual corpus could be used to 
update these dictionaries in an effi  cient, cost- eff ective manner. This would 
provide immediate added value to the Census and the SSA and could be 
compared to previous dictionaries for QA purposes. Second, our approach 
could be used for targeted searches of samples of BR data where current 
methods are unable to automatically assign a NAICS code. In this circum-
stance, Census staff  could leverage our approach as opposed to hand review, 
reducing the cost and time investment required to produce accurate NAICS 
codes.

Statistical production processes require steady access to source data and 
computational resources, but face constraints on budget. Web scraping of 
company websites is substantially cheaper than survey collection, even con-
sidering the computation resources needed. However, surveys may gather 
additional information not available on websites. In addition, access to APIs 
for data collection is not free, and grid searches across geographies on the 
scale needed would require substantial computing eff ort in order to eff ec-
tively generate enough data. Also, APIs are specifi cally designed to prevent 
users from replicating databases, and only provide users information based 
on proprietary algorithms. Practically, this may necessitate enterprise- level 
agreements between Census and data providers (e.g., Google) in order to 
gain access to the entirety of the data available. If  the data are sourced from 
a single provider, it introduces risk because the data format, availability, or 
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even the underlying measurement criteria in the data might change. The 
provider may even discontinue the data collection or show monopolistic 
behavior. These factors need to be carefully addressed for production pur-
poses of statistical products from public or restricted data sources.

The prospect of web scraping public sources of data may present two risks. 
First, a perceptual risk may be that data are being gathered without consent, 
although the data are in the public domain. This risk could be addressed if  
the US Census Bureau were transparent and announced its intent to publicly 
gather such information to improve national statistics, reduce respondent 
burden, save organizations time and resources, and reduce cost.10 Second, 
large- scale directed search eff orts using data that are protected by Titles 13 
and 26 is complicated, and risks not being scalable and repeatable. Such pro-
tected data need to be mixed with heavy “salting” with external data before 
searching can occur, to avoid fact of fi ling disclosures. Such an approach, 
while ensuring data privacy and confi dentiality, complicates the identifi ca-
tion of larger samples of BR records because there are fewer “salting” rec-
ords available from external sources (i.e., other APIs).

We are excited that our approach can yield useful statistical products. Poli-
cies could be developed to reduce the risk and enhance the usability of such 
approaches for production purposes. This would provide a clear advantage 
if  Census operations can utilize our approach of alternative data sources 
and modern machine learning techniques to help Census accomplish its 
mission more eff ectively.
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9.1  Introduction

Public statistics on local economic activity, provided by the US Census 
Bureau’s County Business Patterns (CBP), the Bureau of Economic Anal-
ysis (BEA), the Federal Reserve System (FRS), and state agencies, provide 
invaluable guidance to local and national policy makers. Whereas national 
statistics, such as the Bureau of Labor Statistics’ (BLS) monthly job report, 
are reported in a timely manner, local datasets are often published only after 
long lags. These datasets are also aggregated to coarse geographic areas, 
which impose practical limitations on their value. For example, as of August 
2017, the latest available CBP data were from 2015, aggregated to the zip 
code level, and much of the zip code data were suppressed for confi dentiality 
reasons. Similarly, the BEA’s metropolitan area statistics have limited value 
to the leaders of smaller communities within a large metropolitan area.

Data from online platforms such as Yelp, Google, and LinkedIn raise the 
possibility of enabling researchers and policy makers to supplement offi  cial 
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government statistics with crowdsourced data at the granular level provided 
years before offi  cial statistics become available. A growing body of research 
has demonstrated the potential of digital exhaust to predict economic out-
comes of interest (e.g., Cavallo 2018; Choi and Varian 2012; Einav and Levin 
2014; Goel et al. 2010; Guzman and Stern 2016; Kang et al. 2013; Wu and 
Brynjolfsson 2015). Online data sources also make it possible to measure 
new outcomes that were never included in traditional data sources (Glaeser 
et al. 2018).

In this paper, we explore the potential for crowdsourced data from Yelp to 
measure the local economy. Relative to the existing literature on various fore-
casting activities, our key contribution is to evaluate whether online data can 
forecast government statistics that provide traditional measures of economic 
activity, at geographic scale. Previous related work has been less focused on 
how predictions perform relative to traditional data sources, especially for 
core local datasets like the CBP (Goel et al. 2010). We particularly focus on 
whether Yelp data predict more accurately in some places than in others.

By the end of 2016, Yelp listed over 3.7 million businesses with 65.4 mil-
lion recommended reviews.1 These data are available on a daily basis and 
with addresses for each business, raising the possibility of measuring eco-
nomic activity day- by- day and block- by- block. At the same time, it is a priori 
unclear whether crowdsourced data will accurately measure the local econ-
omy at scale, since changes in the number of businesses refl ect both changes 
in the economy and the popularity of a given platform. Moreover, to the 
extent that Yelp does have predictive power, it is important to understand 
the conditions under which Yelp is an accurate guide to the local economy.

To shed light on these questions, we test the ability of Yelp data to predict 
changes in the number of active businesses as measured by the CBP. We fi nd 
that changes in the number of businesses and restaurants reviewed on Yelp 
can help to predict changes in the number of overall establishments and 
restaurants in the CBP, and that predictive power increases with zip code 
level population density, wealth, and education level.

In section 9.2, we discuss the data. We use the entire set of businesses and 
reviews on Yelp, which we merged with CBP data on the number of busi-
nesses open in a given zip code and year. We fi rst assess the completeness of 
Yelp data relative to the CBP, beginning with the restaurant industry where 
Yelp has signifi cant coverage. In 2015, the CBP listed 542,029 restaurants 
in 24,790 zip codes, and Yelp listed 576,233 restaurants in 22,719 zip codes. 
Yelp includes restaurants without paid employees that may be overlooked 
by the US Census Bureau’s Business Register. We fi nd that there are 4,355 

1. Yelp algorithmically classifi es reviews, fl agging reviews that appear to be fake, biased, 
unhelpful, or posted by less- established users as “not recommended.” Recommended reviews 
represent about three quarters of all reviews, and the remaining reviews are accessible from 
a link at the bottom of each business’s page, but do not factor into a business’s overall star 
rating or review count.
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zip codes with restaurants in the CBP that do not have any restaurants in 
Yelp. Similarly, there are 2,284 zip codes with Yelp restaurants and no CBP 
restaurants.

We fi nd that regional variation in Yelp coverage is strongly associated 
with the underlying variation in population density. For example, there are 
more Yelp restaurants than CBP restaurants in New York City, while rural 
areas like New Madison, Ohio have limited Yelp coverage. In 2015, 95 per-
cent of the US population lived in zip codes in which Yelp counted at least 
50 percent of the number of restaurants that the CBP recorded. This cross- 
sectional analysis suggests that Yelp data are likely to be more useful for 
policy analyses in areas with higher population density.

In section 9.3, we turn to the predictive power of  Yelp for overall zip 
code–level economies across all industries and geographies. We look both 
at restaurants and, more importantly, establishments across all industries. 
Lagged and contemporaneous Yelp measures appear to predict annual 
changes in the CBP’s number of establishments, even when controlling for 
prior CBP measures. We fi nd similar results when restricting the analysis to 
the restaurant sector.

To assess the overall predictive power of Yelp, we use a random forest 
algorithm to predict the growth in CBP establishments. We start by predict-
ing the change in CBP establishments with the two lags of changes in CBP 
establishments, as well as zip code and year fi xed eff ects. We then work with 
the residual quantity. We fi nd that contemporaneous and lagged Yelp data 
can generate an algorithm that is able to explain 21.4 percent of the variance 
of residual quantity using an out- of- bag estimate in the training sample, 
which represents 75 percent of  the data. In a testing sample not used to 
generate the algorithm, our prediction is able to explain 29.2 percent of the 
variance of this residual quantity. We repeat this exercise using Yelp and 
CBP data at the restaurant level. In this case, Yelp data can explain 21.2 per-
cent of variance out of the training sample using an out- of- bag estimate, 
and 26.4 percent of the variance in the testing sample.

In section 9.4, we look at the conditions under which Yelp is most eff ec-
tive at predicting local economic change. First, we examine the interaction 
between growth in Yelp and the characteristics of the locale, including popu-
lation density, income, and education. We fi nd that Yelp has more predictive 
power in denser, wealthier, and more educated areas. Second, we exam-
ine whether Yelp is more predictive in some industries than others, using 
a regression framework. We fi nd that Yelp is more predictive in retail, lei-
sure, and hospitality industries, as well as professional and business services 
industries. We then reproduce our random forest approach using geographic 
and industry subgroups. Overall, this suggests that Yelp can help to comple-
ment more traditional data sources, especially in more urban areas and in 
industries with better coverage.

Our results highlight the potential for using Yelp data to complement CBP 
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data by nowcasting—in other words, by shedding light on recent changes in 
the local economy that have not yet appeared in offi  cial statistics due to long 
reporting lags. A second potential use of crowdsourced data is to measure 
the economy at a more granular level than can be done in public- facing gov-
ernment statistics. For example, it has the potential to shed light on variation 
in economic growth within a metropolitan area.

Section 9.5 concludes that Yelp data can provide a useful complement to 
government surveys by measuring economic activity in close to real time, 
at a granular level, and with data such as prices and reputation that are not 
contained in government surveys. Yelp’s value for nowcasting is greatest in 
higher- density, higher- income, and higher- educated areas and in the retail 
and professional services industry. However, data from online platforms 
such as Yelp are not substitutes for offi  cial government statistics. To truly 
understand the local economy, it would be better to have timelier and geo-
graphically fi ner offi  cial data, but as long as those data do not exist, Yelp data 
can complement government statistics by providing data that are more up 
to date, granular, and broader in metrics than would otherwise be available.

9.2  Data

The County Business Patterns (CBP) is a program of the US Census 
Bureau that publishes annual statistics for businesses with paid employees 
within the United States, Puerto Rico, and Island Areas (US Census Bureau 
2017). These statistics include the number of businesses, employment dur-
ing the week of March 12, fi rst- quarter payroll, and annual payroll, and 
are available by state, county, metropolitan area, zip code, and congres-
sional district levels. It has been published annually since 1964 and covers 
most North American Industry Classifi cation System (NAICS) industries, 
excluding a few categories.2 The CBP’s data are extracted from the Business 
Register, a database of all known single-  and multi- establishment employer 
companies maintained by the US Census Bureau; the annual Company 
Organization Survey; and various US Census Bureau Programs including 
the Economic Census, Annual Survey of Manufacturers, and Current Busi-
ness Surveys. County- level statistics for a given year are available approxi-
mately 18 months later, and slightly later for zip code–level data.

As an online platform that publishes crowdsourced reviews about local 
businesses, Yelp provides a quasi- real- time snapshot of retail businesses that 
are open (see fi gure 9.1 for a screenshot example of the Yelp website). As of 
spring 2017, Yelp has been operating in over 30 countries, with over 127 mil-
lion reviews written and 84 million unique desktop visitors on a monthly 

2. Excluded categories include crop and animal production; rail transportation; National 
Postal Service; pension, health, welfare, and vacation funds; trusts, estates, and agency accounts; 
private households; and public administration. CBP also excludes most establishments report-
ing government employees.
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average basis (Yelp 2017). Business listings on Yelp are continually sourced 
from Yelp’s internal team, user submissions, business owner reports of their 
own business, and partner acquisitions, and then checked by an internal data 
quality team. Businesses on Yelp span many categories beyond restaurants, 
including shopping, home services, beauty, and fi tness. Each business list-
ing reports various attributes to the extent that they are available, including 
location, business category, price level, opening and closure dates, hours, and 
user ratings and reviews. The data begin in 2004 when Yelp was founded, 
which enables US business listings to be aggregated at the zip code, city, 
county, state, and country level for any given time period post- 2004.

For our analysis, we merge these two sources of data at the zip code level 
from 2004 to 2015. We create two datasets: one on the total number of 
businesses listed in a given zip code and year, and another focusing on the 
total number of restaurants listed in a given zip code and year. For the lat-
ter, we use the following NAICS codes to construct the CBP number of 
restaurants, in order to pull as close a match as possible to Yelp’s restaurant 
category: 722511 (full- service restaurants), 722513 (limited- service restau-
rants), 722514 (cafeterias, grill buff ets, and buff ets), and 722515 (snack and 
nonalcoholic beverage bars).3

The resulting dataset shows that in 2015, Yelp listed a total number 
of  1,436,442 US businesses across 25,820 unique zip codes, representing 
approximately 18.7 percent of  the CBP’s 7,663,938 listings across 38,748 
zip codes.4 In terms of restaurants, the CBP listed 542,029 restaurants in 
24,790 zip codes, and Yelp listed 576,233 restaurants in 22,719 zip codes, 
for an overall Yelp coverage of 106.3 percent. Across the US, 33,120 zip 
code tabulation areas (ZCTAs) were reported by the 2010 Census, and over 
42,000 zip codes are currently reported to exist, some of which encompass 
nonpopulated areas.

Yelp data also have limitations that may reduce their ability to provide a 
meaningful signal of CBP measures. First, while the CBP covers nearly all 
NAICS industries, Yelp focuses on local businesses. Since retail is a small 
piece of  the business landscape, the extent to which Yelp data relate to 
the overall numbers of CBP businesses or growth rates in other industries 
depends on the broader relationship between retail and the overall economy. 
Even a comparison to the restaurant- only CBP data has challenges because 
the CBP’s industry classifi cation is derived from the Economic Census or 
other Census surveys. In contrast, Yelp’s classifi cation is assigned through 
user and business owner reports, as well as Yelp’s internal quality checks. As 
a result, some businesses may not be categorized equivalently across the two 
datasets (e.g., a bar that serves snack food may be classifi ed as a “drinking 

3. Some notable exclusions are 722330 (mobile food services), 722410 (drinking places), and 
all markets and convenience stores.

4. These numbers exclude any businesses in Yelp that are missing a zip code, price range, or 
any recommended reviews.
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place” in the CBP, while Yelp may classify it as both a bar and a restaurant), 
and Yelp includes restaurants with no employees, while the CBP does not 
count them. Second, the extent of Yelp coverage also depends on the number 
of Yelp users, which has grown over time as the company gained popularity. 
In areas with thicker user bases, one might expect business openings and 
closings to be more quickly reported by users, allowing Yelp to maintain 
a fairly real- time snapshot of  the local economy. However, in areas with 
low adoption rates, businesses may take longer to be fl agged as closed or 
open, adding noise to the true number of businesses currently open in the 
economy. Third, businesses with no reviews may receive less attention from 
users, and therefore may be less likely to be fl agged as open or marked as 
closed even after they close, since this relies on user contributions.

To account for these limitations, we only count businesses as open if  they 
have received at least one recommended Yelp review. In the zip codes covered 
by both the CBP and Yelp, Yelp’s mean and median number of restaurants 
has steadily increased over the past 10 years (see fi gure 9.2). Much of this 

Fig. 9.2 Number of businesses and restaurants recorded by CBP vs. Yelp, 
2004–2015
Notes: These fi gures compare the mean and median number of businesses (top) and restau-
rants (bottom) per zip code as recorded by Yelp and the CBP between 2004 (when Yelp was 
founded) to 2015, in all zip codes covered by both sources. “Yelp Opened” shows the mean and 
median number of restaurants opened that year per zip code, as recorded by Yelp. “Yelp 
Closed” represents the mean and median number of restaurants closed that year per zip code, 
as recorded by Yelp.
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increase refl ects a rise in Yelp usage. We limit our sample to after 2009, 
because the mean number of  restaurants per zip code between the CBP 
and Yelp becomes comparable around 2009. The mean number of restau-
rants in Yelp actually surpassed the mean number of restaurants in CBP in 
2013, which may be explained by diff erences in accounting, such as industry 
category designations and Yelp’s counts of businesses with no employees. 
Finally, we limit our analysis to zip codes with at least one business in the 
CBP and Yelp in 2009, and examine a balanced sample of zip codes from 
2009 to 2015. Table 9.1 shows the summary statistics of all variables in our 
dataset across this time period.

In the sections that follow, we use this dataset to describe Yelp’s cover-
age over time and geography in greater detail, as well as the fi ndings of our 
analyses.

Table 9.1 Summary statistics

Businesses Restaurants

  Number  
Annual 
Growth  Number  

Annual 
Growth

CBP number of open establishments 317.920 1.717 27.723 0.484
(432.933) (14.503) (34.026) (2.852)

Yelp number of open businesses 52.274 4.071 26.679 1.811
(99.450) (9.159) (38.880) (3.571)

Yelp number of closed businesses 1.534 0.476 1.076 0.294
(4.878) (2.221) (2.745) (1.622)

Number of Yelp reviews 272.051 69.266 247.470 63.386
(1218.273) (260.433) (984.581) (214.393)

Average Yelp rating 3.000 0.162 3.104 0.144
(1.547) (1.560) (1.350) (1.405)

Yelp number of businesses that 
closed within 1 year

0.038 –0.268 0.032 –0.140
(0.235) (8.157) (0.204) (3.386)

Yelp number of opened businesses 5.497 0.012 2.831 0.010
(11.697) (0.271) (4.831) (0.252)

Observations 159,369 136,602 127,176 109,008
Population density per sq. mile 1756.609 2034.598

(5634.997) (6035.183)
% bachelor’s degree or higher 26.556 27.686

(16.249) (16.438)
Median household income in past 

12 months (in 2015 dollars)
56533.953 57271.358

(23725.879) (24219.673)

Observations  145,425    122,976   

Notes: Means and standard deviations (in parentheses) are displayed for each variable, for 
absolute numbers and annual changes of both businesses and restaurants. Each observation 
is at the zip code–year level, across years 2009–2015. Population density estimates are from 
the 2010 Census. Percent with a bachelor’s degree or higher and median household income are 
from the 2015 American Community Survey fi ve- year estimates.
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9.2.1  Comparing Restaurant Coverage on Yelp and the County 
Business Patterns

We fi rst compare Yelp and CBP restaurant numbers to paint a more 
detailed picture of Yelp coverage across geography. In 2015 (the last year 
of  CBP data available), 27,074 zip codes out of  33,120 ZCTAs listed in 
the US in 2010 had at least one restaurant in either the CBP or Yelp.5 The 
CBP listed 542,029 restaurants in 24,790 zip codes, and Yelp listed 576,233 
restaurants in 22,719 zip codes. There were 2,284 zip codes with at least one 
Yelp restaurant but no CBP restaurants, and 4,355 zip codes with at least 
one CBP restaurant and no Yelp restaurants.

We focus on Yelp coverage ratios, which are defi ned as the ratio of Yelp 
restaurants to CBP restaurants. Since we match the data by geography and 
not by establishment, there is no guarantee that the same establishments are 
being counted in the two data sources. Nationwide, the Yelp coverage ratio is 
106.3 percent, meaning that Yelp captures more establishments, presumably 
disproportionately smaller ones, than it misses.6 Approximately 95 percent 
of the population in our sample live in zip codes where the number of Yelp 
restaurants is at least 50 percent of the number of CBP restaurants, and over 
50 percent of the population in our zip code sample live in zip codes with 
more Yelp restaurants than CBP restaurants (see fi gure 9.3).

Yelp coverage of CBP restaurants is strongly correlated with population 
density. In the 1,000 most sparsely populated zip codes covered by the CBP, 
mean Yelp coverage is 88 percent (median coverage = 67 percent), while in 
the 1,000 densest zip codes, mean coverage is 126 percent (median coverage 
= 123 percent). Figure 9.4 shows the relationship between Yelp coverage 
of CBP restaurants and population density across all zip codes covered by 
the CBP, plotting the average Yelp/CBP ratio for each equal- sized bin of 
population density. The relationship is at fi rst negative and then positive for 
population density levels above 50 people per square mile.

The nonmonotonicity may simply refl ect a nonmonotonicity in the share 
of restaurants with no employees, which in turn refl ects off setting supply and 
demand side eff ects. In zip codes with fewer than 50 people per square mile, 
Yelp tends to report one or two restaurants in many of these areas whereas 
the CBP reports none. Extremely low- density levels imply limited restau-
rant demand, which may only be able to support one or two small estab-
lishments. High- density levels generate robust demand for both large and 
small establishments, but higher- density areas may also have a dispropor-
tionately abundant supply of small- scale, often immigrant entrepreneurs. 

5. We note that ZCTAs are only revised for the decennial census.
6. These ratios refer to the total counts of CBP and Yelp restaurants; we can make no claims 

about whether the two sources are counting the same businesses.
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Fig. 9.3 Distribution of Yelp coverage across zip codes (weighted by population)
Note: This fi gure shows the cumulative density function of Yelp coverage weighted by popula-
tion, across all zip codes that the CBP covers. For each ratio of Yelp to CBP restaurants, this 
fi gure shows the percentage of zip codes that has that ratio or higher. This fi gure has been 
truncated at Yelp/CBP ratio = 2.

Fig. 9.4 Yelp coverage by population density
Note: This fi gure shows the conditional expectation function of the ratio of Yelp to CBP 
restaurants on population density across all zip codes covered by the CBP, plotting the average 
Yelp/CBP ratio for each equal- sized bin of population density.
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High- density levels may also have greater Yelp usage, which helps explain 
the upward- sloping part of the curve.

As illustrative examples, zip code 93634 in Lakeshore, California, exempli-
fi es low- density America, with a total population of 33 people over an area 
of 1,185 square miles that is mountainous. Yelp lists two restaurants in this 
zip code, while the CBP lists zero. The two restaurants are associated with a 
resort that may be counted as part of lodging establishments in the CBP. Zip 
code 45346 in New Madison, Ohio, is near the threshold of 50 people per 
square mile. This large rural area includes 42 square miles and a small village 
with 2,293 people. Both Yelp and the CBP track exactly one restaurant, which 
is a snack shop in the Yelp data. A very dense zip code like 10128 in Manhat-
tan, New York City’s Upper East Side, with a population of 60,453 in an area 
of 0.471 square miles, lists 177 Yelp restaurants and 137 CBP restaurants, 
for a Yelp coverage ratio of 129 percent. While this neighborhood contains 
many large eating establishments, it also contains an abundance of smaller 
eateries, including food trucks, that are unlikely to be included in the CBP.

9.3  Nowcasting the CBP

We now evaluate the potential for Yelp data to provide informative mea-
sures of the local economy by exploring its relationship with CBP measures, 
fi rst using regression analysis and then turning to a more fl exible forecasting 
exercise.

9.3.1  Regression Analysis

Table 9.2 shows results from regressing changes in CBP business numbers 
on prior CBP and Yelp measures. Column (1) regresses changes in the CBP’s 
number of businesses in year t on two lags of the CBP. The addition of one 
CBP establishment in the previous year is associated with an increase of 0.27 
businesses in year t, showing that there is positive serial correlation in the 
growth of businesses at the zip code level. The correlation is also strongly 
positive with a two- year lag of CBP business openings. Together, the two 
lags of changes in CBP establishments explain 14.8 percent of the variance 
(as measured by adjusted R2).

Column 2 of table 9.2 regresses changes in CBP business numbers in year 
t on two lags of the CBP and the contemporaneous change in Yelp business 
numbers. Adding contemporaneous Yelp business numbers increases the 
variance explained to 22.5 percent. A one- unit change in the number of 
Yelp businesses in the same year is associated with an increase in the number 
of CBP businesses of 0.6. This coeffi  cient is fairly precisely estimated, so 
that with 99 percent confi dence, a one- unit increase in the number of Yelp 
establishments is associated with an increase between 0.55 and 0.66 in CBP 
establishments in the same year, holding two years of lagged CBP establish-
ment growth constant.
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The prediction of a purely accounting model of establishments is that 
the coeffi  cient should equal one, but there are at least two reasons why that 
prediction will fail. First, if  there is measurement error in the Yelp variable, 
that will push the coeffi  cient below one due to attenuation bias. Second, 
Yelp does not include many CBP establishments, especially in industries 
other than retail. If  growth in retail is associated with growth in other indus-
tries, then the coeffi  cient could be greater than one, which we term spillover 
bias and expect to be positive. The estimated coeffi  cient of 0.61 presumably 
refl ects a combination of attenuation and spillover bias, with spillover bias 
dominating.

Columns 3 and 4 of table 9.2 show that lagged Yelp data, as well as other 
Yelp variables including the number of closures and reviews, are only mildly 
informative in explaining the variance of  CBP business number growth. 
Growth in CBP establishments is positively associated with a one- year lag 
in the growth in the number of Yelp establishments, and including that vari-
able causes the coeffi  cient on contemporary establishment growth to drop 
to 0.44. Regression (4) also shows that increases in the number of Yelp clos-
ings are negatively correlated with growth in the number of CBP establish-
ments, and that the number of Yelp reviews is not correlated with growth in 
the number of CBP establishments. Some of these extra Yelp variables are 

Table 9.2 Predicting CBP establishment growth using regression analysis

CBP
establishment 

growth

CBP
establishment 

growth

CBP
establishment 

growth

CBP
establishment 

growth
  (1)  (2)  (3)  (4)

CBP establishment 
growth (lag1)

0.271*** 0.197*** 0.189*** 0.188***
(0.018) (0.017) (0.017) (0.017)

CBP establishment 
growth (lag2)

0.219*** 0.190*** 0.185*** 0.184***
(0.010) (0.011) (0.011) (0.011)

Yelp business growth 0.605*** 0.443*** 0.495***
(0.023) (0.029) (0.029)

Yelp business growth 
(lag1)

0.194*** 0.169***
(0.025) (0.025)

Yelp growth in closed 
businesses

–0.264***
(0.048)

Yelp reviews growth 
(divided by 100)

0.094
(0.081)

Constant 4.542*** 1.782*** 1.854*** 1.822***
(0.127) (0.148) (0.149) (0.144)

Year FE Yes Yes Yes Yes
Observations 91,068 91,068 91,068 91,068
Adjusted R2  0.148  0.225  0.228  0.229

Note: All regressions include a full set of  calendar- year dummies and cluster standard errors 
at the zip code level. * p < 0.10, ** p < 0.05, *** p < 0.01.
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statistically signifi cant, but they add little to overall explanatory power. The 
adjusted R2 only rises from 0.225 to 0.229 between regression (2) and regres-
sion (4). The real improvement in predictive power comes from the inclusion 
of contemporaneous Yelp openings, not from the more complex specifi ca-
tion. This suggests that simply looking at current changes in the number of 
Yelp establishments may be enough for most local policy makers who are 
interested in assessing the current economic path of a neighborhood.

Table 9.3 replicates the analysis above for changes in the number of res-
taurants in a given zip code and year. The fi rst specifi cation suggests that 
there is little serial correlation in CBP restaurant openings and consequently, 
past changes in CBP do little to predict current changes. The second regres-
sion shows a strong correlation between changes in the number of  CBP 
restaurant openings and contemporaneous Yelp restaurant openings. The 
R2 of 0.11 is lower in this specifi cation than in the comparable regression 
(2) in table 9.2 (R2 = 0.23), but this is perhaps unsurprising given the much 
lower baseline R2. The improvement in R2 from adding contemporaneous 
Yelp data to the restaurant predictions is larger both in absolute and rela-
tive terms.

Perhaps more oddly, the coeffi  cient on Yelp openings is 0.32, which is 

Table 9.3 Predicting CBP restaurant growth using regression analysis

CBP 
restaurant

CBP 
restaurant

CBP 
restaurant

CBP 
restaurant

growth growth growth growth
  (1)  (2)  (3)  (4)

CBP restaurant growth (lag1) –0.049*** –0.127*** –0.157*** –0.165***
(0.010) (0.009) (0.009) (0.009)

CBP restaurant growth (lag2) 0.059*** –0.012 –0.034*** –0.048***
(0.008 (0.007) (0.007) (0.007)

Yelp restaurant growth 0.319*** 0.257*** 0.274***
(0.008) (0.008) (0.009)

Yelp restaurant growth (lag1) 0.132*** 0.088***
(0.009) (0.009)

Yelp growth in closed restaurants –0.119***
(0.013)

Yelp reviews growth (divided by 100) 0.164***
Constant 0.783*** 0.160*** 0.099*** (0.020)

0.166***
(0.025) (0.024) (0.025) (0.024)

Year FE Yes Yes Yes Yes
Observations 72,672 72,672 72,672 72,672
Adjusted R2  0.009  0.110  0.123  0.139

Note: All regressions include a full set of  calendar- year dummies and cluster standard errors 
at the zip code level.
* p < 0.10, ** p < 0.05, *** p < 0.01.
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smaller for the restaurant data than for overall data. We would perhaps 
expect the measurement bias problem to be smaller for this industrial sub-
group, and that would presumably lead us to expect a larger coeffi  cient in 
table 9.3. The exclusion of  other industries, however, reduces the scope 
for spillover bias, which probably explains the lower coeffi  cient. This shift 
implies that both attenuation and spillover biases are likely to be large, which 
pushes against any structural interpretation of the coeffi  cient.

Regression (3) includes a one- year lag of Yelp openings, which also has a 
positive coeffi  cient. Including this lag causes the coeffi  cient on lagged CBP 
openings to become even more negative. One explanation for this shift could 
be that actual restaurant openings display mean reversion, but restaurants 
appear in Yelp before they appear in the CBP. Consequently, last year’s 
growth in Yelp restaurants predicts this year’s growth in CBP restaurants. 
Including this lag improves the R2 to 0.12.

In regression (4), we also include our measure of closures in the Yelp data 
and the number of Yelp reviews. The coeffi  cients for both variables are statis-
tically signifi cant and have the expected signs. More Yelp closures are asso-
ciated with less growth in CBP restaurants, while more Yelp reviews imply 
more restaurant openings, perhaps because more reviews are associated with 
more demand for restaurants. Including these extra variables improves the 
R2 to 0.14. These regressions suggest that there is more advantage in using a 
more complicated Yelp- based model to assess the time- series of restaurants 
than to assess the overall changes in the number of establishments.

While these results suggest that Yelp data have the potential to serve as 
a useful complement to offi  cial data sources, these regression analyses are 
hardly a comparison of best possible predictors. To provide a more robust 
evaluation of the potential for Yelp data to provide informative measures 
of  the local economy, we now turn to out- of- sample forecasting of CBP 
measures using a more sophisticated prediction algorithm.

9.3.2  Forecasting with a Random Forest Algorithm

We leverage a random forest algorithm to evaluate whether Yelp measures 
can provide gains in nowcasting CBP measures before the release of offi  cial 
statistics. We are interested in the ability of Yelp to predict changes in overall 
CBP establishments and restaurants over and above the prediction power 
generated by lagged CBP data. Consequently, we begin our prediction task 
by regressing the change in CBP establishments on the two lags of changes 
in CBP establishments and zip code and year fi xed eff ects. We then work with 
the residual quantity. Given the two lags of the CBP, our sample spans years 
2012 to 2015. We use a relatively simple fi rst stage regression because we have 
a limited number of years, and because modest increases in complexity add 
little predictive power.

We assign the last year of our dataset (2015) to the test set, which rep-
resents 25 percent of our sample, and the rest to the training set. We then 
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examine the ability of lagged and contemporaneous Yelp data to predict 
residual changes in CBP number of establishments in a given zip code and 
year. We include the following Yelp measures in the feature set: contempo-
raneous and lagged changes in, and absolute count of, the total number 
of open, opened, and closed businesses; aggregate review counts; and the 
average rating of businesses, all in terms of total numbers and broken down 
by lowest and highest price level, along with the year and total number of 
businesses that closed within one year. The number of trees in the forest is set 
to 300, and the gains to increasing this number are marginal, yielding very 
similar results. Using an off - the- shelf  random forest algorithm on models 
with limited feature sets, our analyses represent basic exercises to evaluate 
the usefulness of Yelp data, rather than to provide the most precise forecasts.

Table 9.4 shows the prediction results. The fi rst column shows our results 
for CBP establishments overall, while the second column shows the results 
for restaurants. We evaluate the predictive power of our model in two ways. 
Using the 2012–2014 data, we use an “out- of- bag” estimate of the prediction 
accuracy. We also use the 2015 data as a distinct testing sample.

The fi rst row shows that the model has an R2 of 0.29 for predicting the 
2014–2015 CBP openings for all businesses and an R2 of 0.26 for restaurants. 
Since the baseline data were already orthogonalized with respect to year, 
this implies that the Yelp- based model can explain between one- quarter and 
one- third of the variation across zip codes in the residualized CBP data.

The second row shows the out- of- bag estimates of R2, based on the train-
ing data. In this case, the R2 is 0.21 for both data samples. The lower R2 

Table 9.4 Predicting CBP establishment and restaurant growth using a random 
forest algorithm

   Establishments  Restaurants  

R2 0.292 0.264
Out- of- bag R2 0.214 0.212
Mean absolute error 7.989 1.713
Mean squared error 222.067 7.200
Median absolute error 3.871 1.062
Mean CBP growth 3.393 0.539
St. dev CBP growth 15.078 2.913

 Observations  91,068  72,672  

Notes: All analyses predict residual variance in the change in CBP establishments after re-
gressing two lags of changes in CBP establishments with zip code and year fi xed eff ects. Fea-
tures include year and the change in and absolute number of total open, opened, and closed 
businesses as recorded by Yelp, as well as an aggregate review count and average rating, and 
broken down by lowest and highest business price level. The sample covers the period 2012–
2015, and all observations for 2015 are assigned to the test set, and the rest to training. The 
number of trees in the forest is set to 300. The number of observations, means, and standard 
deviations of CBP Growth are reported using the full set of  observations across both training 
and test sets.
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is not surprising given that out- of- bag estimates can often understate the 
predictive power of models. Nonetheless, it is useful to know that the fi t of 
the model is not particular to anything about 2015.

There appears to be a wide range of predictive ability—but on average 
bounded within approximately half a standard deviation for businesses, with 
8.0 mean absolute error (MAE) and 3.9 median absolute error, compared 
to a mean of 3.4 and a standard deviation of 15.1. The mean and median 
absolute errors for restaurants are substantially smaller than for businesses, 
at 1.7 and 1.1, respectively, but the mean and standard deviation for restau-
rant growth are also substantially lower than for businesses, at 0.54 and 2.9, 
respectively.

Yelp’s predictive power is far from perfect, but it does provide signifi cant 
improvement in our knowledge about the path of local economies. Adding 
Yelp data can help marginally improve predictions compared to using only 
prior CBP data.

9.4  The Limits to Nowcasting by Geographic Area and Industry

We now examine where Yelp data are better or worse at predicting local 
economic change, looking across geographic traits and industry categories. 
As discussed earlier, we believe that Yelp is likely to be more accurate when 
population densities are higher and when the use of Yelp is more frequent. 
We are less sure why Yelp should have more predictive power in some indus-
tries than in others, but we still test for that possibility. We fi rst use a regres-
sion framework to examine the interaction between Yelp changes and local 
economic statistics on population density, median household income, and 
education. We then run separate regression analyses by industry catego-
ries. Finally, we reproduce our random forest approach for geographic and 
industrial subgroups.

9.4.1  Table 9.5: Interactions with Area Attributes

Table 9.5 shows results from regressions where changes in Yelp’s open 
business numbers are interacted with indicators for geographic character-
istics. We use indicator variables that take on a value of one if  the area has 
greater than the median level of  population density, income, and educa-
tion, and zero otherwise. Population density estimates are from the 2010 
Census, while measures of median household income and percentage with a 
bachelor’s degree are from the 2015 American Community Survey fi ve- year 
estimates. We present results just for total establishments and begin with the 
simple specifi cation of regression (2) in table 9.2.

In this fi rst regression, we fi nd that all three interaction terms are positive 
and statistically signifi cant. The interaction with high population density 
is 0.14, while the interaction with high income is 0.30, and the interaction 
with high education is 0.09. Together, these interactions imply that the coeffi  -
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cient on contemporaneous Yelp openings is 0.2 in a low- density, low- income 
and low- education zip code, and 0.73 in a high- density, high- income, and 
high- education zip code. This is an extremely large shift in coeffi  cient size, 
perhaps best explained by far greater usage of Yelp in places with higher 
density, higher income, and higher education. If  higher usage leads to more 
accuracy, this should cause the attenuation bias to fall and the estimated 
coeffi  cient to increase.

In the second regression, we also add lagged Yelp openings. In this case, 

Table 9.5 Predicting CBP establishment growth by area attributes using 
regression analysis

CBP 
establishment 

growth

CBP 
establishment 

growth

CBP 
establishment 

growth
  (1)  (2)  (3)

CBP establishment growth (lag1) 0.188*** 0.179*** 0.179***
(0.018) (0.018) (0.017)

CBP establishment growth (lag2) 0.182*** 0.177*** 0.175***
(0.011) (0.011) (0.011)

Yelp business growth 0.195*** 0.302*** 0.339***
(0.047) (0.060) (0.060)

High density ∗ Yelp business growth 0.144** 0.016 0.021
(0.047) (0.065) (0.065)

High income ∗ Yelp business growth 0.295*** 0.222** 0.224**
(0.037) (0.072) (0.072)

High education ∗ Yelp business growth 0.092** –0.022 –0.004
(0.035) (0.068) (0.067)

Yelp business growth (lag1) –0.106* –0.112*
(0.047) (0.047)

High density ∗ Yelp business growth 
(lag1)

0.139** 0.136**
(0.047) (0.047)

High income ∗ Yelp business growth 
(lag1)

0.086 0.084
(0.073) (0.073)

High education ∗ Yelp business growth 
(lag1)

0.125* 0.115
(0.062) (0.061)

Yelp growth in closed businesses –0.281***
(0.048)

Yelp reviews growth (divided by 100) 0.056
(0.074)

Constant 2.066*** 2.095*** 2.038***
(0.154) (0.156) (0.153)

Year FE Yes Yes Yes
Observations 83,100 83,100 83,100
Adjusted R2  0.230  0.233  0.235

Notes: All regressions include a full set of  calendar- year dummies and cluster standard errors 
at the zip code level. Indicators High density, High income, and High education equal 1 if  a 
zip code is above the median across all zip codes in population density, median household 
income, and percent with a bachelor’s degree, respectively. * p < 0.10, ** p < 0.05, *** p < 0.01.
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the baseline coeffi  cient is negative, but again all three interactions are posi-
tive. Consequently, the estimated coeffi  cient on lagged Yelp openings is −0.1 
in low- density, low- income, and low- education locales, but 0.24 in high- 
density, high- income, and high- education areas. Again, decreased attenua-
tion bias is one possible interpretation of this change. The third regression 
includes changes in Yelp closings and the number of Yelp reviews.

These interactions suggest that the predictive power of Yelp is likely to be 
higher in places with more density, education, and income. However, it is not 
true that adding interactions signifi cantly improves the overall R2. There is 
also little increase in R2 from adding the lag of Yelp openings or the other 
Yelp variables, just as in table 9.2. While contemporaneous Yelp openings is 
the primary source of explanatory power, if  policy makers want to use Yelp 
openings to predict changes in establishments, they should recognize that 
the mapping between contemporaneous Yelp openings and CBP openings 
is diff erent in diff erent places.

9.4.2  Table 9.6: The Predictive Power of Yelp and Area Attributes

Table 9.5 examines how the coeffi  cient on Yelp openings changed with 
area attributes. Table 9.6 examines whether the predictive power of Yelp 
diff ers with the same attributes. To test this hypothesis, we replicate table 

Table 9.6 Predicting CBP establishment growth by area attributes using a random 
forest algorithm

Population 
density Income Education

  High  Low  High  Low  High  Low

R2 0.244 0.056 0.328 0.149 0.291 0.064
Out- of- bag R2 0.194 0.029 0.256 0.075 0.234 0.023
Mean absolute error 12.731 3.922 9.806 6.997 11.111 5.593
Mean squared error 427.918 42.065 292.104 186.273 363.237 110.182
Median absolute error 7.966 2.492 5.0785 3.476 6.030 3.034
Mean CBP growth 6.799 0.494 6.106 1.370 6.453 0.900
St. dev CBP growth 20.484 6.485 17.654 13.011 19.137 10.153

Observations  42,644  42,648  41,548  41,552  42,224  42,568

Notes: Broken down by subsamples of the data based on population density, median house-
hold income, and percent with a bachelor’s degree, all analyses predict residual variance in the 
change in CBP establishments after regressing two lags of changes in CBP establishments with 
zip code and year fi xed eff ects. Features include year and the change in and absolute number 
of total open, opened, and closed businesses as recorded by Yelp, as well as an aggregate re-
view count and average rating, and broken down by lowest and highest business price level. 
The sample covers the time period 2012–2015, and all observations for 2015 have been as-
signed to the test set, and the rest to training. The number of trees in the forest is set to 300. 
Each column indicates which subsample of the data was analyzed. The number of observa-
tions, means, and standard deviations of CBP growth are reported for each column using the 
full set of  observations across both training and test sets.
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9.4 on diff erent subsamples of the data. We split the data into two groups 
based fi rst on density, then income, and then education. The split is taken at 
the sample median. For each split, we replicate our previous analysis using a 
random forest algorithm. Once again, we omit the 2015 data in our training 
sample and use those data to test the model’s predictive power.

The fi rst panel of table 9.6 shows the split based on density. Our two pri-
mary measures of goodness of fi t are the R2 for the 2014–2015 CBP open-
ings and the out- of- bag R2 estimated for the earlier data. In the high- density 
sample, the R2 for the out- of- sample data is 0.24, while in the low- density 
sample, the R2 is 0.06. The out- of- bag R2 is 0.19 in the high- density sample 
and 0.03 in the low- density sample. As the earlier interactions suggest, Yelp 
openings have far more predictive power in high- density zip codes than in 
low- density zip codes. One natural interpretation of this fi nding is that there 
is much more Yelp usage in higher- density areas and consequently, Yelp 
provides a more accurate picture of the local economy when density is high.

The mean and median absolute errors are higher in high- density zip codes 
than in low- density zip codes. Yet, the mean and standard deviation of CBP 
establishment growth are also much higher in such areas. Relative to the 
mean and standard deviation of  CBP openings, the standard errors are 
smaller in higher- density locations. The mean and median absolute errors 
are 12.7 and 8.0 in the high- density sample, compared to a mean CBP growth 
of 7.0 and standard deviation of 20.5. In the low- density locations, the mean 
and median absolute errors are 3.9 and 2.5, compared to a mean CBP growth 
of 0.5 and standard deviation of 6.5.

In the second panel, we split based on income. In the higher- income 
sample, the R2 for the 2014–2015 data is 0.33 and the out- of- bag R2 is 0.26. 
In the lower- income sample, the R2 for these data is 0.15 and the out- of- bag 
R2 is 0.08. Once again, in higher- income areas where Yelp usage is more com-
mon, Yelp provides better predictions. In higher- income areas, the median 
absolute error (5.1) is lower than the mean CBP growth (6.1), compared to 
lower- income areas where the median absolute error at 3.5 is two and a half  
times the mean CBP growth of 1.4.

In the fi nal panel, we split based on education and the results are again 
similar. The R2 using the 2014–2015 data is 0.29 in the high- education 
sample and 0.06 in the low- education sample. The out- of- bag R2 is 0.23 in 
the high- education sample and 0.02 in the low- education sample. Similar 
to the density split, the mean and median absolute errors are much higher 
in high- education zip codes than in low- education zip codes, but smaller 
relative to the mean and standard deviation of CBP establishment growth. 
The median absolute error in high- education zip codes is 6.0, slightly lower 
than the mean CBP growth of 6.5 and approximately a third of the standard 
deviation of CBP growth (19.1). In low- education zip codes, the median 
absolute error is 3.0, more than three times the mean CBP growth (0.9) and 
approximately a third of the standard deviation (10.2).
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Table 9.6 shows that the predictive power of Yelp is much lower in lower- 
education or lower- density locations. Yelp does a bit better in lower- income 
areas. This suggests that using Yelp to understand the local economy makes 
more sense in richer coastal cities than in poorer places.

Yelp appears to complement population density, income, and education, 
perhaps because higher- density areas have more restaurant options. Conse-
quently, Yelp is a better source for data in these areas and may be able to do 
more to improve local policy making. This provides yet another example of 
a setting where new technology favors areas with initial advantages.

9.4.3  Tables 9.7, 9.8, and 9.9: Cross- Industry Variation

We now examine whether Yelp is more predictive in some industries than 
others. We defi ne industry categories loosely based on NAICS supersectors, 
creating six industry categories described in table 9.7. These sectors include 
“retail, leisure and hospitality,” which is the sector that has the most over-
lap with Yelp coverage, “goods production,” “transportation and wholesale 
trade,” “information and fi nancial activities,” “professional and business 
services,” and “public services.”

We expect that Yelp’s predictive power will be higher in those industries 
where Yelp has more coverage. Yelp covers local restaurants and service 
businesses, including hospitality, real estate, home services, and automotive 

Table 9.7 Industry Category Defi nitions

Category  
NAICS 
sectors  Description

Retail, leisure, and 
hospitality

44, 45, 71, 72 Retail stores and dealers, arts, entertainment, 
recreation, accommodation, and food services

Goods production 11, 21, 22, 23,
31, 32, 33

Agriculture, forestry, fi shing, hunting, mining, 
quarrying, oil and gas extraction, utilities, 
construction, and manufacturing

Transportation and 
wholesale trade

42, 48, 49 Wholesale traders, markets, and agents; 
transportation and support activities; postal 
and delivery services; and warehousing

Information and fi nancial 
activities

51, 52, 53 Publishing, media production, 
telecommunications, fi nance, insurance, real 
estate, and leasing

Professional and business 
services

54, 55, 56, 81 Professional, scientifi c, technical, 
administrative, and support services; 
management of companies; waste management; 
repair and maintenance; personal and laundry 
services; religious and other organizations

Public services 61, 62, 92, 99 Education, health care, social assistance, public 
administration, and government

Note: All CBP establishments are classifi ed by NAICS codes, and each NAICS code was 
categorized into an industry category, based loosely on NAICS supersectors.
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repair, as well as local landmarks including museums and religious buildings. 
These industries mostly fall into two of our industry categories—“retail, 
leisure, and hospitality,” and “professional and business services”; with “real 
estate and leasing” falling into the “information and fi nancial activities” 
category.

For each industrial supersector, we regress changes in CBP business num-
bers in year t on two lags of the CBP in that industry group, contemporane-
ous and lagged changes in Yelp business numbers, and changes in business 
closures and aggregate review counts in Yelp. We include the CBP lags in 
each specifi c industry, but we do not try to distinguish Yelp listings by indus-
try, primarily because Yelp coverage in most of these industries is modest.

The fi rst regression in table 9.8 shows that the coeffi  cients for the retail, 
leisure, and hospitality industries are relatively large. A one- unit contempo-
raneous change in the number of Yelp businesses is associated with a 0.21 
change in the number of CBP businesses in that sector. The coeffi  cients on 
Yelp closings and total Yelp reviews are also signifi cant. As in table 9.3, 
lagged CBP establishment openings are statistically insignifi cant in this sec-
tor.

The coeffi  cient on contemporary Yelp openings for all the other fi ve 
industrial supersectors can essentially be grouped into two sets. For profes-
sional and business services and for information and fi nance, the coeffi  cient 
is close to 0.1, and the other Yelp variables are strongly signifi cant as well. 
For the other three supersectors, the coeffi  cient on the Yelp variables is much 
smaller. The R2 mirrors the coeffi  cient sizes. In retail, leisure, and hospital-
ity and professional and business services categories, we can explain 8.5 to 
10.2 percent of the variation in CBP measures using lagged CBP and Yelp 
data, compared to 0.9 to 8.2 percent in the other industry categories. These 
results suggest that Yelp is most likely to be useful for retail and professional 
services industries and less likely for public services, goods manufacturing, 
or transportation and wholesale trade.

Finally, table 9.9 replicates our random forest approach for each of the 
industrial supersectors. Again, we follow the same two- stage structure of 
fi rst orthogonalizing with respect to zip code, year, and past CBP changes. 
We again exclude the 2014–2015 CBP data from the training data. We again 
calculate both the out- of- sample R2 for that later year and we calculate the 
out- of- bag R2 based on earlier data.

The cross- industry pattern here is similar to the pattern seen in the regres-
sions. Yelp has the greatest predictive power for hospitality and leisure, pro-
fessional and business services, and information and fi nance. Among this 
group, however, Yelp data have the greatest ability to predict movement in 
professional and business services, perhaps because that sector is less volatile 
than restaurants. In this group, the R2 for 2014–2015 data ranges from 0.11 
for information and fi nance to 0.17 for professional and business services. 
The out- of- bag R2 values range from 0.08 to 0.16.

Goods production and public services show less predictability from Yelp 
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data. The 2014–2015 R2 for both these two groups is approximately 0.07. 
The out- of- bag R2 is less than 0.01 for goods production and 0.03 for public 
services. Finally, Yelp shows little ability to predict transportation and 
wholesale trade.

Our overall conclusion from this exercise is that Yelp does better at pre-
dicting overall changes in the number of establishments than in predicting 
changes within any one industry. The safest industries to focus on relatively 
fall within either hospitality or business services. For manufacturing and 
wholesale trade, Yelp does not seem to off er much predictive power.

9.5  Conclusion

Recent years have witnessed ongoing discussions about how to update or 
replace the national census across many countries. For example, the United 
Kingdom considered replacing the census with administrative data as well 
as third- party data from search engines like Google (Hope 2010; Sanghani 
2013). One of the areas that the US Census Bureau has been considering in 

Table 9.9 Predicting CBP establishment growth by industry category using a random 
forest algorithm

  

Retail, 
leisure, and 
hospitality  

Goods 
production  

Transportation 
and wholesale 

trade  

Information 
and fi nancial 

activities  

Professional 
and business 

services  
Public 

services

R2 0.131 0.066 0.014 0.109 0.172 0.072
Out- of- bag R2 0.147 0.004 0.007 0.079 0.158 0.034
Mean absolute 

error 3.161 2.315 1.759 2.205 3.437 2.448
Mean squared 

error 36.203 13.300 10.468 17.752 38.502 36.945
Median 

absolute 
error 1.616 1.392 0.967 0.982 1.659 1.161

Mean CBP 
growth 0.648 0.280 0.193 0.469 1.030 0.774

St. dev CBP 
growth 5.755 3.585 3.231 4.498 6.303 5.097

Observations  91,068  91,068  91,068  91,068  91,068  91,068

Notes: Broken down by subsamples of the data based on industry categories, all analyses predict residual 
variance in the change in CBP establishments after regressing two lags of changes in CBP establishments 
with zip code and year fi xed eff ects. Features include year and the contemporaneous and lagged change 
in and absolute number of total open, opened, and closed businesses as recorded by Yelp, as well as an 
aggregate review count and average rating, and broken down by lowest and highest business price level. 
The sample covers the time period 2012–2015, and all observations for 2015 have been assigned to the 
test set, and the rest to training. The number of trees in the forest is set to 300. Each column indicates 
which subsample of the data was analyzed. The number of observations, means, and standard deviations 
of CBP growth are reported for each column using the full set of  observations across both training and 
test set.
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its new plan to pare $5.2 billion dollars from its cost of $20 billion for the 
decennial census is to utilize administrative records and third- party data 
(Mervis 2017; US Census Bureau 2015a, 2015b).

Our analyses of one possible data source, Yelp, suggests that such new 
data sources can be a useful complement to offi  cial government data. Yelp 
can help predict contemporaneous changes in the local economy and also 
provide a snapshot of economic change at the local level. It thus provides a 
useful addition to the data tools that local policy makers can access.

In particular, we see three main ways in which new data sources like Yelp 
may potentially help improve offi  cial business statistics. First, they can 
improve forecasting at the margin for offi  cial Census products such as the 
County Business Patterns (CBP) and the Business Dynamics Statistics that 
measure the number of businesses. While these products provide invaluable 
guidance across the economy, there can be a considerable lag in how they 
get information about new businesses and business deaths. Data sources like 
Yelp may be able to help identify these events earlier or provide a basis for 
making real- time adjustments to the statistics. Second, these data sources 
can help provide a cross- check for the microdata underlying these statistics 
and help reconcile missing or inconsistent data. For example, it may take 
the Census time to classify businesses correctly, especially for small and new 
businesses that they undersample due to respondent burden, and new data 
sources can provide a source of validation. Lastly, these data sources can 
provide new measures of how the business landscape changes across neigh-
borhoods, such as prices, reputations, and granular business types that may 
not be contained in government surveys (Glaeser, Kim, and Luca 2018).

Yet our analysis also highlights challenges to the idea of replacing the 
Census altogether at any point in the near future. Government statistical 
agencies invest heavily in developing relatively complete coverage for a wide 
set of metrics. The variation in coverage inherent in data from online plat-
forms makes it diffi  cult to replace the role of providing offi  cial statistics that 
government data sources play.

Data from platforms like Yelp—combined with offi  cial government 
statistics—can provide valuable complementary datasets that will ultimately 
allow for more timely and granular forecasts and policy analyses, with a 
wider set of variables and more complete view of the local economy.

References

Cavallo, A. 2018. “Scraped Data and Sticky Prices.” Review of Economics and Sta-
tistics 100(1): 105–19. https:// doi .org /10 .1162 /REST _a _00652.

Choi, H., and H. Varian. 2012. “Predicting the Present with Google Trends.” Eco-
nomic Record 88:2–9. https:// doi .org /10 .1111 /j .1475 -  4932 .2012 .00809 .x.

 EBSCOhost - printed on 2/8/2023 7:48 PM via . All use subject to https://www.ebsco.com/terms-of-use



Using Yelp Data to Measure Economic Activity    273

Einav, L., and J. Levin. 2014. “The Data Revolution and Economic Analysis.” Inno-
vation Policy and the Economy 14:1–24. https:// doi .org /10 .1086 /674019.

Glaeser, E. L., H. Kim, and M. Luca. 2018. “Nowcasting Gentrifi cation: Using 
Yelp Data to Quantify Neighborhood Change.” AEA Papers and Proceedings 
108:77–82.

Glaeser, E. L., S. D. Kominers, M. Luca, and N. Naik. 2018. “Big Data and Big 
Cities: The Promises and Limitations of  Improved Measures of  Urban Life.” 
Economic Inquiry 56 (1): 114–37. https:// doi .org /10 .1111 /ecin .12364.

Goel, S., J. M. Hofman, S. Lahaie, D. M. Pennock, and D. J. Watts. 2010. “Predict-
ing Consumer Behavior with Web Search.” Proceedings of the National Academy 
of Sciences 107 (41): 17486–90. https:// www .pnas .org /content /pnas /107 /41 /17486 
.full .pdf.

Guzman, J., and S. Stern. 2016. “Nowcasting and Placecasting Entrepreneurial 
Quality and Performance.” In Measuring Entrepreneurial Businesses: Current 
Knowledge and Challenges, Studies in Income and Wealth, vol. 75, edited by John 
Haltiwanger, Erik Hurst, Javier Miranda, and Antoinette Schoar, 63–109. Chi-
cago: University of Chicago Press. https:// www .nber .org /system /fi les /chapters /
c13493 /c13493 .pdf.

Hope,  C. 2010. “National Census to Be Axed after 200 Years.” The Telegraph 
(London), July 9, 2010. Accessed July 6, 2017. http:// www .telegraph .co .uk /news 
/politics /7882774 /National -  census -  to -  be -  axed -  after -  200 -  years .html.

Kang, J. S., P. Kuznetsova, M. Luca, and Y. Choi. 2013. “Where Not to Eat? Improv-
ing Public Policy by Predicting Hygiene Inspections Using Online Reviews.” In 
Proceedings of the 2013 Conference on Empirical Methods in Natural Language 
Processing, 1443–48. Seattle, WA: Association for Computational Linguistics. 

Mervis, J. 2017. “Scientists Fear Pending Attack on Federal Statistics Collection.” 
Science Magazine, January 3. http:// www .sciencemag .org /news /2017 /01 /scientists 
-  fear -  pending -  attack -  federal -  statistics -  collection.

Sanghani, R. 2013. “Google Could Replace National Census.” The Telegraph (Lon-
don), June 26. Accessed July 6, 2017. http:// www .telegraph .co .uk /technology /google
 /10142641 /Google -  could -  replace -  national -  census .html.

US Census Bureau. 2015a. 2020 Census Operational Plan Overview and Operational 
Areas. Accessed July 6, 2017. https:// censusproject .fi les .wordpress .com /2015 /12 
/2020 -  census -  opplan -  conference -  call _the -  census -  project _10 -  21 -  15 _fi nal -  1 .pdf.

US Census Bureau. 2015b. Potential Data Sources to Replace or Enhance the Ques-
tion on Condominium Status on the American Community Survey. Accessed July 6, 
2017. https:// www .census .gov /content /dam /Census /library /working -  papers /2015 
/acs /2015 _Flanagan _Doyle _01 .pdf.

US Census Bureau. 2017. About the Bureau. https:// www .census .gov /about /what 
.html.

Wu, L., and E. Brynjolfsson. 2015. “The Future of Prediction: How Google Searches 
Foreshadow Housing Prices and Sales.” In Economic Analysis of the Digital Econ-
omy, edited by Avi Goldfarb, Shane M. Greenstein, and Catherine E. Tucker, 
89–118. Chicago: University of  Chicago Press. https:// doi .org /10 .7208 /chicago 
/978 0226206981 .003 .0003.

Yelp. 2017. “Yelp to Participate in the J. P. Morgan Global Technology, Media 
and Telecom Conference.” BusinessWire, May 24. https:// www .businesswire 
.com /news /home /20170511006257 /en /Yelp -  Participate -  J .P. -  Morgan -  Global 
-  Technology -  Media.

 EBSCOhost - printed on 2/8/2023 7:48 PM via . All use subject to https://www.ebsco.com/terms-of-use



 EBSCOhost - printed on 2/8/2023 7:48 PM via . All use subject to https://www.ebsco.com/terms-of-use



275

10.1  Introduction

The US Bureau of  Labor Statistics (BLS) Import and Export Price 
Indexes (MXPI) track price changes in internationally traded merchandise 
goods. The indexes underpin infl ation adjustment of US net exports and 
trade balances from current to constant dollars. The quality of the indexes 
is founded on the matched model and implemented through an establish-
ment survey. The matched model records same- good price diff erences at the 
item level and aggregates price changes weighted by product, company, and 
trade dollar value shares to all- goods import and export price indexes. For 
the past twenty years, 20,000 to 25,000 prices of unique items from thou-
sands of companies have been collected monthly to calculate detailed and 
all- goods price indexes. Trade has grown and sample size has been constant 
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and—more recently—reduced. Both trends result in thinner item cover-
age, directly reducing the number of detailed indexes of publishable quality. 
While the top- level MXPI—principal federal economic indicators—are of 
consistently high quality, measures for detailed price indexes are at risk. 
Symptomatic of this trend is the fact that BLS publishes only one half  of 
the most detailed Bureau of Economic Analysis (BEA) End Use goods price 
indexes for both imports and exports.

There exists an extensive source of administrative trade data that—up 
until now—has been used only as the sample frame for the international 
price establishment survey. The price and quantity information from these 
administrative records results in an average price or unit value—that is, the 
total dollar value of  the shipment divided by the quantity shipped. The 
2.9 million monthly export records dwarf the approximately 24,000 export 
and import items currently in the directly collected international price sur-
vey. The question analyzed here is whether and which unit values can be used 
on a large scale to track price change to bolster the number and improve the 
quality of published detailed price indexes and, by extension, the top- level 
indexes.

Incorporating unit values on a large scale into a BLS price index is a 
major methodological change to existing practices, given that the BLS 
program was founded in response to critiques of unit value measures. The 
BLS established the international price program to directly collect price 
data, following signifi cant research conducted by the National Bureau of 
Economic Research in the 1960s. The Stigler Commission (Price Statistics 
Review Committee 1961), a historical series of  import and export price 
indexes for 11 commodity groups (Lipsey 1963), and an extensive study on 
the measurement and calculation of price measures for international trade 
(Kravis and Lipsey 1971), described how unit values captured compositional 
eff ects of changes in product mix and diff erent quality of goods and did not 
mimic price changes. Unit value indexes at that time were calculated from 
average values for customs declarations that included value and quantity. 
The records were often incomplete, and thus unit values covered no more 
than a third of fi nished manufactured trade and slightly more than half  of 
commodity trade (Kravis and Lipsey 1971). The ability to determine US 
competitiveness was hampered because of the poor quality of these mea-
sures. The Census monthly unit value export and import indexes, published 
from July 1933 through 1990, were calculated for fi ve broad economic com-
modity categories (crude materials, crude foodstuff s, manufactured food-
stuff s and beverages, semimanufactures, and fi nished manufactures). The 
fi rst BLS import and export price indexes based on an establishment survey 
were published in 1973 as a consequence of  this high- profi le research to 
replace the Census unit value indexes, which BLS also deemed as having 
substantial unit- value bias due to lack of detail and the inclusion of hetero-
geneous products (Alterman 1991).
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Since that time, some experts have proposed that unit values for homoge-
neous goods may track prices (Mead 2014; Silver 2010). More than twenty 
years ago, Feenstra and Diewert (1997) proposed that BLS analyze the 
detailed administrative trade data that are the subject of this chapter, given 
the improvements in coverage, detail, and availability at that time. However, 
BLS had less capacity than today to address the complexity of  the data 
and the lag in its receipt, and so did not pursue the project. More recently, 
Nakamura et al. (2015) set out both historic precedence and mathematical 
formulas to incorporate unit values into offi  cial price indexes as a viable 
alternative to address substitution and other biases.

The proof that unit values could be used in price indexes is in the doing, and 
BLS has begun research on exports to evaluate the aforementioned adminis-
trative trade transactions. The administrative trade data are reported by type 
of export product per exporter per vessel per day, based on the detailed Har-
monized System (HS) classifi cation with more than 5,000 merchandise good 
categories. The transaction records include dozens of data fi elds. The data 
provide the opportunity to evaluate whether and which grouped transactions 
with a range of price diff erences are homogeneous, essentially addressing 
Nakamura et al.’s “impediment 2” to the adoption of unit values—“the 
question of if  and when auxiliary product unit attributes should be used in 
forming index basket product defi nitions” (Nakamura et al. 2015, 54).

The basic questions are (1) whether the data source can be used to cal-
culate unit values and (2) how to select and group the attributes of these 
transactions into homogeneous products. The fi rst question is more easily 
answered than the second. The approach we use allows for multiple trans-
actions per product at multiple prices to calculate a unit value with cur-
rent prices and quantities per time period. The second question is how to 
diff erentiate heterogeneous from homogeneous product categories—and 
thus unit values—with the attributes in the trade data in addition to the 
detailed HS product category (called here 10- digit HS). Many researchers 
use the trade data to calculate their own price or price index comparisons. 
For example, unit values are calculated for cross- country comparisons, using 
10- digit HS product categories (Feenstra et al. 2009; Feenstra and Romalis 
2014). Impacts of import prices on welfare in the United States group the 
10- digit HS with one or two data characteristics to calculate more detailed 
unit values. For example, Broda and Weinstein (2006) estimate the impact 
of  product variety changes on prices and welfares by including country 
of origin in their import indexes. Hottman and Monarch (2018) create an 
import price index that includes the foreign supplier ID and map out the 
welfare impacts of import price changes on select consumer profi les. Kamal 
and Monarch (2017) analyze the reliability of the trade data in the context 
of US–foreign supplier relations. These one- time research projects show the 
potential to calculate unit values and to group transactions into products. 
But we know of no work that evaluates the reliability of, bias in, or homo-
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geneity of unit values calculated from the trade data. To consider the trade 
data as a source in offi  cial statistics, these topics must be addressed.

There is limited precedent using unit values as prices in the import price 
index in the international price program. A crude petroleum import 
price index is currently calculated using unit values derived from the US 
Department of Energy (DOE) petroleum transaction import records.1 The 
DOE administrative data source is more reliable than survey data in the 
face of low company response rates and the price volatility of this heav-
ily traded product. Furthermore, crude petroleum import records provide 
fairly detailed product information. In contrast, the administrative trade 
transaction records do not have consistently similar product and transac-
tion information across the thousands of categories, in part because of the 
regulatory nature of trade. Many of the 10- digit HS product categories are 
composed of diff erentiated goods, which means that unit values grouped 
only by HS product are likely to be heterogeneous and not track product 
price trends. In the face of the uneven detail of administrative trade data, 
is it possible to move beyond a “special case” use of unit values, such as in 
crude petroleum, to a more comprehensive approach?

Key to the decision of whether and how to use unit values from the admin-
istrative trade data is having sound criteria for deciding when and how they 
can be applied. BLS requires a consistent and transparent approach to evalu-
ate (1) whether a product category is homogeneous and, relatedly, (2) to 
what degree unit value bias exists in the entry level item and the published 
index level. The potential to use unit values for the MXPI statistics faces two 
hurdles. The fi rst—evaluating and establishing a proof of concept to select 
homogeneous categories and calculate indexes accurately—is the focus 
of this paper. The second—whether there is a way to integrate the lagged 
administrative data into offi  cial monthly production—is not insignifi cant 
but will not be addressed here.

In this paper, we outline both concepts and methods for using administra-
tive trade data to produce unit values and unit value indexes. Using 2015–
2016 export transaction records for dairy and vegetables, we test six diff erent 
ways to group characteristics in the administrative records into entry- level 
items (ELIs). Entry- level items are the products in the index basket for which 
prices are tracked across time periods, and which form the base unit of 
price change for price indexes. Unit values for these ELIs are described and 
analyzed. Prices and price changes (short- term ratios, or STRs) are tested 
for unit value bias within and across months to identify the groupings—or 
item keys—that result in the least bias. ELI prices then are aggregated using 
a Tornqvist index formula to produce the 10- digit HS price indexes that are 

1. Import crude petroleum prices are derived from the administrative records of crude petro-
leum imports collected by the US Department of  Energy. Detailed product categories are 
grouped by product and transaction characteristics (i.e., gravity, crude stream, and country of 
origin) and average weighted prices are incorporated into the price index.
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the building blocks for the offi  cial product price indexes (Harmonized and 
BEA End Use) and industry price indexes for imports and exports.

For this research, applying a modifi ed Laspeyres index formula, we use the 
10- digit HS unit value price indexes to form 5- digit BEA End Use indexes, 
and then compare those indexes to existing BLS offi  cial price indexes as 
benchmarks for quality. A natural question is how our indexes compare to 
BLS’s published BEA End Use export price indexes. Those published price 
indexes are used to defl ate imports and exports in GDP, meaning that dif-
ferences in index values would result in revisions to GDP if  the unit value 
indexes were adopted. The comparative analysis of the unit value indexes 
and the benchmark indexes leads us to propose a prototype unit value index 
approach. The promising fi rst results we obtain provide a road map for 
comprehensively evaluating all import and export price indexes for homo-
geneous categories.

10.2  The Research Approach

Maintaining the standard for Principal Federal Economic Indicators 
when considering new concepts or methodology requires thoughtful and 
thorough review. This research evaluates which 10- digit HS categories are 
homogeneous and whether a more detailed grouping of attributes is neces-
sary to mitigate compositional eff ects of shipping contents on the resulting 
unit value. The simplest case is one in which all or some 10- digit HS unit 
values provide as good a measure of price change as the published import 
and export price indexes.

Two principles guide the methodological approaches in this research—to 
evaluate item homogeneity, and to improve the index where possible. The 
research develops and evaluates new methods to identify homogeneous prod-
ucts and to calculate unit value prices and indexes with administrative trade 
data, using a small subset of export data for two years (2015–2016) for two 
product areas—dairy and eggs (BEA End Use Classifi cation 00310), and 
vegetables, vegetable preparations, and juices (BEA End Use Classifi cation 
00330).2 We selected these two product categories for two reasons—because 
the 10- digit HS product groups that comprise each BEA End Use product 
area appear relatively homogeneous and because these indexes historically 
had been of  uneven quality. The issues generally have stemmed from an 
insuffi  cient number of representative businesses voluntarily participating 
in the survey, resulting in an insuffi  cient number of prices, incomplete rep-
resentation of sampled products, or inadvertent exclusion of large traders. 
Precisely because of the quality issues, the offi  cial XPI for these product 

2. The administrative trade data are collected through an electronic interface that exporters 
and importers use to directly enter data on trade transactions. The US Census Bureau collects 
and cleans the export data to calculate offi  cial international trade measures, after which the 
data are transferred to the BLS.
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categories may be an imperfect benchmark to validate the consistency and 
quality of the pilot index measures.

10.2.1  Defining Homogeneity

Moving from a matched model price to homogeneous product unit values 
requires consistency of defi nition of product attributes, suffi  cient transac-
tions to group by similar product attributes, and persistence over time of 
transactions with those same attributes.

Before using a homogeneous unit value in a price index, it is necessary 
to defi ne what a homogeneous product is. Nakamura et al. (2015) consider 
primary attributes of products as the only necessary characteristics to defi ne 
a unit value. However, in the administrative trade data, many 10- digit HS 
product categories include a mix of  diff erent products. Given that inter-
national trade transactions are more logistically complex and depend on 
well- defi ned sales contracts in order to be backed by a letter of credit from 
a fi nancial institution (Amiti and Weinstein 2009), we expect that the non-
price characteristics in the administrative records can provide additional 
information to defi ne products. That is, similarity of the transaction char-
acteristics that defi ne a sale are expected to signal similarity of  products 
and purchasers.

Transactions should be grouped to minimize diff erences in product attri-
butes and also maximize substitutability among the products in the included 
set. Price- setting research tells us that the prices of homogeneous products 
vary over time. In studies of exchange rate pass- through spanning nearly 
100,000 goods in the international price survey from 1994 to 2005, Gopinath 
and Itskhoki (2010) and Gopinath and Rigobon (2008) demonstrate that 
homogeneous goods experience both more frequent and larger price changes 
than diff erentiated goods. They attribute these diff erences to larger elastici-
ties of demand by consumers contributing to greater costs of price stickiness 
for producers. Thus, in the case of homogeneous goods, unit values allow for 
substitutability among similar products with diff erent prices. As Nakamura 
et al. (2015) propose, such unit values may more accurately represent import 
and export prices than a single price observation for the product from one 
sampled establishment. Additionally, the unit value indexes calculated from 
the unit values are expected not to demonstrate the “product replacement 
bias” of  matched models delineated in Nakamura and Steinsson (2012), 
where frequent product turnover results in no price changes across months 
for 40 percent of imported items.

What are the shared attributes that help defi ne homogeneity? Rauch 
(2001) notes that business networks linking country of origin and country 
of destination play an important role in market share, price, and trade vol-
ume of goods. Furthermore, Clausing (2003) describes how intra- fi rm trade 
and country impact price setting. This research leads us to suspect that 10- 
digit HS product categories on their own are likely to be too broad for unit 
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value indexes to demonstrate the characteristics of homogeneous products. 
To group transactions with a greater level of specifi city than the 10- digit 
HS product categories, we take into account price and nonprice trade char-
acteristics that separate goods into unique bins or groups of substitutable 
products. Given the high frequency of transactions in trade data, each bin is 
likely to have more than one transaction. In other words, we aim to increase 
what we call intra- item substitutability by grouping transactions by as many 
attributes that defi ne the purchaser- seller relationship while assuring per-
sistence over time of transactions with those same attributes. To objectively 
evaluate the diff erent groupings of products and their price dispersion, we 
use the coeffi  cient of variation (described below) to compare the diff erent 
product groupings.

10.2.2  Better Measures

Mismeasurement of trade impacts other indicators such as real GDP and 
productivity. The matched model has been criticized for measuring price 
changes of the same good only, and missing prices for new goods and dif-
ferent quality goods (Feldstein 2017). Nakamura et al. (2015) and Bridgman 
(2015) also describe sourcing substitution and trade cost biases, especially 
for import price indexes, arguing that offi  cial price indexes are upwardly 
biased.

The ability to account for new products and disappearing products and 
product varieties is a benefi t of the new method because the current val-
ues for all items are available and can be integrated into a superlative unit 
value index. More specifi cally, the Tornqvist index is known to adequately 
address substitution bias and can be implemented with the proposed unit 
value indexes (Diewert 1976). It is important to note that the lag in collec-
tion of new goods and the lack of current weights to account for changing 
tastes and trading patterns are not inherent in the matched model method 
but are related instead to the resources available for timely data collection. 
The administrative data expand the ability to account for new goods, to 
exclude products that are no longer traded, and to use current weights in a 
superlative index to account for substitution. Furthermore, the use of mul-
tiple transactions at multiple prices addresses the criticism of Nakamura 
et al. (2015) that single items may not be representative of a product when 
multiple prices are present in a population.

The prices and indexes calculated and presented here are based on the 
two principles described above. They are tested and evaluated for the degree 
of homogeneity and the existence of unit value bias. Basic parameters are 
established as a result of this research to (1) defi ne homogeneous unit val-
ues and items, (2) test item homogeneity, (3) identify appropriate BLS price 
indexes as benchmarks for comparison, and (4) propose the concepts and 
methods to use for survey production. These parameters provide the road-
map to systemically evaluate homogeneity at the item and index levels.
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10.3  Unit Values and Unit Value Bias

10.3.1  Defining Unit Values

The point of  departure for the research is to establish the 10- digit HS 
product category as the starting point for evaluating unit values. This level 
of detail is naturally occurring in the administrative trade data, as records 
are HS- specifi c.3 Given the fact that the 10- digit HS are also the strata from 
which MXPI indexes are sampled and calculated, this level of detail pro-
vides the most convenient entry point to blend the unit values into the sta-
tistical production process. Our research tests the premise that the 10- digit 
HS product categories are homogeneous, and products grouped with more 
attributes are more homogeneous, thus establishing a range of homogene-
ity from fewer products with fewer attributes to more products with more 
attributes. Unit values are then calculated for this range of products within 
each 10- digit HS product, in which each entry- level item is actually a product 
group, and each entry- level item price is a unit value.

Whereas the simplest case occurs when the item key—the list of price- 
determining characteristics that defi nes the item—contains only the 10- digit 
HS code (H), other item keys include additional attributes that are similar 
to price- determining characteristics in the international price survey. The 
attributes used in the item keys are: HS commodity classifi cation, EIN 
(establishment ID number) for the exporting company, zip code, state of 
origin, domestic port of export, country of destination, related or arms- 
length trade,4 and unit of measure. The data fi elds for HS, EIN, and zip code 
correspond with the sampling unit (multistage sampling for the directly col-
lected international price survey allocates price quotes across establishments 
at the 10- digit HS product category level). The data fi elds for state of origin, 
port of export, country of destination, and related or arms- length transac-
tion correspond to production and/or market relations between exporter 
and foreign consumer. Most of these descriptors also are collected in the 
survey as price- determining characteristics. For measurement consistency, 
the unit of measure (e.g., gross, piece, ton) also is included. Each item key 
specifi cation results in a diff erent set of unique items, or ELIs, with the same 
attributes grouped by the same shared characteristics.

The unit value is calculated at the level of the transaction. The unit value 
can be represented as a transaction i of a unique item j in month t, where j 

3. For a given shipment, each company must submit an individual record for each prod-
uct as defi ned by the 10- digit HS classifi cation (Schedule B for exports, and HTSUSA for 
imports). Thus, each record pertains to only one Employer Identifi cation Number (EIN) and 
one shipment. The record includes total dollar value, quantity, company, transportation, and 
geographic information on provenance and destination of goods and shipper.

4. Related trade is an intra- fi rm transaction that takes place between a parent and an affi  liate.
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is composed of a 10- digit HS code H, and is further defi ned by an array of 
price characteristics, item key K. Transaction i involves the trade of z actual 
items, where z is the number of actual items traded in transaction i. The 
unit value price of a transaction i is the average of prices for actual items 
traded in i, or

(1) pKi

( j,t),H = z i pKi,z

( j,t),H

z
,

where z can alternatively be represented as qKi

( j,t),H.
For all like transactions of a given K that comprise the unique item j, the 

price of item j is represented as a weighted geometric mean of unit value 
transaction prices, which yields

(2) p( j,t)
H = exp i j [wKi

( j,t),H ln(pKi

( j,t),H)]

i K wKi

( j,t),H
,

where normalized transaction- level weights are represented as

wKi

( j,t),H =
z i

pKi,z

( j,t),H.

The quantity of item j is represented as a sum of transaction quantities:

(3) q( j,t)
H =

i K
qKi

( j,t),H.

Taking an experimental approach to test diff erent specifi cations of items 
supports the objective to identify the best unit value measure. For the unit 
value tests, we use the price changes of actual transactions based on attri-
butes for six item key specifi cations.

10.3.2  Testing Unit Value Bias

To test for unit value bias, one must consider the price characteristics of a 
homogeneous item. Homogeneous items are close, if  not perfect, substitutes. 
Thus, in a competitive market, they would be expected to have similar price 
levels and be aff ected by the same market conditions over time. For multiple 
transactions of one product, we call this condition intra- item substitutabil-
ity. If  there is no supply or demand shock or large exchange rate fl uctuation, 
one would expect a homogeneous product’s within- month prices to group 
close to a mean, and its cross- month prices to show smoothness. For an 
item that faces a market shock, prices may cluster around more than one 
mean price. Although some HS 10- digit product categories experience more 
variable prices both within and across months, the large majority of items 
display little price change between months. Eff orts to defi ne homogeneity in 
a consistent way lead us to apply three types of test to the prices and price 
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changes of  items for the six item key specifi cations. Of these tests—the 
price dispersion test, an across- month item percentage change test, and two 
price clustering tests—the fi rst shows the most promise.

The price dispersion test was conducted on the actual unit values for dairy 
and vegetables transactions. The coeffi  cient of variation (CV) is the ratio of 
the weighted standard deviation of prices within a month to the weighted 
mean; lower percentages indicate less variability in the ELI. Even though 
fi ndings from the trade literature report price variability in homogeneous 
products, we assume there is a degree of within- month price variability for 
an item beyond which an item is not homogeneous. The CV test allows us 
to identify a frontier of price variability beyond which a group of transac-
tions comprising an item should not be considered homogeneous. This test 
fi ts with fi ndings from the trade literature that similar products from a pro-
ducer are priced similarly. The intra- month intra- item unit values for each 
of the six item keys were evaluated for all 24 months. Results are shown for 
dairy unit values only, as vegetables trend similarly. The bins in fi gure 10.1 
specify ranges of CVs. The least detailed item keys that exclude the company 
identifi er (EIN, or “E” in the legend) result in a concave cumulative distri-
bution, in which the vast majority of ELIs present with high variability of 
within- month prices, which implies poor intra- item substitutability. About 
60 percent of dairy products had a CV of less than 52.5 percent for the two 
item keys that exclude EIN. When the company identifi er is added to the 

Fig. 10.1 Coeffi  cient of variation test, dairy products and eggs, 2015–2016
Note: Letters correspond to these nonprice transaction characteristics: EIN (E), 10- digit HS 
(H), unit of  measure (Q), related transaction (R), state of origin (S), zip code of shipper (Z), 
country of destination (C), domestic port code (D).
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ELI specifi cation, prices cluster closer to the mean—60 percent of the ELIs 
that include the company identifi er had a CV less than 12.5 percent. Fur-
thermore, the most detailed item key, which includes company identifi er and 
country of destination, experiences the least price dispersion for each good. 
The wide dispersion and variability shown in the item keys that exclude the 
EIN demonstrate more unit value bias than for the item keys that include 
that characteristic.

Another test of homogeneity looks at the month- over- month percentage 
change in price. Monthly price changes are grouped into price variability 
bins for all months. Following on past price- setting research that price vari-
ability across months is not expected to be large, any such price change 
across months for item keys could indicate that the ELI may not represent 
the same good. Looking at the cumulative results for dairy and vegetables, 
both show 75–85 percent of ELIs with less than 22.5 percent monthly price 
changes. These results do not reveal intra- item substitutability improve-
ments with additional item key attributes and are not informative for item 
key selection or unit value bias.

Two types of price cluster tests are applied to the price data for the ELIs. 
The fi rst method minimizes the variance in the price cluster created (Ward 
Minimum Variance Method) and the second method minimizes the distance 
in the price clusters created (SAS Clustering Method 1). Assuming no price 
shocks and no unit value bias, the optimal number of clusters for each ELI 
should be one, as the item’s unit price should refl ect intra- item substitut-
ability. The Ward Minimum Variance Method was applied to price clusters 
for all ELI that had 100 or more transactions during the two- year period. 
The clustering results show that all item keys for both vegetables and dairy 
saw around 80 percent of their ELIs falling within one cluster. When using 
SAS Clustering Method 1, results are sensitive to price cluster distance. 
When EIN is included in the item key, the ELIs fall in one cluster around 
60–63 percent of the time, compared to 31–40 percent of the time when it is 
excluded. These results suggest that including EIN in the item key increases 
intra- item substitutability. Yet when outliers are removed at the second stan-
dard deviation from the mean, ELIs had one cluster around 78–91 percent 
of the time, demonstrating no defi nitive diff erence from the simplest case 
of 10- digit HS unit values.

The results of the coeffi  cient of variation test align with the expectation of 
intra- item substitutability, showing that the more detailed ELIs have more 
similar within- month unit values. This test has strong explanatory power 
and is used to evaluate item homogeneity.

10.4  Benchmarking Unit Value Indexes with BLS Price Indexes

Having selected ELIs that have intra- item substitutability and established 
an index methodology, we consider the options for calculating the least 

 EBSCOhost - printed on 2/8/2023 7:48 PM via . All use subject to https://www.ebsco.com/terms-of-use



286    Don A. Fast & Susan E. Fleck

biased unit value indexes and then compare the resulting indexes to exist-
ing BLS price indexes. As set out in the introduction, we compare the unit 
value indexes for 5- digit BEA End Use categories to appropriate price index 
benchmarks in order to evaluate the potential impact of their adoption on 
GDP revisions. The data we analyze are voluminous and many choices must 
be made in producing the unit value indexes. We apply diff erent assump-
tions for index calculation, imputations, and outliers to produce a wide 
range of results, then compare the resulting unit value indexes for dairy and 
vegetables with offi  cial benchmarks. The most obvious benchmarks for the 
unit value indexes would be the offi  cial export price indexes based on the 
BEA End Use classifi cation, but we have selected two product areas whose 
offi  cial export price indexes are not of the highest quality. For this reason, 
we consider other benchmarks.

10.4.1  Unit Value Index Calculation Methods

Unit value indexes are calculated at the level of 10- digit HS strata. This 
procedure generally provides an opportunity to incorporate current weights. 
The problem of missing prices is addressed both for the regular continuation 
of an ELI in the index and also as it relates to consistency of establishments’ 
trade. The likely problem of outliers that arises with high- frequency, low- 
detail data is also addressed.

Tornqvist index formula. The long- term relative (LTR) of the 10- digit HS 
stratum is the entry point for blending data. For offi  cial price indexes, com-
pany weights are used to aggregate ELI price changes to the 10- digit HS 
product category, and then trade dollar weights for 10- digit HS categories, 
lagged two years, are used to aggregate the LTRs and map them into the 
BEA End Use price index and other classifi cations. Because current period 
weights are available in the administrative trade data, the unit value ELIs can 
be aggregated into their corresponding 10- digit strata. The 10- digit HS unit 
value Tornqvist indexes then are aggregated into the BEA 5- digit index using 
offi  cial estimation procedures. The Tornqvist index is superior to a Laspeyres 
index because it accounts for the introduction of new goods, disappearing 
goods, and changes in trade volumes (Diewert 1976; Triplett 1992). The base-
line case is to use the 10- digit HS stratum unit value as the entry level item.

Using the current period weights, the 10- digit HS stratum is represented 
by a Tornqvist index comprising all unique items j :

(4) RH,t =
j H

p( j,t)
H

p( j,t 1)
H

(W( j,t 1)
H +W( j,t)

H ) / 2

,

where W( j,t)
H = (p( j,t)

H q( j,t)
H ) /( j H p( j,t)

H q( j,t)
H ).

These calculations diff er from existing methodology, not only because 
we are using unit values, but also in the use of current weights to account 
for item turnover. The opportunity to apply the Tornqvist index to the unit 
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values addresses a common criticism of the offi  cial indexes—that they do 
not suffi  ciently account for substitution of new items.5

Missing prices, consistency of trade and outliers. In order to evaluate the 
unit value indexes, methods must be adopted to address the problems of 
missing prices, inconsistent trading, and outlier observations.

Index calculation requires two months of actual prices to establish an item 
in the index. Once an item is established, imputation fi lls in the gaps when 
the item is not traded or its price is of questionable quality.6 Even though 
80 percent of the dairy and vegetable establishments in the two- year dataset 
are traded every month at the 5- digit BEA product level, the items traded 
each month vary considerably, resulting in many missing prices. Missing 
prices become even more prevalent as attributes are added to the item key, 
because each ELI has fewer transactions and experiences more turnover. 
Imputation is used to maintain items in the index, but there is a point at 
which imputation negatively impacts index quality. To minimize the negative 
impact that continuing imputed prices over time has on the indexes for the 
10- digit HS strata, imputation is suspended for items that have no transac-
tion recorded after three months. Beyond that point, the price imputations 
overwhelmed the count of unit values calculated directly from transaction 
records by more than two to one.

Establishments with inconsistent trade are excluded from the sample for 
the offi  cial MXPI to focus on respondents that can provide monthly prices. 
Inconsistent trade manifests itself  in the administrative trade data in the 
form of a trade- off  at the item level between defi ning the item more pre-
cisely and experiencing more missing prices. The decision whether to include 
inconsistently traded items in the 10- digit HS unit value indexes has impli-
cations for index quality. Including inconsistently traded items increases 
the use of imputation but excluding items that are not consistently traded 
could bias unit values by not accounting for new goods. Thus, two varia-
tions are tested for the unit value calculations—retain all items regardless 
of consistency of trade and exclude items that are traded less than half  the 
year. Both approaches preserve the three- month imputation rule set above.

The decision whether to eliminate outliers is of particular importance for 
unit value index calculation. In the offi  cial MXPI, an outlier price is fl agged 
to evaluate the validity of monthly price change, but an outlier in the unit 
value of the transaction cannot be evaluated in the same way. It may rep-
resent an error, or a diff erent product being traded. Three unit value index 

5. BLS research has previously proposed using the Tornqvist index to blend secondary data 
sources with the matched model where current period weights are available (Fitzgerald 2017).

6. Missing item price values are imputed by applying the percent change of the item’s parent 
10- digit stratum to the item’s price in the previous month. However, the actual month- to- 
month price percent change for an item may not be the same as the month- to- month price 
percent change for its parent classifi cation level, which is an estimation error associated with 
imputation.
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calculations are considered—retain the outlier; recalculate the unit value 
with an imputed price when the price change falls outside the two- standard- 
deviation band; or recalculate the unit value with an imputed price when the 
price change falls outside the three- standard- deviation band.

We nest outlier treatment within the two conditions of  restrictions on 
consistent trade. Combined, these variations create six alternatives to cal-
culating unit value indexes. Table 10.1 shows the index calculation methods 
from the least constrained to most constrained options regarding truncation 
of ELIs, and the statistical comparison of these alternative indexes against 
BLS price indexes. All methods use the Tornqvist index formula and impute 
missing prices for up to three months. The fi rst three calculation methods 
include all items, and the last three calculation methods exclude items that 
are not consistently traded.

10.4.2  Benchmark Comparisons

The comparison of the unit value indexes against BLS offi  cial price indexes 
as benchmarks helps narrow down the proof of concept—of six diff erent 
item keys that defi ne the ELI and six diff erent methodological approaches to 
calculate the unit value indexes—to a prototype. The 5- digit BEA End Use 
unit value indexes for dairy and vegetables are calculated from the 10- digit 
HS strata with the methods used for the offi  cial MXPI, and these indexes 
are then compared with a BLS price index as a benchmark. Holding all 
else equal, the company identifi er signifi cantly improves the correlation and 
reduces the root mean squared error. More detailed item keys show a closer 
fi t than the baseline case of the 10- digit HS ELI. The diff erences between 
the index calculation methods of including or excluding consistent trade and 
treatment of outliers are not as clear cut.

Because the two product groups were chosen due to quality concerns, the 
XPI for dairy and vegetables for this time period were respectively unpub-
lished and had low coverage. Thus, the best benchmark against which to 
measure the unit value indexes was not necessarily the XPI. Export Price 
Indexes, spot prices, the relevant Consumer Price Indexes for all urban con-
sumers, and the relevant Producer Price Indexes (PPI) were considered as 
possible benchmarks for unit value indexes. The unpublished XPI was cho-
sen as a benchmark for dairy—even though the index was unpublished due 
to insuffi  cient company representativeness, there were a suffi  cient number 
of prices in the index. Although consumer prices are systematically diff er-
ent from export prices, meaning that the CPI is generally not the best com-
parative benchmark, it was chosen as the benchmark for vegetables due to 
seasonal weighting concerns with the offi  cial vegetable XPI.

Correlation coeffi  cient comparison. Correlation coeffi  cients assess how 
closely indexes calculated from administrative data track changes in bench-
mark price indexes, where an estimate of 1 suggests perfect alignment. We 
apply the six variations of  the unit value index calculations for each of 
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the six selected item keys. The benefi ts of  unit value indexes are realized 
with more detailed item key specifi cations than the 10- digit HS level, but 
there is a possibility that item key specifi cations with too much detail may 
be “overfi tted”—understating intra- item substitution and missing price 
changes of high- volume or price- variable products. Additionally, truncat-
ing outliers may introduce bias if  outliers represent real price shocks.

Generally, correlation coeffi  cients for dairy unit value indexes are higher 
than correlation coeffi  cients for vegetable unit value indexes—that is, dairy 
unit value indexes do a better job of tracking the price trends in the bench-
mark index. For dairy, correlation coeffi  cients remain consistent across dif-
ferent treatments of outliers and trade consistency. Correlation coeffi  cients 
vary more for vegetables, pointing to a less consistent time series. Dairy cor-
relation coeffi  cients signifi cantly improve after including company identifi er 
in the item keys, with correlation coeffi  cients being on average 0.090 higher 
than correlation coeffi  cients of  indexes excluding the company identifi er, 
or EIN. Adding other attributes to defi ne products resulted in correlation 
coeffi  cients that were 0.002 lower on average. The large increase in dairy cor-
relation coeffi  cients in item keys that include the EIN implies that product 
diff erentiation may occur at the fi rm level for items in the dairy category. 
This pattern, however, is not refl ected for vegetables. Comparing vegetable 
products with item keys that include and exclude the EIN, the correlation 
coeffi  cients are on average 0.012 lower than correlation coeffi  cients exclud-
ing the EIN. This statistic is of a smaller magnitude than the average 0.020 
correlation coeffi  cient increase with the addition of non- EIN attributes in 
vegetable item keys.

Our assessment of the impact of index calculation methods on the cor-
relation coeffi  cient is less informative. Dairy unit value indexes mirror the 
unpublished XPI benchmark, no matter the index calculation method, when 
the EIN attribute becomes part of the item key. The vegetable unit value 
indexes do not track the CPI benchmark to any large degree.

Root mean squared error/mean absolute error comparison. Root mean 
squared error and mean absolute error measure diff erences between cal-
culated and benchmark price indexes. We interpret these measures as an 
indication of  accuracy. Large diff erences are more heavily weighted in 
root mean squared error than in mean absolute error. An error value of 0 
implies perfect similarity between unit value and benchmark price indexes. 
As can be seen in table 10.1, across index calculation variations the dairy 
unit value indexes display larger error than the vegetable unit value indexes 
compared to their respective benchmarks. For both indexes, error measures 
trend downward as item keys become more detailed, implying that accuracy 
increases when more attributes are used to create items, regardless of index 
calculation methods.

Similar to correlation coeffi  cient trends, error decreases most signifi cantly 
for dairy when EIN is added into the item key, a trend that is not observed 
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for vegetables. Mirroring the previous correlation coeffi  cient analysis, root 
mean squared error decreases by 0.555 points on average after inclusion of 
EIN into the dairy item key, compared to a decrease of 0.029 points on aver-
age for inclusion of a non- EIN attribute. For vegetables, root mean squared 
error decreases on average by 0.126 points after EIN inclusion into item 
keys, compared to a decrease of 0.047 points on average for inclusion of a 
non- EIN characteristic. For dairy, the lowest level of error is found using the 
most detailed item key with the least restrictive index calculation method; for 
vegetables, the lowest level of error is found using the most detailed key with 
the most constrained index calculation method. Both fi ndings corroborate 
those based on the correlation coeffi  cient analyses.

Though the unit value dairy index tracks the benchmark index better 
than the unit value vegetable index tracks its benchmark, the vegetable index 
comparison has smaller errors, indicating greater accuracy. Both correlation 
coeffi  cient and error analysis point to similar methodologies to optimize 
accuracy and mirroring of benchmarks; most especially, for both indexes, 
the inclusion of EIN in the item key but also the stronger treatment of outli-
ers for the vegetable index.

10.5  An Initial Prototype for Unit Values and Unit Value Indexes

Coeffi  cient of variation, correlation coeffi  cient, and error analysis yield 
a prototype for unit value specifi cation and unit value index calculation. 
Regarding the best specifi cation for the ELI, the most prominent result is the 
importance of company identifi er in the item key. The coeffi  cient of varia-
tion results show the product prices based on the most detailed item key are 
the least variable in price and the most homogeneous. Results including the 
EIN but not necessarily other attributes were robust across the correlation 
coeffi  cient, root mean squared error, and mean absolute error analyses.

Regarding the index calculation methods, results are not as clear cut. 
Because neither of  the benchmark indexes was a published export price 
index, it is possible that results are not consistent when unit value indexes are 
compared to the benchmarks. Whereas the least constrained index method 
calculation—retaining outliers and not truncating ELIs that are inconsis-
tently traded—provides a best fi t for dairy, vegetables require a more rigor-
ous treatment of  outliers and consistency in trade. It is possible that the 
diff ering success of particular methods refl ects diff ering market forces for 
the two cases. In particular, price and quantity changes are more variable 
with seasonal items like vegetables, making price outliers less informative 
of general price trends (see table 10.2).

To proceed with a prototype index calculation method, we make two 
strong assumptions in order to test other BEA 5- digit export indexes com-
posed of homogeneous products that also have published XPI benchmarks. 
First, we assume that the three- month imputation rule suffi  ciently addresses 
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any inconsistencies in trade, and thus do not impose limits on ELIs that are 
inconsistently traded. Second, though dairy unit value indexes are most 
accurate without elimination of outliers, we proceed on the basis that it is 
prudent to treat price outliers, assuming that they likely are due to diff er-
ences in product mix in the shipment or incorrect transaction records. Thus, 
we apply the Tornqvist index to a dataset with no more than three months’ 
imputation for missing prices and additionally replace outlier prices outside 
the third standard deviation band with imputed values.

We apply the prototype ELI—the most detailed item key—to evaluate 
homogeneity of all 5- digit BEA End Use export product categories, based 
on the homogeneity of their ELIs. We then calculate select unit value indexes 
with the prototype calculation method and compare then with published 
XPI benchmarks. Homogeneity is evaluated as the level of intra- item sub-
stitutability, where less price dispersion indicates more homogeneity. Price 
dispersion is calculated through the coeffi  cient of variation test. To limit 
the presence of problematic outliers, we use the coeffi  cient of variation for 
proto type vegetable unit values as an upper bound on the coeffi  cient of vari-
ation for a homogeneous category. Using this criterion, we identify 50 export 
and 52 import 5- digit BEA End Use unit value indexes as homogeneous. 
We calculate three 5- digit BEA end use export indexes—meat, soybeans, 
and animal feed—based on the prototype and evaluate the results against 
published XPIs with extensive price quotes. The indexes for soybeans and 
animal feed show a high degree of accuracy when assessed using correlation 
coeffi  cients, and the indexes for meat and animal feed closely track published 
XPI benchmark indexes.

10.6  Conclusion

Our fi ndings hold the promise that it may be possible to blend unit value 
indexes with directly collected survey data to calculate MXPI. Defi ning 
homogeneity and addressing unit value bias are essential to this approach. 
We establish that the best approach to defi ning homogeneous items involves 
adding attributes to the 10- digit HS product grouping to create more detailed 
items and limiting the price dispersion allowable for an item to be considered 
homogeneous. We identifi ed an inverse relationship between the number of 

Table 10.2 Unit value index comparison to published export price indexes, 2016

BEA end use export classifi cation  
Correlation 
coeffi  cient  RMSE  MAE

Meat, poultry, and other edible animal products 0.1657 1.677 1.128
Soybeans and soybean byproducts 0.9116 2.927 2.349
Animal feeds  0.9519  0.918  0.744
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attributes used to defi ne an item and the price variability among the transac-
tions that comprise the item’s unit value. While having more attributes and 
less price variability means that items are more homogeneous, it also means 
that there is a greater risk of the items not being traded consistently, as the 
number of transactions that comprise that item’s unit value for a month is 
lower and the prevalence of missing prices across months is greater.

Establishing an index methodology that works with unit values also is 
essential to blending unit value indexes into the MXPI. The availability of 
prices and quantities allowed us to use a Tornqvist index to address substi-
tution bias. We established imputation to account for missing prices and 
addressed outliers. These new methods were tested by comparing the unit 
value indexes against benchmark price indexes to evaluate their similarities 
and diff erences. The three tests we conducted to determine unit value index 
accuracy and tracking of benchmarks with 36 variations of item key and 
index calculation method show that EIN and other nonprice characteristics 
more precisely defi ne a homogeneous good. The most detailed item key 
shows the least price dispersion, most accuracy, and best benchmark track-
ing. There was no clear result for which index formula provided the most 
comparable index, but the groundwork has been laid for the next round of 
comparisons.

Future research will assess unit value indexes from 2012 to 2017 for all 50 
export and 52 import 5- digit BEA End Use categories that have suffi  ciently 
low within- category price dispersion as to be considered homogeneous. The 
results will be used to validate a prototype for ELI specifi cation and index 
calculation that consistently provides strong results. As part of this research, 
options for systematically identifying overfi tted and underfi tted indexes will 
be explored. Indexes’ impact on net trade and GDP, as well as on top- level 
price indexes, also will be evaluated. Much work remains to be done, but we 
are encouraged by the results obtained thus far.
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11.1  Introduction

Multifactor productivity (MFP) growth is the ultimate source of gains 
in living standards, and growth appears to have slowed in the United States 
since the turn of the century (Byrne, Oliner, and Sichel 2013; Fernald 2015). 
One view of the current situation is that the technological progress of earlier 
eras is unlikely to be matched in the future, notwithstanding the ongoing 
information revolution and foreseeable developments (Gordon 2016). An 
alternative view is that government economic statistics have systematically 
mismeasured MFP improvement, in fact understating it (Feldstein 2017). 
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Recent assessments cast some doubt on this alternative view as a convincing 
account of the apparent slowdown in productivity growth (Byrne, Fernald, 
and Reinsdorf 2016; Syverson 2017).

These assessments, while informative, have not squarely addressed the 
issue of  productivity growth in health care. This sector accounted for 
17.9 percent of GDP in 2017 (Martin et al. 2018). As health spending has 
grown, so have better treatments become available (Newhouse 1992). Qual-
ity change is a well- known challenge for measuring prices, and the mismea-
surement of health care infl ation was a key concern of the Boskin Commis-
sion (Boskin et al. 1998). Indeed, taking account of improved outcomes, 
the price of heart attack treatment has actually declined markedly over time 
(Cutler et al. 1998).

With respect to MFP, there is a longstanding hypothesis that health care 
and other services suff er from a “cost disease,” by which a comparatively 
meager fl ow of labor- saving effi  ciencies drives production costs higher and 
higher (Baumol and Bowen 1965; Baumol et al. 2012; Newhouse 1992). 
The Medicare Board of Trustees has adopted this position in its long- term 
fi nancial projections, through an assumption that MFP within the health 
care sector will grow more slowly than MFP outside of health care (OASDI 
Board of Trustees 2018). More starkly, the Bureau of Labor Statistics (BLS) 
has estimated that hospitals and nursing and residential care facilities expe-
rienced negative MFP growth from 1987 through 2006 (Harper et al. 2010). 
If  productivity is truly declining in our health care system, eff orts to contain 
cost, improve quality, or both, become even more diffi  cult.

While the BLS measures MFP by applying a rigorous and consistent 
framework across industries, it is plausible that its measurement framework 
does not adequately refl ect quality change in health care1 (Cylus and Dicken-
sheets 2007; Groshen et al. 2017; Matsumoto 2019). Another challenge in 
this context is that production is joint between the fi rm and the consumer in 
the sense that patients present themselves to providers for care with good, 
bad, or middling health. Providers who face sicker patients may use more (or 
fewer) resources in treatment. In a prior study, we found that US hospitals 
substantially improved their productivity from 2002 through 2011, but only 
after we accounted for trends in patient severity and treatment outcomes. 
Improvement in patient outcomes was largely responsible (Romley, Gold-
man, and Sood 2015).

Yet the treatment of  heart attacks and other conditions does not end 
with discharge from the hospital. We need to understand productivity in 
the treatment of complete episodes of care, including, for example, rehab 
services and follow- up doctor visits. Even if  individual providers are pro-

1. Similarly, the National Income and Product Accounts and the Centers for Medicare and 
Medicaid Services both track spending on health care without adjustment for quality (Sensenig 
and Wilcox 2001).
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ductive, there is widespread concern about poor coordination of care, due 
to problems of information and incentives across providers (Davis 2007). 
Accordingly, public and private decision makers are assessing and paying 
with respect to performance on episodes of care.2 For example, the Centers 
for Medicare and Medicaid Services (CMS) recently expanded its innovation 
portfolio to include a Bundled Payments for Care Improvement Advanced 
Model (Centers for Medicare and Medicaid Services 2019a).

While the complexity of health care makes productivity assessment chal-
lenging, at the same time there are voluminous data to work with. In this 
study, we use insurance claims and administrative data to quantify trends 
in the productivity of treatment of acute episodes of care among elderly 
Americans. Specifi cally, we assess a wide range of important conditions and 
procedures over a reasonably long timeframe (in the last year studied, 2014, 
the total cost of providing these episodes is estimated to be $38 billion, mea-
sured in 2014 dollars). To our knowledge, this is the fi rst study that analyzes 
productivity change in delivering acute episodes, including services received 
after the initial hospital stay.

Previewing our key fi ndings, productivity improved for a majority of the 
episode types studied, in some cases at an annualized rate in excess of 1 per-
cent. For the episode types that experienced productivity improvement, 
patient outcomes also improved, sometimes substantially.

11.2  Approach

The starting point for our analysis is CMS’s Inpatient Files (Research 
Data Assistance Center 2019). Our version of the Inpatient Files includes a 
random 20 percent sample of Medicare benefi ciaries. As table 11.1 shows, 
there were 29,841,183 stays at 6,353 short- term acute- care hospitals over the 
period 2002–2014. The Inpatient File is actually a claim- level fi le, and mul-
tiple claims may be associated with the same stay. While the Medicare Pro-
vider Analysis and Review File reports at the stay level, we use the Inpatient 
File in order to implement a complex algorithm developed by CMS for the 
purpose of identifying unplanned hospital readmissions (Yale New Haven 
Health Services Corporation/Center for Outcomes Research & Evaluation 
(YNHHSC/CORE) 2014). Appendix fi gure 11A.1 provides an overview of 
the CMS algorithm. Publicly available code produces a stay- level dataset by 
combining associated claims.

One of the episode types we study is acute myocardial infarction (AMI), 
or heart attack. Table 11.1 shows that 811,517 stays at 5,510 hospitals were 

2. There is general agreement among experts that price measures in the health care sector 
should focus on the entire episode of care, rather than the prices of individual service inputs 
(National Research Council 2010; World Health Organization 2011). Researchers at the BLS 
and the Bureau of Economic Analysis have recently focused on price measurement based on 
an episode of care.
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for patients with a principal diagnosis of  AMI. The fi rst three digits of 
these diagnoses were 410, per the International Classifi cation of Diseases, 
Ninth Revision, Clinical Modifi cation (ICD- 9) (National Center for Health 
Statistics). The other episodes include congestive heart failure, pneumo-
nia, gastrointestinal hemorrhage (“GI bleed”), hip fracture, stroke, “lower 
extremity” joint (hip and knee) replacement (LEJR), and chronic obstructive 
pulmonary disease (COPD). These episodes are also identifi ed on the basis 
of validated ICD- 9 (diagnosis and procedure) codes (Agency for Healthcare 
Research and Quality 2019).

We defi ne episodes of care as beginning with admission to a short- term 
acute- care hospital and ending either 90 days after discharge from the initial 
(i.e., “index”) stay or with death, whichever came fi rst. CMS’s hospital- based 
bundled- payment models have almost invariably used 90- day post- discharge 
windows (Centers for Medicare and Medicaid Services 2017). Because we do 
not have access to Medicare service utilization in 2015, we exclude episodes 
that started in the fourth quarter of 2014 (see table 11.1). Death dates are 
available from the research- identifi able version of CMS’s Benefi ciary Sum-
mary Files (specifi cally, the A/B segments that report Medicare enrollment 
and other benefi ciary attributes). We treat a benefi ciary as having died only if  
her reported date was fl agged as having been validated by the Social Security 
Administration or Railroad Retirement Board. Under our Data Use Agree-

Table 11.1 Sample construction for AMI (heart attack) episodes

Stays/episodes Benefi ciaries  Hospitals  Description

29,841,183 7,880,612 6,353 All Medicare FFS stays in short- term acute- care 
hospitals, 2002–2014, based on random 20% sample of 
benefi ciaries

811,517 635,380 5,510 Heart attack (acute myocardial infarction, i.e., AMI) 
stays

798,414 625,301 5,505 Excluding stays in fourth quarter of 2014 (incomplete 
follow up as index stays)

558,999 501,940 5,290 Stays/episodes meeting CMS readmission measure 
criteria

476,892 432,606 4,852 Excluding episodes with any missing cost- to- charge ratios

463,770 421,133 4,769 Episodes meeting AHRQ IQI risk measure criteria

461,830 419,531 4,739 Excluding index hospital- years with no Census 
sociodemographic data available

413,636 376,129 3,869 Excluding index hospital- years that did not match to 
teaching status (residents per bed) data in CMS Impact 
Files

402,778 366,645 3,560 Excluding index hospital- years with a zero rate for any 
favorable health outcome

 EBSCOhost - printed on 2/8/2023 7:48 PM via . All use subject to https://www.ebsco.com/terms-of-use



Quantifying Productivity Growth in Medicare    301

ment, our CMS data also include uniquely encrypted benefi ciary identifi ers; 
these IDs are used to link the Benefi ciary Summary Files to the Inpatient 
Files (and other claims fi les noted below).

To quantify productivity in delivering episodes of care, we estimate the 
following relationship for each episode type:

ln(Yht /Cht) = + Sht S + Oht O + g(t) + ht,

in which Yht is the total output of episodes initiated with an admission to 
index hospital h during year t, Cht is the total cost (including post- discharge 
care) of providing these episodes, Sht is severity factors for the patients in 
these episodes, and Oht is other elements of hospital production. The left- 
hand side of this equation is the ratio of output to inputs, or more colloqui-
ally “bang for the buck.” This metric is commonly used in economic assess-
ments of health system performance (Gu et al. 2019; Romley, Goldman, and 
Sood 2015; Romley et al. 2019; Sheiner and Malinovskaya 2016).

On the right- hand side of the equation, our object of interest is the func-
tion g(t), a common- across- hospitals but year- specifi c residual between 
measured determinants of  production and measured output. As is stan-
dard, we will interpret this residual as MFP and changes in the residual over 
time as productivity improvement (or decline). As is well understood, the 
validity of this interpretation depends on the validity of the measurement 
of production determinants and output.

We measure output in each index hospital- year based on the quantity as 
well as quality of episodes. Under this framework, the health care system 
receives less credit (in terms of output) for a relatively low- quality episode 
yet is still responsible for the cost of scarce resources in delivering the epi-
sode. In prior studies, we have defi ned output as the number of  inpatient 
stays that met a quality threshold explained below (Romley, Goldman, and 
Sood 2015; Romley et al. 2019). While this defi nition has a natural interpre-
tation, its implication is that the elasticity of substitution between quantity 
and quality is equal to −1. Evidence on the trade- off  between quantity and 
quality in health care is remarkably scarce. Grieco and McDevitt (2016) 
recently investigated the provision of kidney dialysis services, and their fi nd-
ings imply an elasticity of quantity with respect to quality of −1.4, which 
is an estimate consistent with higher quality being costly to produce.3 We 
apply this estimate as our baseline value, while also considering our previ-
ously used value.

In prior studies, we defi ned quality by a composite rate of favorable health 
outcomes. For hospitals, we used survival for at least 30 days beyond the 
admission, and avoidance of  an unplanned readmission within 30 days 

3. Grieco and McDevitt (2016) report a semi- elasticity of quality with respect to quantity of 
−0.016 percent, where quality is measured based on the rate of infection. To obtain the elastic-
ity of quality with respect to quantity, we multiply this value with the mean success rate of no 
infections of 87.5 percent calculated from the paper to obtain an estimated elasticity of −1.4.
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of discharge. Both these outcomes correspond to quality- of- care metrics 
publicly reported by CMS and used in Medicare hospital reimbursement 
(Centers for Medicare and Medicaid Services 2019c; Centers for Medicare 
and Medicaid Services 2019e; Centers for Medicare and Medicaid Services 
2019f). Specifi cally, mortality has been a metric for six of the episode types 
we study (LEJR and COPD are the exceptions), while readmission has been 
a metric for all our episode types. In this study, we continue to use these 
outcomes. For example, as table 11.1 reports, 558,999 AMI stays at 5,290 
hospitals met all the inclusion/exclusion requirements of the CMS readmis-
sion algorithm.

Some potential episodes were inconsistent with the algorithm because 
the corresponding admission was a readmission that occurred within an 
episode already in progress.4 In addition, patients must have been 65 years 
old or older at admission and continuously enrolled in “traditional” fee- for- 
service Medicare (Parts A and B) to be included, and a candidate index stay 
is excluded if  the patient was discharged “against medical advice.”5 Age and 
enrollment are determined from the Benefi ciary Summary Files, while type 
of discharge is reported in the Inpatient Files. To maximize sample size, we 
do not include the optional requirement of 12 months of continuous enroll-
ment prior to the index stay.

In this study, our quality composite is not limited to survival without an 
unplanned readmission, but also incorporates whether a patient “returns to 
the community” rather than remaining institutionalized. Under the Improv-
ing Medicare Post- Acute Care Transformation Act of 2014, discharge to the 
community was adopted as an interim quality metric (Centers for Medicare 
and Medicaid Services 2019g). We require discharge to the community during 
the episode window for the last claim from an institutional setting that began 
during the window (Inpatient, Skilled Nursing Facility and Hospice Files).6

In prior studies, our composite rate of favorable outcomes specifi ed that 
every outcome be favorable. Thus, a patient who died experienced an unfa-
vorable outcome, and a patient with an unplanned readmission also expe-
rienced an unfavorable outcome, and to an equal degree. This specifi cation, 
while simple, is unrealistic. There is a large body of evidence on how health 
relates to quality of life (for example, with limb amputation for a person with 
diabetes), yet we have not been able to fi nd estimates of the “decrement” 
to quality of life that results from institutionalization for health reasons. 
To assess this impact, we build on an approach developed by Cutler and 
Richardson (1997).

4. The version of the readmission algorithm we use requires a 30- day gap between index 
stays. Because our episodes last 90 days after discharge from the index stay, we modify the 
SAS algorithm accordingly.

5. For its purposes, CMS excludes candidate stays in which the patient dies before discharge. 
We modify the SAS code so as not to exclude these episodes.

6. For examples of high- quality treatment outcomes in other contexts, see Shapiro, Shap-
iro, and Wilcox (2001) for cataract surgery and Berndt et al. (2002) for medical treatment of 
depression.
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In particular, we use self- reported health outcomes to calculate a quality- 
adjusted life year (QALY) measure for being in an institutionalized setting. 
A QALY is a measure of health from 0 to 1 where 1 indicates a year of life in 
perfect health and 0 is death; this metric has been suggested as an approach 
to quality adjustment in assessments of health care productivity. To create 
a QALY metric for our purposes, we use the Medicare Current Benefi ciary 
Survey (MCBS) for the years 1999–2013, which contains information on a 
sample of over 10,000 Medicare benefi ciaries each year with information 
on self- reported health (i.e., excellent, very good, good, fair, and poor) and 
whether they reside in an institutionalized setting. We assume that individu-
als respond to the self- reported health question using latent information 
about their true health. We relate this latent health information to covariates 
by estimating an ordered probit of self- reported health on covariates of age, 
sex, and whether individuals reside in an institution. We fi nd that being in 
an institution has a large negative impact on self- reported health. To obtain 
a QALY estimate, the cut points in the ordered probit are used to rescale 
the coeffi  cient to a QALY scale, where it is assumed that the cut point for 
“excellent” health corresponds to a QALY of 1 and the cut point for “poor” 
corresponds to a QALY of 0, which is equivalent to death. Based on these 
estimates we fi nd that being in an institution has a QALY measure of 0.68. 
That is, the quality- of- life decrement from institutionalization is 0.32.7

There is some uncertainty regarding this estimate as strong assumptions 
are made, such as relating self- reported health to the quality of life. More-
over, the MCBS survey is based on a random sample of all Medicare benefi -
ciaries, but the movement from being at home to an institutionalized setting 
after the acute events that we are studying may signal a declining health 
trajectory. That is, the relevant comparison may not be between poor and 
excellent health, but rather between poor and something less than excel-
lent health. “Very good” health would imply a QALY of 0.52 for institu-
tionalization; that is, a larger decrement in quality of life. Merely “good” 
health would imply an even lower QALY value, and an even larger quality 
of life decrement. In view of the uncertainty, we use a quality- of- life decre-
ment (0.66) that lies halfway between the smallest decrement just discussed 
(0.32 = 1.0 – QALY of 0.68 based on excellent health cut point) and the value 
used in our prior studies (1.0) and consider the sensitivity of our fi nding to 
these extreme alternatives.

Our framework for incorporating quality is a version of what has been 
called the “redefi ne the good” approach,8 in contrast with the “cost of living” 

7. Our baseline specifi cation of output is therefore ln Yht = ln Nht + 1.4 ln(Aht{G |Aht + 0.68[1 – 
G |Aht]}), in which Nht is the number of episodes initiated at hospital h in year t, Aht is the rate/
proportion of episodes in which the patient is alive 90 days after discharge from the index stay, 
and G |Aht is the proportion of episodes with otherwise good outcomes (i.e., avoidance of an 
unplanned readmission and return to community) among those who are alive at the end of the 
episode window.

8. When the elasticity of quantity with respect to quality is specifi ed to −1.4, our version 
places extra weight on quality, based on the evidence described above, in comparison to the 
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approach (Sheiner and Malinovskaya 2016). The latter was used to develop 
the heart attack infl ation measure referenced previously (Cutler et al. 1998). 
These two approaches are closely related but not identical. The cost- of- living 
approach determines the compensating variation associated with improved 
outcomes from treatment. Dauda, Dunn, and Hall (2019) show that a cost- 
of- living index indicates greater improvement than our approach here when 
the value of the health improvement exceeds its incremental cost,9 as can 
and sometimes does happen in health care (Cutler and McClellan 2001). 
While the cost- of- living approach refl ects consumer welfare, Sheiner and 
Malinovskaya (2016) note that the rate of productivity change is the relevant 
metric for assessing whether providers could deliver the same number of 
episodes of the same quality when their reimbursement rates are reduced, 
as the Aff ordable Care Act mandates according to the rate of productivity 
growth outside the heath care sector. As with the BLS conceptualization of 
productivity (Harper et al. 2010), our focus is on producers/fi rms.

Turning to production inputs, the comparative returns to capital, labor, 
and other factors are not of interest here, and so we combine the resources 
used in providing care (see, e.g., Chandra and Staiger 2007; Chandra et al. 
2016; Doyle 2011; Skinner and Staiger 2015), aggregating all episodes of 
each type at each index hospital- year. To do so, we identify claims that over-
lapped with each episode, including inpatient (short- term acute- care hospi-
tals but also long- term care hospitals and inpatient rehabilitation facilities), 
outpatient facilities, professional (e.g., a claim submitted by a doctor for an 
inpatient surgery or an offi  ce visit), skilled nursing facilities (SNFs), home 
health, durable medical equipment, and hospice. The Carrier File of profes-
sional claims was the largest of these; in the 2014 File, the 20 percent sample 
included 178 million claims, with 24.6 million of these corresponding to 
Medicare benefi ciaries experiencing a heart attack episode over 2002–2014 
and 5.3 million falling within a heart attack episode window. Where a claim 
in any fi le did not fall entirely within the episode timeframe, we allocate costs 
based on the proportion of days with overlap.

CMS claims do not directly report costs, but instead provide a measure 
of resource use. For example, total charges are reported for hospital stays. 
To estimate costs, we use the fi nancial reports that institutional providers 
participating in Medicare are required to submit to CMS (Centers for Medi-
care and Medicaid Services 2019d). Hospitals, for example, report not only 
their actual costs, but the ratio of their charges to their costs (CCRs). So, 

standard version of the redefi ne- the- good approach. In addition, while the approach typically 
defi nes success dichotomously, we allow success to be polychotomous according to the quality 
of life associated with distinct patient outcomes (see above).

9. That is, consider improved health outcomes stemming from an increase in multifactor 
productivity. Then the absolute value of the magnitude of the price decrease under the cost- of- 
living approach exceeds the magnitude of the productivity increase under the condition noted 
by Dauda, Dunn, and Hall (2019).
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a hospital’s cost for a claim is measured by linking reported charges on the 
claim to the hospital’s reported CCR based on Medicare provider number 
and then multiplying the former by the latter, as is commonly done in the 
literature (Cutler and Huckman 2003). SNF cost reports include revenue- 
to- cost ratios, and so we multiply these ratios by claim- reported revenues to 
measure the cost of the claim.10

CCRs are sometimes unavailable, and our primary analysis excludes epi-
sodes for which any CCR is missing. As table 11.1 shows, this criterion 
excludes about 15 percent of heart attack episodes. In a sensitivity analysis, 
we also include episodes with one or more institutional claims that could 
not be matched to cost data, and whose payments for claims with missing 
cost data as a share of total payments for the episode type were less than or 
equal to the median for the episode type.11 We then infl ate total measured 
costs of these episodes, according payments for claims with missing costs 
as a share of total payments for all episodes of the same type that initiated 
within the same calendar year.

Professional claims report Relative Value Units (RVUs), a measure of the 
resources required to provide a particular service (Medicare Payment and 
Advisory Committee 2018). The reimbursement received by a professional 
is equal to the number of RVUs multiplied by a dollar- denominated “con-
version factor” (CF) specifi ed annually in CMS’s Medicare Physician Fee 
Schedule Final Rule, adjusted for geographic diff erences in the cost of care 
(Medicare Payment and Advisory Committee 2018). One objective in setting 
the CF is to ensure that professional providers off er accessible care to benefi -
ciaries, yet federal policy makers have intervened in the CF- setting process 
to postpone reductions in professional payments mandated by statute for 
the purpose of controlling cost growth (Guterman 2014). We assume that 
the CF in 2002 equated aggregate professional revenues with aggregate costs 
in that year, before the interventions began. We do not include prescription 
drug costs due to data limitations during the fi rst fi ve years of our analytic 
period (Medicare Part D was introduced in 2006).

We wish to measure the real cost of treating episodes. As an input into its 
reimbursement policy making, CMS constructs and reports “market basket 
indices” and the Medicare Economic Index (MEI). The Inpatient Hospital 
market basket index, for example, measures changes in the cost of providing 
inpatient hospital care. We use this index and those for other institutional 
settings to defl ate nominal costs into real 2014 dollars. The MEI is used for 
professional payment, and measures infl ation in the cost of providing pro-
fessional services, less an adjustment for productivity growth in the economy 
at large (2012 Medicare Economic Index Technical Advisory Panel 2012). 

10. Charges are not in general equal to payments in health care—due, for example, to con-
tractual discounts off  list price for commercial insurers as well as administrative pricing for 
Medicare and other public payers (Reinhardt 2006).

11. We include payments from all sources.
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We infl ation- adjust professional costs by reversing the productivity adjust-
ments to the MEI; durable medical equipment costs are similarly defl ated.

Turning to patient severity (Sht), a key measure comes from the Agency 
for Healthcare Research and Quality’s Inpatient Quality Indicators (IQIs) 
(Agency for Healthcare Research and Quality 2019). The IQIs were devel-
oped for the purpose of assessing the quality of care across hospitals and 
over time using standard administrative data (specifi cally, patient discharge 
records, which typically lack post- discharge outcomes, including mortality). 
The IQIs include inpatient mortality for a variety of conditions, including 
the six episode types for which CMS reports mortality. In order to reli-
ably assess mortality performance, teams of  clinical experts developed 
risk adjustment models that can be applied to individual hospitalizations 
(including patients who actually died during their stays). For each episode 
type, we use the average predicted likelihood of survival through the end 
of hospitalization, derived from these models, averaged across all episodes 
(including patients who died during stays) initiated at an index hospital 
in a year. Table 11.1 reports that predicted survival was not available for 
some episodes that are consistent with the CMS readmission algorithm. 
For heart attack, the IQI excludes cases whose status as the fi rst or subse-
quent heart attack was not coded, while the readmission algorithm does 
not. For the six episode types with IQI risk models, we limit our analytic 
sample to episodes with predicted inpatient mortality for the sake of clinical 
specifi city. Details of the IQI inclusion/exclusion criteria for heart attack 
episodes are shown in table 11A.1.

An important element of these risk models is the All Patients Refi ned 
Diagnosis Related Group (APR- DRG)—in particular, its risk of mortality 
scale. While the inputs into the APR- DRGs are known (e.g., diagnosis and 
procedure codes), a limitation of our approach is that the logic of the APR- 
DRG “grouper” methodology is proprietary to 3M, and so is not transpar-
ent to end users. There is a limited- license version released by AHRQ for 
the purpose of implementing the IQIs. We apply version 6.0 of the IQIs, the 
last refi nement developed for use with ICD- 9 coding (CMS transitioned to 
ICD- 10 beginning in fi scal year 2015). Details on the AMI risk model are 
shown in table 11A.2.

In addition, for all episode types (including the two for which IQI risk 
models were not available), we exploit diagnostic information in our data by 
measuring the proportion of episodes with diff erent numbers of Charlson- 
Deyo comorbidities (such as dementia) recorded in the index inpatient record. 
These comorbidities have been demonstrated to usefully predict death within 
12 months (Charlson et al. 1987; Quan et al. 2005). For heart attack episodes, 
we also characterize the type based on the location within the heart, using the 
fourth digit of the ICD- 9 code (Romley, Goldman, and Sood 2015). The type 
of heart attack relates to prognosis; for example, survival is relatively favor-
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able for a “non- STEMI” heart- attack (ICD- 9 of 410.7x for subendocardial 
infarction), at least in the near term (Cantor et al. 2005; Cox et al. 2006). 
The maximum number of diagnoses recorded on inpatient claims increased 
from 10 to 25 in 2010, so we limit ourselves to the fi rst 10.

In addition, we use the proportion of patients who were female and of 
various races, as reported in the Benefi ciary Summary Files. These fi les also 
report the zip code in which each benefi ciary resides, which we link to zip 
code–level data from the 2000 Census on a variety of community sociode-
mographic characteristics used as proxies for patient severity in prior litera-
ture (Fisher et al. 2003a; Fisher et al. 2003b; Romley, Goldman, and Sood 
2015; Romley, Jena, and Goldman 2011); examples include the poverty rate 
and the proportion of elderly residents with self- care limitations. As table 
11.1 shows, about 1,900 of 463,800 episodes initiated at hospitals for whom 
none of  the patient zip codes matched to the Census data; all other episodes 
could be matched. Finally, we use the proportion of discharges in each quar-
ter, as there may be seasonality in severity and fourth- quarter discharges had 
to be excluded in 2014 (due to incomplete follow up).

Turning to other elements of hospital production, we account for medical 
education. This activity may complement AMI care or draw resources from 
it, and it is possible that patients with particular episodes became more (or 
less) likely to be treated at an academic hospital over time. We address this 
possibility using indicator variables for intervals of the number of medical 
residents per bed specifi ed in prior literature (Volpp et al. 2007); these data 
are available from the Impact Files released annually by CMS in support of 
its inpatient prospective payment system (Centers for Medicare and Med-
icaid Services 2019b). Small and largely rural hospitals are not paid under 
this system, and so episodes initiated at these hospitals are excluded from 
the analytic sample (see table 11.1).

Our regressions clustered standard errors at the level of the index hospital. 
Because of  our logarithmic specifi cation, hospital- years with a zero rate 
for a favorable health outcome are excluded from the analysis; table 11.1 
shows that 2.7 percent of AMI episodes treated at 8.0 percent of hospitals 
are excluded on this basis. For representativeness, our regressions weighted 
hospital- year observations by their number of episodes. In further sensitiv-
ity analysis, we include fi xed eff ects for the hospitals at which episodes were 
initiated. This specifi cation aims to deal with the possibility that unmeasured 
heterogeneity between providers (including MFP diff erences) was system-
atically related to patient severity or teaching status, leading to bias in our 
estimates of the trajectory of MFP over time.

Finally, in order to develop some insight into aggregate productivity 
growth in the delivery of acute episodes of care, we create a composite that 
combines all episode types. To do so, we weight the annualized growth rate 
for each episode type by the episode’s share of total cost in various base years.
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11.3  Findings

Before reviewing our regression results, we fi rst describe the episodes stud-
ied, with a focus on AMI—that is, heart attack. Table 11.2 reports sample 
statistics for the heart attack analysis. Across 28,635 index hospital- years, the 
average date of the initial admission is mid- 2007. The average cost per epi-
sode is $37,200 in 2014 dollars. Of elderly Medicare benefi ciaries admitted 
to a hospital with a heart attack, 79.4 percent survived at least 90 days 
beyond the initial discharge. The AHRQ AMI IQI predicts that 92.2 percent 
would have survived beyond the initial hospital stay (though not necessarily 
90 days beyond discharge). Among 90- day survivors, 85.1 percent avoided an 
unplanned readmission within 30 days of initial discharge. Among survivors 
without a readmission, 81.6 percent were discharged home from their fi nal 
institutional encounter.

In terms of severity, roughly two thirds of episodes involved a non- STEMI 
heart attack. All episodes involved at least one Charlson- Deyo comorbidity, 
as a heart attack is such a comorbidity. More than 7 in 10 episodes involved 
additional comorbidities. The average age of benefi ciaries was 78.8 years, 
slightly less than half  were female, and almost 9 in 10 were white. Median 
household incomes in benefi ciaries’ zip codes averaged $42,600 in the 2000 
Census. In terms of index hospital characteristics, slightly more than 4 in 
10 episodes took place at facilities with no medical residents, while about 
3 in 20 took place at a major teaching hospital (> 0.25 residents per bed).

A simple albeit limited measure of productivity is the cost of a heart attack 
episode, irrespective of patient severity or outcomes (Ashby, Guterman, and 
Greene 2000). Figure 11.1 shows this measure over 2002–2014. The cost 
of an episode was $34,500 in 2002, measured in 2014 dollars. The cost was 
reasonably fl at thereafter but did increase to $35,700 by 2014. The top panel 
of fi gure 11.2 shows that average cost increased for every episode type except 
LEJR. Hip fracture increased the most in absolute terms ($5,100), while GI 
bleed increased the most in relative terms (20.0 percent).

In 2014, the total cost of all of these episodes was $38.3 billion, measured 
in 2014 dollars.12 Focusing on the three episode types from our prior study 
(heart attack, heart failure, and pneumonia), the total cost was $16.9 billion 
in 2014. Limiting ourselves to the cost of the initial hospital stays (as in the 
prior study), the total for these three episode types was $7.8 billion. For heart 
attack alone, the total cost of initial hospital stays in 2014 was $2.8 billion.

12. Total costs in our analytic sample were multiplied by a factor of fi ve, because we had 
access to a 20 percent sample of benefi ciaries. In 2014, incomplete follow up (due to lack of 2015 
data) required that episodes be initiated before October. Accordingly, we infl ated 2014 costs by 
the ratio of the number of January–December episodes to the number of January–September 
episodes over 2002–2013. Finally, we eliminated duplicates in cases that corresponded to mul-
tiple episode types (for example, some patients with hip fracture underwent LEJR).
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Table 11.2 Sample statistics for AMI episodes

 Variable  
Mean 
(SE)  

Episodes, n 402,778
Hospitals, n 3,560
Hospital- years, n 28,635
Year of admission 2007.3

(3.7)

Cost per episode (000s of 2014 dollars) $37.2
($14.1)

Survival of episode 79.4%
(12.6%)

No unplanned readmissions (30 day) among survivors 85.1%
(12.0%)

Discharge home among survivors without readmissions 81.6%
(15.9%)

AHRQ predicted inpatient survival 92.2%
(3.8%)

Location of heart attack: Anterolateral (410.0x) 2.1%
(3.7%)

Location of heart attack: Other anterior wall (410.1x) 8.1%
(7.6%)

Location of heart attack: Inferolateral wall (410.2x) 1.7%
(3.4%)

Location of heart attack: Inferoposterior wall (410.3x) 1.2%
(2.7%)

Location of heart attack: Other inferior wall (410.4x) 9.9%
(8.2%)

Location of heart attack: Other lateral wall (410.5x) 1.2%
(2.8%)

Location of heart attack: True posterior wall (410.6x) 0.3%
(1.5%)

Location of heart attack: Sub- endocardial (410.7x) 68.3%
(16.8%)

Location of heart attack: Other specifi ed sites (410.8x) 1.4%
(4.6%)

Location of heart attack: Unspecifi ed site (410.9x) 5.9%
(9.5%)

No Charlson- Deyo comorbidity 0.0%
(0.0%)

1 Charlson- Deyo comorbidity 27.7%
(13.1%)

2 Charlson- Deyo comorbidities 32.3%
(12.7%)

3 Charlson- Deyo comorbidities 21.0%
(11.5%)

4 Charlson- Deyo comorbidities 11.2%
(9.3%)

5+ Charlson- Deyo comorbidities 7.8%
(8.5%)

Age 78.8
(3.1)

(continued )
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 Variable  
Mean 
(SE)  

Female 49.0%
(14.6%)

White 88.0%
(15.6%)

African American 7.7%
(12.8%)

Hispanic 1.8%
(5.9%)

Other race 2.5%
(6.9%)

Patient zip code characteristics
Median household income ($000) $42.6

($10.1)
Social Security income ($000) $11.3

($0.9)
Poor 12.0%

(4.9%)
Employed 94.3%

(2.0%)
Less than high school education 20.0%

(6.7%)
Urban 70.3%

(21.9%)
Hispanic 8.7%

(12.3%)
Single 41.7%

(4.6%)
Elderly in an institution 5.5%

(2.4%)
Noninstitutionalized elderly with physical disability 29.3%

(4.7%)
Mental disability 11.0%

(2.9%)
Sensory disability among elderly 14.6%

(2.6%)
Self- care disability 9.7%

(2.6%)
Diffi  culty going- outside- the- home disability 20.5%

(3.6%)

Index hospital characteristics
No residents 43.2%

(49.5%)
Residents per bed > 0 and ≤ 0.25 41.2%

(49.2%)
Residents per bed > 0.25 and ≤ 0.6 10.7%

(30.9%)
Residents per bed > 0.6 5.0%

   (21.7%)  

Table 11.2 (cont.)
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The simple measures shown in the top panel of  fi gure 11.2 ignore the 
quality of the health outcomes delivered to patients. Figure 11.3 shows that 
survival improved for heart attack patients, rising from a rate of 77.8 per-
cent in 2002 to a rate of 82.8 percent in 2014. Among survivors, the rate 
of avoidance of unplanned readmission within 30 days of initial discharge 
improved from 83.5 percent to 86.8 percent. The rate of discharge to home 
from the last facility claim declined somewhat, from 84.4 percent in 2002 to 
83.4 percent in 2014.

Defi ning a high- quality episode as survival without institutionalization 
(whether an unplanned readmission or a discharge to another facility), fi gure 
11.3 shows that the rate of high- quality episodes increased from 55.7 percent 
in 2002 to 60.8 percent in 2014 for heart attack patients. The middle panel of 
fi gure 11.2 shows the rate of high- quality episodes for all episode types. This 
rate improved for six of the eight episode types; the increase was greatest in 
absolute terms for hip fracture (5.8 percentage points) and in relative terms 
for LEJR (18.7 percent). The rate of high- quality stays declined by 3.6 per-
centage points for heart failure episodes. Among these patients, avoidance 
of readmission improved, but survival and home discharge rates worsened.

Figure 11.1 shows that the improvement in patient outcomes dominated 
the modest rise in costs for heart attack patients. The cost of a high- quality 
heart attack episode decreased from $61,900 in 2002 to $58,600 in 2014. 

Fig. 11.1 Cost of heart- attack episodes (000s of 2014 dollars)
Notes: In this fi gure, a “high- quality” episode means that the patient survived through the end 
of the episode, avoided an unplanned readmission within 30 days of the initial discharge, and 
was discharged home from the last facility claim. This defi nition corresponds to a quality of 
life decrement for institutionalization of –1.0. Regression analyses considered alternative dec-
rements, with the intermediate value of –0.66 as the baseline. Under this baseline, an episode 
in which the patient survived but was institutionalized is counted as 34% of an episode with 
survival without institutionalization.
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Fig. 11.2 Episode cost and quality
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Figure 11.2 shows the cost of high- quality episodes for all episode types. 
This cost increased for fi ve episodes—namely, heart failure, pneumonia, GI 
bleed, hip fracture, and stroke. For heart failure, costs increased as quality 
decreased, and this episode type experienced the largest absolute increase in 
the cost of a high- quality episode ($9,600). GI bleed had the largest relative 
increase (24.6 percent). The higher costs for pneumonia, hip fracture, and 
stroke outweighed their quality improvements. The cost of a high- quality 
episode decreased for LEJR and COPD in addition to heart attack. This 
decrease was largest in both absolute and relative terms for LEJR (–$7,000 
and –15.8 percent, respectively).

These changes in the cost of a high- quality episode may have refl ected 
trends in the severity of patients treated. Figure 11.4 shows that the age of a 
heart attack patient at index admission was 78.6 years in 2002, and then rose 
steadily to a maximum of 79.0 years in 2008, before declining to its starting 
value of 78.6 years in 2014. The number of Charlson- Deyo comorbidities 
recorded on the index inpatient record of a heart attack patient increased 
substantially over time, from 2.27 in 2002 to 2.61 in 2014. The predicted like-
lihood of inpatient survival from the AHRQ IQI risk model decreased from 
93.3 percent to 92.8 percent over the period.

Using all our patient severity measure and the results of  our primary 

Fig. 11.3 Rates of favorable patient outcomes among heart- attack episodes
Notes: In this fi gure, a “high- quality” episode means that the patient survived through the end 
of the episode, avoided an unplanned readmission within 30 days of the initial discharge, and 
was discharged home from the last facility claim. This defi nition corresponds to a quality of 
life decrement for institutionalization of –1.0. Regression analyses considered alternative dec-
rements, with the intermediate value of –0.66 as the baseline. Under this baseline, an episode 
in which the patient survived but was institutionalized is counted as 34% of an episode with 
survival without institutionalization.
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regressions, we can construct a patient severity index.13 For heart attack 
episodes, fi gure 11.5 shows that severity increased from its baseline value 
of 100 in 2002, started to rise more rapidly in 2007 and reached a peak of 
110.0 in 2010, then settled at 103.1 in 2014. This pattern means that the 
heart attack patients treated in 2014 would have required 3.1 percent higher 
costs to enjoy the same outcomes as patients in 2002. Figure 11.6 shows the 

13. The construction of the index is described in the note to fi gure 11.5.

Fig. 11.5 Patient severity index among heart- attack episodes
Note: We construct the patient severity index by exponentiating −Sht

ˆ
S , obtaining ˆ S from the 

regression results corresponding to Figures 16 and 17 and normalizing the index to a value of 
100 in 2002.

Fig. 11.6 Patient severity index among all episodes
Note: We construct the patient severity index by exponentiating −Sht

ˆ
S , obtaining ˆ S from the 

regression results corresponding to Figures 16 and 17 and normalizing the index to a value of 
100 in 2002.
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patient severity index for all episode types. LEJR experienced a decline in 
severity even as its cost of a high- quality episode decreased. Severity rose 
for all other episode types. GI bleed saw the largest increase, with an index 
value of 121.8 in 2014.

In addition to the severity index, we can construct an index for other hos-
pital production—specifi cally, the eff ect (whether positive or negative) of 
medical education on the delivery of our acute episodes. As appendix fi gure 
11A.2 shows for heart attack episodes, teaching status played little role in 
changes in productivity in treating these episodes.

Focusing on our regression analyses, the trajectory of estimated produc-
tivity for heart attack episodes appears in fi gure 11.7. Productivity declined 
at fi rst, reaching a trough of –6.3 percent cumulative growth since 2002, 
before beginning to improve fairly consistently, reaching a maximum of 
11.0 percent improvement (over 2002) by 2014. A similar pattern was 
observed in our prior studies of hospital and nursing home stays (Romley, 
Goldman, and Sood 2015; Gu et al. 2019). The productivity trajectories for 
all episode types are shown in appendix fi gure 11A.3; complete regression 
results are reported in appendix table 11A.3.14

14. In general, the regression coeffi  cients have the expected signs. For the six episode types 
for which IQI risk models are available, a higher predicted probability of surviving beyond the 
initial hospital stay is associated with better outcomes or lower costs. For example, a 1 per-
cent increase (relative, not absolute) in the average survival probability of stroke patients is 
associated with 4.1 percent more stays or better outcomes (given costs), or 4.1 percent lower 
costs (given the number of episodes and their quality). Likewise, having fewer Charlson- Deyo 
comorbidities recorded on the initial hospital record is associated with greater output or lower 
costs. For LEJR, for example, if  all patients had only one comorbidity, output would be roughly 
12 percent greater, or costs 12 percent lower. Finally, for all episode types except heart attack, 

Fig. 11.7 Cumulative change in productivity since 2002 in treating heart- 
attack episodes
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On an annualized basis, productivity for heart attack episodes grew by 
0.87 percent on average between 2002 and 2014. Figure 11.8 shows some-
what slower growth for pneumonia and LEJR, but even greater improve-
ment (in excess of 1.0 percent per year) for stroke and COPD. Productiv-
ity change for GI bleed and hip fracture was indistinguishable from zero. 
For heart failure episodes, productivity is estimated to have decreased by 
0.44 percent per year on average.

Figure 11.9 shows the impact of  adjustments for patient severity and 
outcome quality on the estimates just reported. As noted previously, sever-
ity increased for all episode types except LEJR. Consequently, estimated 
productivity growth is lower when we adjust for patient severity than when 
we do not (0.65 percent versus 1.37 percent per year). Among the episode 
types experiencing greater severity, the sign of estimated productivity growth 
changes from positive to negative for pneumonia and stroke when we ignore 
severity. Severity adjustment plays a relatively limited role for heart attack 
(+0.87 percent with versus +0.62 percent without).

Ignoring quality, the point estimates for annual productivity growth are 
negative for every episode type except COPD. Even in the latter case, esti-
mated productivity improvement is 0.51 percent per year when quality is 
ignored, versus 1.17 percent per year otherwise. For heart failure, quality 

a younger patient population is associated with more output or lower costs. For pneumonia, 
for example, a 1 percent decrease in average age is associated with 2.1 percent more output or 
lower costs.

Fig. 11.8 Annualized rate of productivity growth, 2002–2014
Notes: Rates calculated according to the formula exp(b̂2014 / 12) 1, in which b̂2014 is the regres-
sion coeffi  cient corresponding to episodes starting in 2014, relative to 2002. *, **, and *** 
denote statistical signifi cance at the 10%, 5%, and 1% levels, respectively. 
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adjustment results in somewhat more negative growth (−0.44 percent per 
year versus –0.30 percent per year), because quality declined in the aggregate.

The results thus far assume that institutionalization (whether unplanned 
readmission or discharge to another facility) causes a decrease in quality 
of life of −0.66. That is, survival with institutionalization is 34 percent as 
good as survival without institutionalization. As noted previously, there is 
substantial uncertainty about the impact of institutionalization on qual-
ity of  life. Figure 11.10 considers two alternatives spanning our baseline 
value; namely, −0.32 and −1.0. Where trends in institutionalization rates 
are favorable, a smaller (in absolute magnitude) decrement implies that mea-
sured productivity growth will be slower. For example, with a decrement 
of 0.32, productivity growth for heart attack episodes is 0.72 percent per 
year, instead of 0.87 percent with the baseline intermediate value. With a 
decrement of 1.0, growth is higher; namely, 1.06 percent per year. For hip 
fracture, the baseline estimate is an insignifi cant +0.12 percent per year, but 
signifi cant at +0.78 percent and –0.23 percent per year with decrements 
of  1.0 and 0.32, respectively. Productivity growth for LEJR episodes is 
also sensitive in magnitude (if  not the positive direction) to the decrement 
value.

For the elasticity of quantity with respect to quality, our baseline value is 

Fig. 11.9 Impacts of adjustment for outcome quality and patient severity on annu-
alized productivity growth estimates
Note: *, **, and *** denote statistical signifi cance at the 10%, 5%, and 1% levels, respectively.
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−1.4, based on our view of the best evidence (discussed previously). We also 
consider a value of −1.0, consistent with prior studies (Romley, Goldman, 
and Sood 2015; Gu et al. 2019; Romley et al. 2019). With this alternative 
value, a 10 percent improvement in quality requires a 10 percent decrease 
in the number of episodes, instead of 14 percent according to the baseline 
value. Consequently, measured productivity growth, given a favorable qual-
ity trend, is slower under this alternative value. Figure 11.11 is consistent 
with this observation, but further shows that estimated growth is not par-
ticularly sensitive to this alternative value for the elasticity. For hip fracture, 
insignifi cant growth of +0.12 percent per year becomes a marginally signifi -
cant decline of 0.20 percent per year.

As noted previously, cost data are unavailable for some facility claims 
(15 percent of heart attack episodes had at least one such claim). We assess 
the sensitivity of  estimated productivity growth rates to the inclusion of 
episodes with some (but relatively limited) missingness, with their measured 
total costs infl ated according to payments on claims with missing costs in 
comparison to total payments for such episodes in each year. Figure 11.12 
shows that the changes to our estimates are negligible.

Finally, we assess the sensitivity of our estimates to the inclusion of fi xed 
eff ects for hospitals. As fi gure 11.13 shows, measured productivity growth 

Fig. 11.10 Sensitivity of annualized productivity growth estimates to quality of life 
decrement for institutionalization
Note: *, **, and *** denote statistical signifi cance at the 10%, 5%, and 1% levels, respectively.
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becomes faster for every episode type. Indeed, growth for heart failure is no 
longer signifi cantly negative, and the rate for hip fracture is now signifi cantly 
positive, at +0.40 percent per year.

Based on our baseline results, composite productivity growth, aggregated 
across all episode types, is shown in fi gure 11.14. The growth rate is +0.44 per-
cent per year on average over 2002–2014 when productivity is aggregated 
based on cost shares using 2002 shares as the base, and +0.45 percent and 
+0.44 percent when using cost shares from 2008 and 2014, respectively.

11.4  Conclusion

There is widespread concern about poor coordination in US health care. 
Even if  hospitals or doctors improve their productivity over time, infor-
mation and incentive problems across providers could result in stagnant 
performance with respect to episodes of  care. Policy makers and health 
practitioners are increasingly scrutinizing the performance of the health care 
system in delivering episodes of care.

To our knowledge this is the fi rst study that assesses productivity growth—
from the producer perspective, consistent with the focus of BLS—in the 
provision of acute episodes of  care. We consider eight types of  episodes 
delivered to Medicare fee- for- service benefi ciaries over 2002–2014. Drawing 

Fig. 11.11 Sensitivity of annualized productivity growth estimates to elasticity of 
episode quality with respect to quantity
Note: *, **, and *** denote statistical signifi cance at the 10%, 5%, and 1% levels, respectively.
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on insurance claims and administrative data, we fi nd positive multifactor 
productivity growth for a majority of  the episode types. For stroke and 
chronic obstructive pulmonary disease, our baseline estimates of the rate 
of productivity growth over this period exceed 1 percent per year. There is, 
however, some evidence of negative productivity growth for heart failure. 
Our fi ndings for the various episode types are fairly robust to alternative 
assumptions.

To develop some insight into aggregate productivity growth for these epi-
sodes, we constructed a composite measure, and found an annual growth 
rate of roughly 0.45 percent. The cost of care provided under Medicare Parts 
A and B for these episodes totaled $38 billion in 2014, measured in 2014 
dollars, compared to overall program spending of $367 billion (Cubanski, 
Neuman, and Freed 2019). While this total is substantial, there is clearly an 
opportunity to address productivity in health care delivery more broadly. 
One potentially worthwhile direction would be to assess multifactor produc-
tivity in the treatment of various chronic conditions. Berndt et al. (2002) have 
already considered depression, while Eggleston et al. (2011) have addressed 

Fig. 11.12 Sensitivity of annualized productivity growth estimates to treatment of 
missing episode costs
Notes: “Limited” missingness refers to episodes with (a) one or more institutional claims that 
could not be matched to cost data, and (b) whose payments for claims with missing cost data 
as a share of total payments for the episode was at or below the median for the episode type. 
Total measured costs for these episodes were infl ated according to payments for claims with 
missing costs as a share of total payments for all episodes of the same type that initiated in the 
same calendar year. *, **, and *** denote statistical signifi cance at the 10%, 5%, and 1% levels, 
respectively.
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Fig. 11.13 Sensitivity of annualized productivity growth estimates to inclusion of 
hospital fi xed eff ects
Note: *, **, and *** denote statistical signifi cance at the 10%, 5%, and 1% levels, respectively.

Fig. 11.14 Annualized growth of composite (all- episode- type) productivity accord-
ing to base year
Note: *, **, and *** denote statistical signifi cance at the 10%, 5%, and 1% levels, respectively.
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productivity in diabetes, but from the consumer welfare perspective. In our 
view, and with these studies as motivating examples, such analyses will be 
most credible when well informed by clinical science, as well as economic 
practice.

For the episodes studied here, the reasonably favorable picture that 
emerges stems in substantial part from our eff orts to account for the quality 
of the health outcomes experienced by patients. We measure quality based 
on patient survival, avoidance of unplanned readmission, and discharge to 
the community. The latter is of relevance to recent federal policy concerning 
post- acute care, and we found in auxiliary analysis that continued institu-
tionalization rather than community discharge entails a substantial decre-
ment to a patient’s quality of life. For most episode types, these outcomes 
improved over time, substantially impacting measured productivity growth. 
For example, productivity growth for stroke is estimated to be +1.05 percent 
per year when we account for quality of care, but −0.29 percent per year if  we 
ignore it. The importance of quality adjustment has long been recognized in 
the measurement of health care price indices that focus on consumer welfare 
(Cutler et al. 1998).

There is general agreement among experts that the output of the health 
care sector should be measured based on the treatments of the conditions, 
rather than the individual services (e.g., physician visit), which are inputs to 
those treatments (National Research Council 2010; World Health Organiza-
tion 2011; Moulton 2018). To improve national economic measurement of 
the health care sector, the Bureau of Economic Analysis has recently devel-
oped a Health Care Satellite Account that tracks spending for 261 conditions 
(Dunn, Rittmueller, and Whitmire 2016; Dunn et al. 2018). However, this 
new account does not address quality of care at present. Our study strongly 
suggests that quality is a critical element for properly measuring output of 
the health care sector and our approach may point in a useful and practical 
direction. In addition, improved measurement of multifactor productivity 
in the health care system should contribute to a better understanding of the 
drivers, in terms of economics and policy, of system performance.
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Appendix

Table 11A.1 AHRQ inpatient quality indicator for AMI

AHRQ Quality Indicators™ (AHRQ QI™) ICD- 9- CM Specifi cation Version 6.0 Inpatient 
Quality Indicator 15 (IQI 15) Acute Myocardial Infarction Mortality Rate March 2017

Provider- Level Indicator Type of Score: Rate

Prepared by:

Agency for Healthcare Research and Quality

U.S. Department of Health and Human Services www .qualityindicators .ahrq .gov

Description

In- hospital deaths per 1,000 hospital discharges with acute myocardial infarction (AMI) as a 
principal diagnosis for patients ages 18 years and older. Excludes obstetric discharges and 
transfers to another hospital.

[NOTE: The software provides the rate per hospital discharge. However, common practice 
reports the measure as per 1,000 discharges. The user must multiply the rate obtained from the 
software by 1,000 to report in- hospital deaths per 1,000 hospital discharges.]

Numerator

Number of deaths (DISP=20) among cases meeting the inclusion and exclusion rules for the 
denominator.

Denominator

Discharges, for patients ages 18 years and older, with a principal ICD- 9- CM diagnosis code 
for AMI.

AMI diagnosis codes: (MRTAMID)

41000 AMI ANTEROLATERAL, UNSPEC 41050 AMI LATERAL NEC, UNSPEC
41001 AMI ANTEROLATERAL, INIT 41051 AMI LATERAL NEC, INITIAL
41010 AMI ANTERIOR WALL, UNSPEC 41060 TRUE POST INFARCT, UNSPEC
41011 AMI ANTERIOR WALL, INIT 41061 TRUE POST INFARCT, INIT
41020 AMI INFEROLATERAL, UNSPEC 41070 SUBENDO INFARCT, UNSPEC
41021 AMI INFEROLATERAL, INIT 41071 SUBENDO INFARCT, INITIAL
41030 AMI INFEROPOST, UNSPEC 41080 AMI NEC, UNSPECIFIED
41031 AMI INFEROPOST, INITIAL 41081 AMI NEC, INITIAL
41040 AMI INFERIOR WALL, UNSPEC 41090 AMI NOS, UNSPECIFIED
41041 AMI INFERIOR WALL, INIT 41091 AMI NOS, INITIAL

Denominator exclusions

Exclude cases:
• transferring to another short- term hospital (DISP=2)
• MDC 14 (pregnancy, childbirth, and puerperium
•  with missing discharge disposition (DISP=missing), gender (SEX=missing), age 

(AGE=missing), quarter (DQTR=missing), year (YEAR=missing), or principal 
diagnosis (DX1=missing)

Sources: AHRQ Quality Indicators™ Program; Agency for Healthcare Research and Quality 
(2017a). https:// www .qualityindicators .ahrq .gov /Downloads /Modules /IQI /V60 /TechSpecs 
/IQI _15 _Acute_Myocardial _Infarction  (AMI) _Mortality _Rate .pdf.
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Table 11A.2 AMI inpatient mortality risk model

Parameter  Label  Estimate  
Standard 

error  
Wald 

chi- square  
Pr > 

chi- square

Intercept Intercept –3.6765 0.4222 75.8134 <.0001
M_AgeCat_6 Male | Age < 55 –0.2537 0.0397 40.8156 <.0001
M_AgeCat_8 Male | Age < 65 0.0759 0.035 4.697 0.0302
M_AgeCat_9 Male | Age >= 65 0.0768 0.0328 5.4625 0.0194
M_AgeCat_11 Male | Age >= 75 0.1591 0.0282 31.798 <.0001
M_AgeCat_13 Male | Age >= 85 0.1453 0.0348 17.4855 <.0001
M_AgeCat_14 Male | Age >= 90 0.1218 0.0448 7.3979 0.0065
F_AgeCat_6 Female | Age < 55 –0.1659 0.0597 7.7307 0.0054
F_AgeCat_8 Female | Age < 65 –0.0325 0.0431 0.5659 0.4519
F_AgeCat_11 Female | Age >= 75 0.1075 0.0335 10.3035 0.0013
F_AgeCat_13 Female | Age >= 85 0.1112 0.0346 10.3116 0.0013
F_AgeCat_14 Female | Age >= 90 0.2911 0.0377 59.7157 <.0001
MDC_5 MDC 5: DISEASES & DISORDERS OF THE 

CIRCULATORY SYSTEM
2.1557 0.4199 26.3579 <.0001

ADX161_0001 DRG 161: Cardiac defi brillator & heart assist 
implant

–1.6775 0.5909 8.058 0.0045

ADX161_0002 DRG 161: Cardiac defi brillator & heart assist 
implant

–1.7192 0.2372 52.5474 <.0001

ADX161_0003 DRG 161: Cardiac defi brillator & heart assist 
implant

–1.512 0.129 137.3374 <.0001

ADX161_0004 DRG 161: Cardiac defi brillator & heart assist 
implant

0.5553 0.0607 83.5733 <.0001

ADX162_0003 DRG 162: Cardiac valve procedures w cardiac 
catheterization

–1.9697 0.2068 90.7299 <.0001

ADX162_0012 DRG 162: Cardiac valve procedures w cardiac 
catheterization

–3.5914 0.5804 38.2825 <.0001

ADX163_0003 DRG 163: Cardiac valve procedures w/o cardiac 
catheterization

–2.286 0.4544 25.3048 <.0001

ADX163_0012 DRG 163: Cardiac valve procedures w/o cardiac 
catheterization

–2.357 0.5852 16.2216 <.0001

ADX165_0003 DRG 165: Coronary bypass w cardiac cath or 
percutaneous cardiac procedure

–2.7485 0.0899 934.1475 <.0001

ADX165_0004 DRG 165: Coronary bypass w cardiac cath or 
percutaneous cardiac procedure

–0.7461 0.0585 162.5885 <.0001

ADX165_0012 DRG 165: Coronary bypass w cardiac cath or 
percutaneous cardiac procedure

–4.5302 0.1782 646.075 <.0001

ADX166_0003 DRG 166: Coronary bypass w/o cardiac cath or 
percutaneous cardiac procedure

–2.9037 0.1974 216.3155 <.0001

ADX166_0004 DRG 166: Coronary bypass w/o cardiac cath or 
percutaneous cardiac procedure

–0.5389 0.1036 27.0435 <.0001

ADX166_0012 DRG 166: Coronary bypass w/o cardiac cath or 
percutaneous cardiac procedure

–5.2789 0.5018 110.6855 <.0001

ADX167_0004 DRG 167: Other cardiothoracic procedures 0.8715 0.296 8.6713 0.0032
ADX167_0123 DRG 167: Other cardiothoracic procedures –0.9615 0.4683 4.2156 0.0401
ADX169_0002 DRG 169: Major thoracic & abdominal vascular 

procedures
–2.3345 1.0119 5.322 0.0211

ADX169_0003 DRG 169: Major thoracic & abdominal vascular 
procedures

–1.6476 0.5915 7.7588 0.0053

ADX169_0004 DRG 169: Major thoracic & abdominal vascular 
procedures

0.8006 0.226 12.5455 0.0004

ADX170_0003 DRG 170: Permanent cardiac pacemaker implant 
w AMI heart failure or shock

–2.4126 0.2732 77.9654 <.0001

(continued )
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Parameter  Label  Estimate  
Standard 

error  
Wald 

chi- square  
Pr > 

chi- square

ADX173_0003 DRG 173: Other vascular procedures –1.599 0.2082 58.9771 <.0001
ADX173_0004 DRG 173: Other vascular procedures 0.6323 0.1469 18.5311 <.0001
ADX173_0012 DRG 173: Other vascular procedures –1.7646 0.5897 8.9546 0.0028
ADX174_0001 DRG 174: Percutaneous cardiovascular 

procedures w AMI
–5.4385 0.1131 2313.699 <.0001

ADX174_0002 DRG 174: Percutaneous cardiovascular 
procedures w AMI

–4.1135 0.0717 3291.108 <.0001

ADX174_0003 DRG 174: Percutaneous cardiovascular 
procedures w AMI

–2.288 0.0532 1847.254 <.0001

ADX174_0004 DRG 174: Percutaneous cardiovascular 
procedures w AMI

0.2224 0.0405 30.1245 <.0001

ADX175_0001 DRG 175: Percutaneous cardiovascular 
procedures w/o

AMI

–4.6469 1.0018 21.5166 <.0001

ADX175_0002 DRG 175: Percutaneous cardiovascular 
procedures w/o AMI

–2.7821 0.5828 22.7908 <.0001

ADX175_0003 DRG 175: Percutaneous cardiovascular 
procedures w/o AMI

–1.3744 0.3915 12.3253 0.0004

ADX176_0034 DRG 176: Cardiac pacemaker & defi brillator 
device replacement

–1.727 0.7246 5.6799 0.0172

ADX180_0003 DRG 180: Other circulatory system procedures –1.2703 0.3138 16.3888 <.0001
ADX180_0012 DRG 180: Other circulatory system procedures –2.3913 0.7158 11.1597 0.0008
ADX190_0001 DRG 190: Acute myocardial infarction –4.2908 0.1255 1168.52 <.0001
ADX190_0002 DRG 190: Acute myocardial infarction –2.8623 0.0588 2367.434 <.0001
ADX190_0003 DRG 190: Acute myocardial infarction –1.3875 0.0403 1185.963 <.0001
ADX190_0004 DRG 190: Acute myocardial infarction 0.7259 0.0393 340.8797 <.0001
ADX191_0001 DRG 191: Cardiac catheterization w circ disord 

exc ischemic heart disease
–3.1417 1.0053 9.7658 0.0018

ADX191_0002 DRG 191: Cardiac catheterization w circ disord 
exc ischemic heart disease

–3.2554 1.0052 10.4873 0.0012

ADX198_0001 DRG 198: Angina pectoris & coronary 
atherosclerosis

–1.2529 0.3681 11.5852 0.0007

ADX198_0002 DRG 198: Angina pectoris & coronary 
atherosclerosis

–1.0658 0.2262 22.1947 <.0001

ADX198_0003 DRG 198: Angina pectoris & coronary 
atherosclerosis

–0.4057 0.1769 5.2596 0.0218

TRNSFER  Transfer Status  0.0294  0.0211  1.9368  0.164

Sources: AHRQ Quality Indicators™ Program; Agency for Healthcare Research and Quality (2017b, p. 19–21). https:// 
www .qualityindicators .ahrq .gov /Downloads /Modules /IQI /V60 /Parameter _Estimates _IQI _6 .0 _ICD -  9 -  CM .pdf

Table 11A.2 (cont.)
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Table 11A.3 Complete results from baseline regressions

Episode type  
Heart 
attack  

Heart 
failure  Pneumonia  GI bleed

Coeffi  cient (standard error)
Constant –8.618*** –1.571** 5.581*** 2.195***

(0.628) (0.701) (0.653) (0.600)
2003 episode –0.030*** –0.045*** –0.003 –0.035***

(0.011) (0.010) (0.010) (0.013)
2004 episode –0.058*** –0.098*** –0.023** –0.053***

(0.012) (0.010) (0.010) (0.012)
2005 episode –0.065*** –0.132*** –0.023** –0.065***

(0.012) (0.011) (0.010) (0.013)
2006 episode –0.044*** –0.116*** –0.015 –0.063***

(0.013) (0.011) (0.010) (0.013)
2007 episode 0.001 –0.104*** 0.001 –0.033**

(0.013) (0.013) (0.011) (0.014)
2008 episode –0.021 –0.166*** –0.044*** –0.115***

(0.013) (0.015) (0.012) (0.014)
2009 episode 0.011 –0.151*** –0.030** –0.072***

(0.013) (0.017) (0.012) (0.014)
2010 episode 0.015 –0.172*** –0.036*** –0.093***

(0.013) (0.018) (0.012) (0.014)
2011 episode 0.033** –0.139*** –0.002 –0.060***

(0.014) (0.019) (0.012) (0.015)
2012 episode 0.088*** –0.095*** 0.042*** –0.037**

(0.014) (0.020) (0.013) (0.015)
2013 episode 0.060*** –0.121*** 0.038*** –0.073***

(0.014) (0.020) (0.013) (0.014)
2014 episode 0.104*** –0.053** 0.086*** –0.010

(0.017) (0.023) (0.015) (0.017)
AHRQ predicted inpatient survival, logged 3.043*** 8.184*** 6.968*** 7.215***

(0.089) (0.317) (0.175) (0.185)
Location of heart attack: Anterolateral (410.0x) –0.416*** — — —

(0.082)
Location of heart attack: Other anterior wall 

(410.1x)
–0.354*** — — —
(0.052)

Location of heart attack: Inferolateral wall 
(410.2x)

–0.083 — — —
(0.084)

Location of heart attack: Inferoposterior wall 
(410.3x)

–0.505*** — — —
(0.103)

Location of heart attack: Other inferior wall 
(410.4x)

–0.350*** — — —
(0.051)

Location of heart attack: Other lateral wall 
(410.5x)

–0.205** — — —
(0.095)

Location of heart attack: True posterior wall 
(410.6x)

–0.508*** — — —
(0.184)

Location of heart attack: Sub–endocardial 
(410.7x)

–0.164*** — — —
(0.037)

Location of heart attack: Other specifi ed sites 
(410.8x)

–0.273*** — — —
(0.080)

Location of heart attack: Unspecifi ed site (410.9x) — — — —
(continued )
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Episode type  
Heart 
attack  

Heart 
failure  Pneumonia  GI bleed

No Charlson- Deyo comorbidities — — — —
1 Charlson- Deyo comorbidity 0.369*** 0.101 –0.126*** –0.167***

(0.041) (0.179) (0.031) (0.026)
2 Charlson- Deyo comorbidities 0.198*** –0.018 –0.338*** –0.464***

(0.039) (0.183) (0.031) (0.029)
3 Charlson- Deyo comorbidities 0.086** –0.129 –0.524*** –0.601***

(0.042) (0.182) (0.040) (0.037)
4 Charlson- Deyo comorbidities 0.027 –0.245 –0.578*** –0.722***

(0.047) (0.184) (0.055) (0.046)
5+ Charlson- Deyo comorbidities — –0.325* –1.032*** –1.059***

(0.185) (0.062) (0.051)
Age, logged 0.734*** - 0.356*** –2.007*** –1.208***

(0.105) (0.123) (0.110) (0.102)
Female 0.037* –0.038 –0.092*** –0.043**

(0.022) (0.024) (0.022) (0.021)
White 0.176*** 0.258*** 0.140** 0.121**

(0.061) (0.063) (0.059) (0.048)
African American 0.146** 0.243*** –0.117* –0.088

(0.068) (0.066) (0.068) (0.055)
Hispanic 0.678*** 0.771*** 0.516*** 0.399***

(0.105) (0.114) (0.114) (0.093)
Other race — — — —
1st quarter of year episode — — — —
2nd quarter of year episode 0.033 –0.013 0.006 0.034

(0.028) (0.031) (0.028) (0.026)
3rd quarter of year episode 0.014 –0.074** –0.137*** –0.022

(0.030) (0.031) (0.030) (0.026)
4th quarter of year episode –0.009 –0.006 –0.021 –0.036

(0.030) (0.032) (0.030) (0.026)

Patient zip code characteristics
Median household income ($000) –0.006*** –0.010*** –0.007*** –0.007***

(0.001) (0.001) (0.001) (0.001)
Social Security income ($000) –0.006 –0.018* –0.019** –0.022***

(0.009) (0.010) (0.009) (0.008)
Poor 0.569** –0.459* 0.293 0.239

(0.252) (0.242) (0.226) (0.226)
Employed 2.105*** 0.573* 1.179*** 1.228***

(0.397) (0.345) (0.371) (0.336)
Less than high school education –0.004 –0.188 –0.604*** –0.453***

(0.155) (0.143) (0.130) (0.126)
Urban –0.086** –0.123*** –0.138*** –0.141***

(0.036) (0.035) (0.030) (0.032)
Hispanic –0.581*** –0.593*** –0.574*** –0.517***

(0.062) (0.065) (0.059) (0.057)
Single –0.757*** –0.702*** –0.530*** –0.732***

(0.158) (0.154) (0.149) (0.150)
Elderly in an institution –0.034 0.547*** –0.173 0.206

(0.200) (0.209) (0.189) (0.166)

Table 11A.3 (cont.)
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Episode type  
Heart 
attack  

Heart 
failure  Pneumonia  GI bleed

Noninstitutionalized elderly with physical 
disability

0.385* 0.236 –0.137 –0.077
(0.221) (0.239) (0.219) (0.200)

Mental disability –0.494 –0.731** –0.345 –0.049
(0.338) (0.325) (0.308) (0.279)

Sensory disability among elderly 0.056 –0.008 0.537* –0.095
(0.296) (0.332) (0.296) (0.276)

Self- care disability –0.214 0.445 0.375 0.020
(0.393) (0.364) (0.369) (0.360)

Diffi  culty going- outside- the- home disability –0.124 –0.353 –0.760*** –0.267
(0.271) (0.269) (0.257) (0.253)

Index hospital characteristics
Residents per bed = 0 — — — —
Residents per bed > 0 and ≤ 0.25 –0.077*** –0.071*** –0.009 –0.049***

(0.011) (0.011) (0.010) (0.010)
Residents per bed > 0.25 and ≤ 0.6 –0.158*** –0.173*** –0.087*** –0.167***

(0.020) (0.022) (0.021) (0.021)
Residents per bed > 0.6 –0.181*** –0.211*** –0.055* –0.188***

(0.027) (0.027) (0.033) (0.035)

Other statistics
Hospital- years, n 28,635 39,650 40,735 36,804
R2  0.191  0.227  0.268  0.243

Episode type  
Hip 

fracture  Stroke  LEJR  COPD

Coeffi  cient (standard error)
Constant 4.473*** 5.085*** 2.131*** 0.337

(0.565) (0.585) (0.703) (0.599)
2003 episode –0.010 –0.012 –0.014* 0.008

(0.012) (0.015) (0.008) (0.012)
2004 episode –0.033*** –0.039*** –0.024*** 0.011

(0.012) (0.015) (0.008) (0.012)
2005 episode –0.032*** –0.043*** –0.019** 0.015

(0.012) (0.015) (0.008) (0.012)
2006 episode –0.069*** –0.032** –0.022*** 0.011

(0.012) (0.015) (0.008) (0.012)
2007 episode –0.116*** –0.061*** –0.028*** 0.038***

(0.014) (0.015) (0.009) (0.013)
2008 episode –0.102*** –0.038** –0.044*** –0.051***

(0.012) (0.015) (0.009) (0.013)
2009 episode –0.099*** –0.023 –0.036*** –0.040***

(0.012) (0.016) (0.009) (0.013)
2010 episode –0.111*** –0.023 –0.050*** –0.033**

(0.013) (0.015) (0.009) (0.013)
2011 episode –0.096*** 0.002 –0.030*** –0.010

(0.012) (0.015) (0.009) (0.013)
2012 episode –0.045*** 0.075*** 0.004 0.054***

(0.013) (0.015) (0.009) (0.013)
(continued )

Table 11A.3 (cont.)
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Episode type  
Hip 

fracture  Stroke  LEJR  COPD

2013 episode –0.010 0.062*** 0.051*** 0.092***
(0.013) (0.015) (0.009) (0.013)

2014 episode 0.014 0.125*** 0.078*** 0.139***
(0.015) (0.018) (0.011) (0.015)

AHRQ predicted inpatient survival, logged 3.266*** 4.141*** — —
(0.141) (0.123)

Location of heart attack: Anterolateral (410.0x) — — — —
Location of heart attack: Other anterior wall 

(410.1x)
— — — —

Location of heart attack: Inferolateral wall 
(410.2x)

— — — —

Location of heart attack: Inferoposterior wall 
(410.3x)

— — — —

Location of heart attack: Other inferior wall 
(410.4x)

— — — —

Location of heart attack: Other lateral wall 
(410.5x)

— — — —

Location of heart attack: True posterior wall 
(410.6x)

— — — —

Location of heart attack: Sub- endocardial (410.7x) — — — —
Location of heart attack: Other specifi ed sites 

(410.8x)
— — — —

Location of heart attack: Unspecifi ed site (410.9x) — — — —
No Charlson- Deyo comorbidities — — — —
1 Charlson- Deyo comorbidity –0.171*** 0.788*** –0.122*** 0.696***

(0.018) (0.036) (0.018) (0.051)
2 Charlson- Deyo comorbidities –0.283*** 0.621*** –0.294*** 0.437***

(0.023) (0.037) (0.029) (0.052)
3 Charlson- Deyo comorbidities –0.389*** 0.318*** –0.406*** 0.289***

(0.033) (0.037) (0.047) (0.055)
4 Charlson- Deyo comorbidities –0.454*** 0.159*** –0.545*** 0.180***

(0.054) (0.040) (0.075) (0.062)
5+ Charlson- Deyo comorbidities –0.418*** — — —

(0.061)
Age, logged –1.819*** –1.970*** –1.667*** –0.909***

(0.084) (0.101) (0.103) (0.108)
Female 0.043** –0.133*** –0.062*** –0.115***

(0.018) (0.020) (0.018) (0.020)
White 0.116** 0.278*** 0.199*** 0.225***

(0.047) (0.056) (0.054) (0.055)
African American –0.079 0.072 –0.006 0.086

(0.060) (0.062) (0.068) (0.062)
Hispanic 0.531*** 0.823*** 0.508*** 0.613***

(0.084) (0.110) (0.126) (0.102)
Other race — — — —
1st quarter of year episode — — — —
2nd quarter of year episode 0.015 0.013 –0.020 –0.029

(0.022) (0.027) (0.021) (0.024)

Table 11A.3 (cont.)
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Episode type  
Hip 

fracture  Stroke  LEJR  COPD

3rd quarter of year episode –0.001 0.025 –0.053** –0.098***
(0.020) (0.027) (0.020) (0.028)

4th quarter of year episode –0.018 0.006 –0.048** –0.006
(0.022) (0.028) (0.022) (0.026)

Patient zip code characteristics
Median household income ($000) –0.005*** –0.005*** –0.007*** –0.010***

(0.001) (0.001) (0.001) (0.001)
Social Security income ($000) –0.009 –0.014 0.004 –0.022**

(0.007) (0.009) (0.009) (0.009)
Poor 0.552*** 0.072 0.639*** –0.109

(0.180) (0.248) (0.227) (0.216)
Employed –0.125 0.207 0.472 1.062***

(0.287) (0.353) (0.363) (0.340)
Less than high school education –0.424*** –0.322** –0.571*** –0.186

(0.113) (0.144) (0.130) (0.139)
Urban –0.150*** –0.155*** –0.050 –0.115***

(0.026) (0.035) (0.034) (0.031)
Hispanic –0.552*** –0.654*** –0.482*** –0.677***

(0.048) (0.062) (0.065) (0.066)
Single –0.483*** –0.698*** –0.804*** –0.695***

(0.111) (0.154) (0.151) (0.156)
Elderly in an institution –0.172 0.093 0.375** 0.203

(0.133) (0.164) (0.171) (0.172)
Noninstitutionalized elderly with physical 

disability
–0.134 –0.015 –0.236 0.282

(0.163) (0.213) (0.192) (0.221)
Mental disability –0.325 0.013 0.046 –0.781***

(0.235) (0.317) (0.265) (0.296)
Sensory disability among elderly 0.204 –0.070 0.045 0.152

(0.200) (0.264) (0.233) (0.288)
Self- care disability 0.319 –0.510 0.157 –0.130

(0.271) (0.368) (0.312) (0.340)
Diffi  culty going- outside- the- home disability –0.268 0.001 0.124 –0.352

(0.191) (0.251) (0.234) (0.258)

Index hospital characteristics
Residents per bed = 0 — — — —
Residents per bed > 0 and ≤ 0.25 –0.021** –0.068*** 0.017* –0.047***

(0.009) (0.011) (0.010) (0.011)
Residents per bed > 0.25 and ≤ 0.6 –0.057*** –0.154*** 0.003 –0.124***

(0.018) (0.022) (0.019) (0.022)
Residents per bed > 0.6 –0.055* –0.211*** –0.041 –0.092***

(0.030) (0.027) (0.026) (0.033)

Other statistics
Hospital- years, n 29,800 32,006 34,073 39,478
R2  0.170  0.248  0.326  0.166

Table 11A.3 (cont.)
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Fig. 11A.1 Overview of CMS unplanned readmission algorithm
Source: Yale New Haven Health Services Corporation/Center for Outcomes Research & Eval-
uation (YNHHSC/CORE 2014, 64). 
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Fig. 11A.2 Other hospital production index among heart- attack episodes
Note: We construct the patient severity index by exponentiating −Oht

ˆ
O , obtaining ˆO from the 

regression results corresponding to Figures 16 and 17 and normalizing the index to a value of 
100 in 2002.

Fig. 11A.3 Cumulative change in productivity since 2002
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12.1  Introduction

Housing is an important part of the economy and the national economic 
accounts. As part of the tabulation of Personal Consumption Expenditures 
(PCE) within Gross Domestic Product (GDP), the Bureau of Economic 
Analysis (BEA) estimates aggregate expenditure on housing, measuring 
what households in the United States spend on housing services. Because 
a house is generally a long- lasting asset and the fl ow of its services is not 
consumed in its entirety in a single year, housing is not measured like many 
other consumption expenditures as simply the aggregate of home prices and 
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quantities.1 The fl ow of housing services in GDP is, as a result, measured 
as conceptually most similar to rent for these services in a given period. 
For renters (tenant- occupied housing), this tabulation is straightforward, 
both intuitively and from an economic measurement standpoint because it 
amounts to the aggregate sum of rents paid for all residential units over a 
given period. The analogous calculation for homeowners imputes market 
rents (also called “space rent”) for the owner- occupied housing stock as if  
owners “rent” to themselves. The 2008 System of National Accounts (SNA) 
recommends this imputation for owner- occupied housing so that the esti-
mate of housing services is not arbitrarily distorted based on the decision to 
rent versus own a home, which can vary substantially across time and space.2 
Historically, both tenant-  and owner- occupied housing have accounted for a 
substantial proportion of overall consumer expenditures and the economy 
more generally (approximately 16 percent of PCE, or about 10 percent of 
GDP fi nal expenditures), and have been relatively stable over recent decades, 
as shown in fi gure 12.1 below.

The PCE housing series has risen steadily over the last couple of decades, 
congruent with other offi  cial series like the Consumer Price Index (CPI) 
Rent Index and the CPI Owners’ Equivalent Rent Index, both depicted in 
fi gure 12.2 below. A common element among these statistics is that they 
rely on reported rents from survey data, as the BEA’s current method fol-
lows a rental- equivalence approach leveraging survey data. Moreover, the 
BEA’s housing estimates were adjusted over this time period using the 
owner- occupied rent series directly (for reasons we discuss in more depth 
in the next section). Recently, however, the academic literature has begun 
to reexamine the rental market over this period using “Big Data” sources, 
fi nding that using alternative data and methods reveals a diff erent picture. 
For example, when rents are measured using diff erent data, as shown by 
the Ambrose- Coulson- Yoshida (ACY) Repeat Rent Index (also depicted 
in fi gure 12.2) using market transaction data from Experian RentBureau, a 
confl icting story emerges as rents fl atten out earlier than the CPI series and 
even fall in absolute terms in 2008–2009.3 This drop in rents, while less dra-

1. Housing is included in both consumption and investment expenditures in GDP statistics, 
where new construction is accounted for in Residential Fixed Investment. The focus of this 
paper is on Housing Services within Personal Consumption Expenditures.

2. Specifi cally, the 2008 SNA states: “The production of housing services for their own fi nal 
consumption by owner occupiers has always been included within the production boundary in 
national accounts, although it constitutes an exception to the general exclusion of own- account 
service production. The ratio of  owner- occupied to rented dwellings can vary signifi cantly 
between countries, between regions of a country and even over short periods of time within 
a single country or region, so that both international and inter- temporal comparisons of the 
production and consumption of housing services could be distorted if  no imputation were 
made for the value of own- account housing services” (United Nations et al. 2010, 99).

3. This index is derived from Ambrose, Coulson, and Yoshida’s (2015) recent work construct-
ing a rent index more similar to Case- Shiller’s repeat sales method using Big Data, although 
the series only goes through 2010 at the time of this publication.
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Fig. 12.1 Nominal PCE housing and PCE housing/GDP
Source: US Bureau of Economic Analysis, “Table 2.5.5: Personal Consumption Expenditures 
(PCE) by Function,” bea .gov.

Fig. 12.2 Price and rent indexes of the US housing market
Sources: ACY; https:// fred .stlouisfed .org /series /CSUSHPINSA; /CUUR0000SEHA; /
CUSR0000SEHC.
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matic in magnitude, was more consistent with the freefall in home prices as 
shown by the Case- Shiller National Home Price Index amid the (in)famous 
boom- bust- recovery in home prices over the broader period.

The divergence among these series stems from the underlying data and 
method.4 Ambrose, Coulson, and Yoshida’s (2015) fi nding, where market 
data and an alternative method paint a diff erent picture of the rental market, 
motivates further research into other housing statistics and whether Big 
Data can fi nd a similar pattern of divergence or whether this phenomenon 
is unique to the rental market they study.

The purpose of this paper is to explore the extent to which alternative data 
sources, namely Big Data from Zillow containing information on hundreds 
of millions of home transactions, can be used to construct an estimate of 
housing services. The data are suited to a user- cost approach, which we 
use to construct a time series and compare it to the BEA’s current rental 
equivalence–based estimates since the early 2000s. The goal of this paper is 
not to construct an offi  cial account or argue for a particular method; rather, 
we investigate the implications of a new Big Data source and compare the 
results of associated methods to current nominal estimates.5

This paper also contributes to literature on user cost methods that are 
both well suited to Big Data sources and commonly used in academic lit-
eratures beyond national accounts. This is particularly true in cases where 
rental market data are inadequate (as in many countries).6 For example, 
Himmelberg, Mayer, and Sinai (2005) employ a user cost approach to assess 
price fundamentals of  the housing market, while others have used hous-
ing user costs in a number of  applications from evaluating tax policy to 
interest deductions (e.g., Albouy and Hanson 2014; Poterba 1992; Poterba, 

4. Critiques of the BLS’s rental series, which fall outside the scope of our paper, are the sub-
ject of numerous papers, including Ambrose, Coulson, and Yoshida (2015). This topic is cov-
ered in an earlier review of this literature by Lebow and Rudd (2003). Ambrose, Coulson, and 
Yoshida (2015) argue that the CPI method and underlying data sources understated the extent 
to which rental market prices fell during the housing bust. See also Gordon and vanGoethem 
(2007), McCarthy and Peach (2010), and Ozimek (2014) for related critiques.

5. Constructing user cost estimates is also a prerequisite for a statistical agency to consider 
constructing a hybrid series that blends rental equivalence and user cost estimates like the 
opportunity cost approach proposed by Diewert (2009), as part of a comprehensive look at 
competing methods from the literature. A nominal series is also a necessary fi rst step to take 
prior to constructing a real series based on these data, which we leave for future research.

6. A number of European and African countries have employed a user cost approach (or 
a variant thereof) for measuring housing services, often as a result of data limitations of thin 
unsubsidized rental markets (Katz 2009). A (nonexhaustive) list of such countries includes: 
Botswana, Central African Republic, Croatia, Estonia, Ghana, Hungary, Latvia, Lithuania, 
Malta, Montenegro, Nigeria, Poland, São Tomé, Serbia, Slovak Republic, Slovenia, Tuni-
sia, Uganda, Zambia, Zimbabwe. According to Eurostat in 2016, nearly 70 percent of  the 
population in EU28 countries own their own homes, with a sizable fraction of households 
living in subsidized or rent- free housing (e.g., over 80 percent in Lithuania, Malta, Bulgaria, 
and Croatia), limiting the representativeness of  market rents in many countries (Komolafe 
2018).
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Weil, and Shiller 1991).7 We provide a transparent method for constructing 
a nominal user cost- based series that can be built from the bottom up with 
similar microdata (e.g., data from vendors like CoreLogic) and could be 
replicated for a variety of uses in the literature.

12.2  Rental Equivalence versus User Cost

12.2.1  Background

A central problem for statistical agencies is fi nding the right data, and this 
is particularly true for imputing owner- occupied housing (OOH) statistics 
where the challenge emanates from accounting for transactions that are not 
directly measurable or observable. Statistical agencies like the BEA measure 
the value of housing services for OOH indirectly by using data that should 
closely approximate market rent that homeowners would expend. The two 
approaches briefl y mentioned above are those recommended by the 2008 
SNA statistical framework: rental- equivalence and user cost.8 The former 
estimates what market rent would be for a given owner- occupied home if  it 
were rented, while the latter focuses on the cost to the homeowner.9 Concep-
tually, absent transaction costs and other market frictions, basic economic 
principles predict that market rents should approximately equal average cost 
(in the long run) if  markets are competitive. The underpinning theory of this 
(approximate) equality can be derived from capital theory, which is based on 
Jorgenson’s (1963, 1967) theory of capital and investment, where the rental 
cost of capital will equal its ex ante user cost (Katz 2009).10 For example, if  

7. Poterba and Sinai (2008) note: “the neoclassical investment model, which focuses on the 
user cost of  capital, is a standard tool for studying housing demand and for analyzing the 
equilibrium value of the imputed rental income accruing to homeowners under various tax 
regimes” (p. 86).

8. Specifi cally, the SNA states that, “This approach can take either a user- cost formulation 
that attempts to measure the changes in the cost to owner- occupiers of using the dwelling, or a 
rental- equivalence formulation based on how much owner- occupiers would have to pay to rent 
their dwellings. The latter method is more generally adopted for CPIs” (United Nations et al. 
2010, §15.141). However, some countries have adopted a variant of the user cost approach for 
their CPI measurement, including Canada, Estonia, Iceland, Slovakia, and Sweden (Baldwin, 
Nakamura, and Prud’homme 2009).

9. More generally, the OECD Manual “Measuring Capital,” summarizes the broader concept 
for the user cost of capital as follows: “Suppose the owner of an asset wants to determine the 
minimum price (before adding on costs of associated labour and overheads) at which he is will-
ing to rent the asset during one period of time. In the simplest case, three main cost elements 
have to be considered: (i) the cost of fi nancing or the opportunity cost of the fi nancial capital 
tied up through the purchase of the asset; (ii) depreciation, i.e. the value loss due to ageing; 
(iii) revaluation, i.e. the expected price change of  the class of  assets under consideration” 
(OECD 2009, 65).

10. As a thought experiment, one can think of user cost in this context as measuring the net 
expenditure associated with purchasing a home at the beginning of a period, incurring cost 
during the period, and selling the home at the end of the period, abstracting away from trans-
action costs and other market frictions. According to Jorgensonian capital theory, the rental 
rate for this home set at the beginning of the period would equal this expected cost, ex ante. 
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rent for an identical home was much higher than its user cost incurred by 
a homeowner, then more people would buy this preferred capital asset and 
fewer would rent, bidding down rents and bidding up home prices to the 
point where rents and costs are approximately equal.11

12.2.2  Current Approach of the BEA

The BEA’s current approach, based on a rental- equivalence method, is the 
most common method used by national statistical agencies around the world 
(Katz 2017), in part due to the fact that countries collect high- quality data 
on rents from nationally representative, specifi cally designed surveys of ten-
ants and other sources. Specifi cally, the BEA’s current method uses the Resi-
dential Finance Survey (RFS, Census Bureau) to benchmark rent- to- value 
ratios for diff erent value classes of properties, which are then used to impute 
average contract rent for owner- occupied properties across similar dimen-
sions. This weighted rental imputation constitutes what is often referred to 
as “space rent,” which is then multiplied by corresponding aggregate housing 
unit counts to obtain the aggregate estimate of the total imputed rent of 
owner- occupied housing.12 During benchmark years, BEA used Decennial 
Census for quantity counts, while in nonbenchmark years either American 
Housing Survey (available biannually) or Current Population Survey data 
from the Census Bureau were used. The BEA last benchmarked the rent- 
to- value ratios used to derive space rent using the 2001 RFS, the last time 
the requisite data from this survey were available. Since then, the BEA has 
made quality adjustments and price adjustments, with the latter based on 
data from the BLS’s CPI Owners’ Equivalent Rent Index (which also relies 
on a rental- equivalence method).13 This method is generally regarded as the 

See also McFadyen and Hobart (1978) for an instructive cross- walk from Jorgenson (1967) to 
a user cost for housing.

11. Of course, this abstracts from risk, market imperfections, and transaction costs, which 
are particularly signifi cant in housing (Bian, Waller, and Wentland 2016). Thus, some gap 
might persist, but generally rents and user costs should move together over longer periods of 
time. In fact, recent empirical work by Goeyvaerts and Buyst (2019) has found a “strong cor-
respondence” between rents and user costs using detailed microdata.

12. For a more detailed discussion of the BEA’s current method, refer to Mayerhauser and 
McBride (2007) and Katz (2017). To summarize, the 2001 method assumed OOH homes with 
comparable values as tenant- occupied homes also have comparable rent- to- value ratios, so 
the method takes weighted- average rent- to- value ratios by value class for tenant units from the 
RFS and applies the mid- point market value to owner- occupied units within the corresponding 
value classes reported in the American Housing Survey. This imputed total rental value is then 
weighted by the number of owner- occupied units reported in the American Housing Survey in 
each class to calculate an average annual rental value (AARV), which is then used to generate 
a total value of aggregate OONFP housing services by multiplying AARV by the number of 
owner- occupied housing units reported in the decennial Census.

13. BEA’s weighting adjustment based on rent- to- value introduces a measure of home value 
into the imputation of owner- occupied space rent, as does the housing quality adjustment used 
since 2001. However, since 2001 the rent- to- value ratios have not changed due to the expiration 
of the underlying survey data, which is why the series has primarily moved with the CPI Own-
ers’ Equivalent Rent Index. Because the CPI for OOH is a constant- quality index, the purpose 
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preferred method for this imputation because most countries have relatively 
thick rental markets with substantial data on market rents. Indeed, more 
than one third of all housing units in the US are rented to tenants.

12.2.3  Methodology: A Comparison

The rental- equivalence approach, however, is not without its limitations 
due to the nature of the data. While a sizable fraction of homes are tenant 
occupied, rental data are not necessarily representative of the entire housing 
stock. Specifi cally, the distribution of rental units is not the same as owner- 
occupied units (Glaeser and Gyourko 2009); the share of detached single- 
family residences (SFRs) is higher for owner- occupied units as is the share 
of higher- value homes, as the market for rental units thins out and quality 
and home value increase.14 Coulson and Li (2013) review the voluminous lit-
erature regarding these diff erences and provide additional evidence of home-
owners taking better care of (and investing more in) their homes, resulting 
in diffi  cult to measure qualitative diff erences between owner- occupied and 
tenant- occupied homes.15 Also, because surveys record a snapshot of the 
market, rent surveys may overrepresent renewal rent for existing tenants 
and underrepresent new leases—a problem that may be exacerbated by busi-
ness cycle fl uctuations (Ambrose, Coulson, and Yoshida 2015). Verbrugge 
(2008) argues that this may oversmooth the series as someone surveyed in 
December may have signed their lease earlier in the year (in, say, February), 
refl ecting lagged market conditions in the rental market.16 While subject to 
its own limitations (as we discuss below), the user cost approach relies on 
diff erent data than the rental- equivalence approach, which has led research-
ers and some statistical agencies to explore it as an alternative for estimat-
ing housing services. This approach instead utilizes data on the cost to the 
user of  owning a home (e.g., interest, taxes, maintenance/depreciation), 

of the additional quality adjustment is “to account for changes in the real value of housing 
per unit,” which is the percent change in the “real dollar stocks of owner- occupied structures, 
of additions and alterations, and of major replacements” using values from BEA’s fi xed assets 
accounts divided by the number of owner- occupied units” (Mayerhauser and McBride 2007).

14. For additional discussion of this point and an illustration of these diff erences using recent 
Census data, see Aten (2018).

15. Crone, Nakamura, and Voith (2000) cite a number of reasons that complicate the BLS’s 
attempts to compensate for the diff erences in owner- occupied versus tenant units by oversam-
pling rental units that have characteristics like rentals: “First, these units are often temporary 
rentals that drop out of the sample in a short time, so that reporting is spotty. Second, the mar-
ket for these units is very thin, so that the observed rents may not be good proxies for the implicit 
value of the unit’s service fl ow if  it were an owner- occupied unit. Third, rental units are subject 
to double- sided moral hazard, which leads to long- term contracts and price regulation. Fourth, 
rental units are professionally managed while owner- occupied units are not.”

16. In addition, because the BEA has used the CPI Owners’ Equivalent Rent Index to make 
adjustments to space rent, this also introduces potential measurement issues associated with 
the CPI. See Lebow and Rudd (2003) for a review of the literature on mismeasurement in the 
CPI, and Crone, Nakamura, and Voith (2000, 2009) for more on mismeasurement of  CPI 
rents in particular.
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which varies directly with the price of a home, rather than rents of diff erent, 
possibly unrepresentative tenant- occupied homes.17 Detailed microdata on 
home sales and corresponding home characteristics are primarily recorded 
by local municipalities; and because reporting often diff ers by locale, this has 
previously made a national eff ort to collect these data quite costly. Indeed, 
only in recent decades have most localities digitized these records, making 
rental survey data the most practical data source prior to the era of Big Data. 
But in the modern era, companies like Zillow have privately collected, com-
piled, and organized a massive database of public data from local tax asses-
sors’ offi  ces across the US for the purposes of providing this information to 
users of their website. Zillow has recently provided much of their microdata 
to researchers free of charge, including those at BEA, which makes it fea-
sible to implement a user cost approach based on fi ne- level price and home 
characteristic data to compare with current methods.

One benefi t of the approach we are assessing is that it relies on directly 
observable data that cover a signifi cant share of the housing market. While 
rents are not directly observable for owner- occupied homes, transaction 
prices, the backbone of  the user cost method,18 are readily available for 
virtually all strata of the housing market, both tenant- occupied and owner- 
occupied homes. As a result, given the diff erences in rental and owner- 
occupied housing units documented in the literature discussed above, the 
user cost method does not suff er from the same selection issues as rent- 
based approaches. Indeed, when rental markets are thin, the SNA recom-
mends “other means of estimating the value of housing services,” (United 
Nations et al. 2010, 109) like a user cost approach that does not rely on rent 
data.

There is, however, a sizable literature noting potential weaknesses of a 
user cost approach or conceptual departures that fundamentally diff er from 
rental equivalence. For example, Gillingham (1983), Verbrugge (2008) and 
Diewert, Nakamura, and Nakamura (2009) and others have noted that the 
user cost approach often has greater volatility, sensitivity to interest rates, 
and introduces deeper conceptual issues with the role of asset prices in this 
estimate with ex ante and ex post measurement. For instance, the degree of 
volatility of Verbrugge’s (2008) user cost estimates largely hinged on how 
he estimated expected (ex ante) appreciation/depreciation, which can vary 

17. For an instructive review of this voluminous literature and novel examples of developing 
user cost estimates, see Diewert (2003, 2008), Katz (2009), Verbrugge (2008), Davis, Lehnert, 
and Martin (2008), Haff ner and Heylen (2011), Hill and Syed (2016), Aten (2018), and numer-
ous other papers on this topic.

18. Despite transaction costs and substantial frictions in the housing market, a thick litera-
ture has documented that home prices respond relatively quickly to a host of diff erent types of 
shocks to demand, whether they are very local, neighborhood level shocks (e.g., Anenberg and 
Kung 2014; Linden and Rockoff  2008; Wentland, Waller, and Brastow (2014) or aggregate- level 
or informational shocks (e.g., Bernstein, Gustafson, and Lewis 2019; Bui and Mayer 2003; 
Moulton and Wentland 2018).
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substantially depending on the assumptions used to construct this compo-
nent. This literature also voices disagreements on precisely what parameter 
values should be used in the computation, including which interest rate is 
most appropriate or whether to include expected appreciation/depreciation 
at all. Small changes to these parameter values can change the estimates 
substantially, as we document in more detail below in our discussion of fi g-
ure 12.7 and the alternative user cost estimates we produce by varying these 
parameters. Finally, as a more general conceptual point, by tying estimates 
of housing services more closely to the asset value of a home and interest 
rates, the user cost approach begs the question: to what extent should a mea-
sure of housing services vary with interest rates and asset prices? We return 
to this point in the Discussion section below.

12.3  Data

The novelty of this paper primarily arises from usage of new data, spe-
cifi cally residential housing microdata from Zillow’s ZTRAX dataset. It 
contains transaction data as well as a large set of individual property charac-
teristics for sales recorded from local tax assessors’ data.19 The data coverage 
is generally representative of the United States’ national housing market, 
comprising 374 million detailed records of transactions across more than 
2,750 counties.20 This includes information regarding each home’s sale price, 
sale date, mortgage information, foreclosure status, and other information 
commonly disclosed by a local tax assessor’s offi  ce. We link each transac-
tion to each home’s property characteristics into a single dataset. The assess-
ment data include an array of characteristics one would fi nd on Zillow’s 
website or a local tax assessor’s offi  ce describing the home; namely, the size 
of  the home (in square feet), number of  bedrooms and bathrooms, year 
built, and a variety of other characteristics.21 We received all these data in 
a somewhat raw form, requiring signifi cant cleaning for research purposes.

19. Data are provided by Zillow through the Zillow Transaction and Assessment Dataset 
(ZTRAX). More information on accessing the data can be found at http:// www .zillow .com 
/ztrax. The results and opinions are those of the authors and do not refl ect the position of Zil-
low Group. Nonproprietary code used to generate the results for this paper is available upon 
request of the authors.

20. Because some states do not require mandatory disclosure of the sale price, we currently 
do not have price data for the following states: Idaho, Indiana, Kansas, Mississippi, Missouri, 
Montana, New Mexico, North Dakota, South Dakota, Texas, Utah, and Wyoming. In addi-
tion, Maine has a substantial share of missing data in our current sample and is accordingly 
omitted. Our method aggregates to the Census Division level by using housing unit counts from 
the ACS at the regional level. As a result, we assume that the states with data within a Census 
Division are reasonably representative of a state left out, which is an assumption we hope to 
explore in further research with supplemental data.

21. Zillow’s ZTRAX dataset contains separate transaction and assessment fi les by state—
that is, all transactions need to be linked to corresponding assessment records. With guidance 
from Zillow, we were able to merge the bulk of the data, but not without some data loss (which 
fi gures into the size of our fi nal sample).
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We carefully scrutinized missing data and extreme values as part of  our 
initial culling of  outliers and general cleaning. The initial dataset from 
Zillow contains sales of  empty plots of  land, some commercial property 
transactions, agricultural sales, and other types of  properties that are 
outside the scope of  the housing services estimates we aim to measure. 
Therefore, we limit the sample to single- family homes, townhouses, row-
homes, apartments, condos, and properties that are most closely associated 
with the current estimates. While we estimate rural properties separately 
(properties with 1 to 100 acres), we drop homes that have greater than 
100 acres (limiting the infl uence of  large farms) and winsorize homes that 
are in the upper tail of  the distribution (i.e., are larger than 10,000 square 
feet or have more than fi ve bedrooms, more than three bathrooms). When 
we construct our fi nal user cost estimates we also drop homes that sold 
for less than $30,000 for SFRs ($15,000 for non- SFRs), homes in the top 
percentile of  predicted price, or that had a price 10 times higher than the 
county median.22 We cull homes that report a negative age (i.e., sale year 
< year built). While the Zillow dataset contains a vast number of  property 
characteristics, in our initial analysis we primarily rely on the variables 
above that have the most coverage nationally to limit how much data we 
would eff ectively discard.23 We limit the results to the years from 2002 
through 2015, when the data are most complete for the vast majority of 
the states in our sample.

To assess the quality of the fi nal sample, we compared our cleaned Zillow 
sample to the ACS to ensure that these administrative data aligned with 
carefully collected (albeit more limited) survey data provided by the Census 
Bureau. Generally, there is only a limited set of home characteristics found 
in both the ZTRAX data and the ACS (e.g., number of bedrooms, year built, 
number of rooms, tax amount, and an indicator for whether the property has 
more than 10 acres). When we compare them in aggregate, we fi nd that they 
are quite similar in terms of their summary statistics. In untabulated results, 
we found that these shared variables across datasets had median and mean 
values that fell within a few percentage points of one another.

22. To limit the infl uence of  outliers or measurement error on model coeffi  cients in our 
regressions, we drop homes that sold for less than $1,000 and extreme outliers at the top end 
(10 times the county median), and then the tails of the distribution for sale price at the 2.5 and 
97.5 percentiles within each county within each quarter. This is a more restrictive culling at 
the regression stage because the main objective of the regressions is to obtain coeffi  cients that 
provide the most reasonable price predictions, whereas when we construct the fi nal user cost 
estimates we aim to exploit a somewhat less restrictive sample to maintain better representative-
ness (while still drawing a line to cull suspicious outliers).

23. In untabulated regressions, we conducted a sensitivity analysis for subsets of the sample 
that employed more property characteristics to determine whether the results are sensitive 
to omitted variables for which we can control. Our results were generally robust to omitting 
variables that have more limited coverage.
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12.4  Methodology—An Idiosyncratic User Cost Approach

12.4.1  Overview

Generally, our approach using the Zillow microdata is motivated by con-
structing estimates from the bottom up, as we estimate a user cost for each 
individual property in our dataset for each quarter and then aggregate upward 
to produce a weighted national- level estimate. We begin by estimating a 
simplifi ed user cost of housing services for each home in the dataset based 
on the formula

Uit = Pit(rit
rf + i + it + i

m(ritm) ( it) E[ i ]),

where for a given property (i) in quarter (t), P is the price of an individual 
home, rrf is the owner’s discount rate or fi nancial opportunity cost for a 
long- term asset like a home (we use the nominal interest rate on a 10- year 
Treasury note for an appropriate risk- free rate in quarter t),24 δ is a con-
stant 3.5 percent representing depreciation and maintenance costs,25 τ is 
the individual property’s eff ective tax rate, and γ is a constant 2 percent risk 
premium associated with owning relative to renting.26

The latter three terms consist of potential off setting benefi ts to homeown-
ership, which are subtracted from the preceding costs such that user cost 

24. While the dataset includes individual interest rates for transacted properties, the coverage 
is not as universal as other variables. However, it is customary for user cost estimates to use a 
single market interest rate to refl ect the fi nancial opportunity cost of the long- term asset (e.g., 
see Aten 2018 for a recent example, among numerous others). Conceptually, if  a homeowner 
purchased a home when rates were at 4 percent, but rates have since risen to 7 percent, the 
latter rate more closely represents the opportunity cost in that time period, as the homeowner 
could alternatively be earning a return on that equity of a similar long- term asset. The time 
series dynamics are similar if  we use average 30- year mortgage rates, which we show later in 
the paper for robustness.

25. A depreciation rate of 1.5 percent is common to the literature (e.g., Aten 2018, and Ver-
brugge 2008), and Gill and Haurin (1991) use a constant of (1.5% + 2% = 3.5%) for the com-
bined maintenance and depreciation term. Conceptually, there is wear and tear on a home that 
would be similar to what a renter would incur in the analogous tenant- occupied counterfactual, 
but primarily this is structural depreciation due to the property itself  aging. Because these costs 
(on average) would be priced into a tenant’s rent, it is logical to factor this into the imputation 
for owner- occupied properties. Given that homes depreciate at diff erent rates depending on 
age and other maintenance costs may vary by region and home type, we acknowledge that a 
constant rate is a simplifi cation.

26. This risk premium was used by Himmelberg, Mayer, and Sinai (2005) “to compensate 
homeowners for the higher risk of owning versus renting” (p. 75). While a risk premium was 
used as early as Poterba (1992), the constant of 2 percent was used by Flavin and Yamashita 
(2002) and Poterba and Sinai (2008). The latter study argues that this accounts for the fact 
that, “homeowners bear both asset- class risk and idiosyncratic, house- specifi c risk” (p. 86). 
Himmelberg, Mayer, and Sinai (2005) also use a 2 percent constant but point out that a more 
sophisticated model would allow this premium to vary over time as the risk of owning relative 
to renting changes over time. This risk, however, is separate from rental risk which, as Sinai 
and Souleles (2005) point out, is hedged with homeownership. Sinai and Souleles (2005) fi nd 
that this rental risk is directly capitalized in home prices.
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represents the net cost to the homeowner. Mortgage interest and property 
taxes are tax deductible in the US (to a point), regardless of  occupancy 
status. Himmelberg, Mayer, and Sinai (2005) use a constant average mar-
ginal tax rate (MTR) for all homes, which they multiply by the average 30- 
year mortgage rate (ritm) in period t. However, their approach assumes (1) all 
homeowners itemize their tax returns, (2) the interest is on the entire prin-
cipal of the home, and (3) there is little variation in income across regions 
of the United States. Instead, we construct a multiplier, φ, to allow varia-
tion in our approximation of the average benefi t to mortgage interest and 
property taxes, using the ACS to determine the average household income 
for homeowners by home type (SFR versus non- SFR) and home size (num-
ber of bedrooms) by each Census Division.27 Based on average household 
income, we assign an MTR and a probability that the homeowner itemizes 
based on the percent of people who itemize in their income stratum. This 
allows a fi ve- bedroom home in a high- income region like New England or 
the Pacifi c region to have a proportionately higher tax benefi t than a two- 
bedroom home in a poorer region.

The φτ multiplier consists of this MTR and itemization probability, while 
the φm multiplier incorporates an additional product of the average loan- to- 
value (LTV) ratio by Census region to account for the fact that a homeowner 
can only write off  interest on an outstanding loan amount (i.e., if  the LTV 
ratio was zero for all homes, there would be no realized mortgage inter-
est tax benefi t).28 Finally, E[π] is expected appreciation (revaluation) for 
a given year. We set this to 2 percent, which assumes homeowners have a 
very long- term view of home prices appreciating approximately the same as 
overall infl ation in the economy.29 While approximately 2 percent is common 

27. We use data from the IRS’s Statistics of Income (Table 1.2) and the following adjusted 
gross income strata: under $30,000; $30,000–$49,999; $50,000–$99,999; $100,000–$499,999; 
above $500,000 (where the percent who itemize are: 7, 21, 44, 80, and 93, respectively).

28. We use data from the Federal Reserve’s Survey of  Consumer Finance (SCF), which 
contains information on the average mean value of mortgages and home equity/home value 
from 2002 to 2015 for each Census region.

29. Verbrugge (2008) rigorously considered a variety of measures of E[π] using diff erent 
forecast techniques, concluding that, “a very long horizon appreciation forecast (such as a long 
moving average), or an infl ation forecast, should be used in the user cost formula” (p. 694). 
Preference for an ex ante long- horizon measure is consistent with Diewert’s (2006) argument 
that, “it is unlikely that landlords use econometric forecasts of housing price appreciation one 
year away and adjust rents for their tenants every year based on these forecasts. Tenants do not 
like tremendous volatility in their rents and any landlord that attempted to set such volatile rents 
would soon have very high vacancy rates on his or her properties. It is, however, possible that 
landlords may have some idea of the long run average rate of property infl ation for the type of 
property that they manage and this long run average annual rate of price appreciation could 
be inserted into the user cost formula.” During the period we study, the Federal Reserve had 
maintained either an explicit or implicit target of 2 percent infl ation over the long run (e.g., see 
their policy statements on their website regarding 2 percent: https:// www .federalreserve .gov 
/faqs /money _12848 .htm). Ex post, infl ation, particularly in the housing market, departed from 
this target; but use as an ex ante measure of infl ation may not be unreasonable. For robustness, 
we consider alternative expectations of price later in the paper.
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to the user cost literature (e.g., Himmelberg, Mayer, and Sinai 2005; Poterba 
and Sinai 2008), we vary this assumption in a second user cost calculation 
we discuss later in the paper, where price expectations are based on recent 
home price appreciation/depreciation in one’s local area. Overall, our pri-
mary contribution to the literature is estimating national property- level user 
costs using idiosyncratic price and property tax data, which we describe in 
more detail below. While we simplify this method using some constants 
in our calculation that follow the literature, we return to a discussion of 
these simplifi cations and ways to possibly create a more precise estimate in 
section 12.6.

12.4.2  Idiosyncratic P—Actual and Predicted

While Zillow already constructs property- level valuation estimates (Zesti-
mates) using their propriety automated valuation model (AVM), for trans-
parency we rely on a combination of actual transaction prices and, for homes 
that did not transact during our sample period, our own hedonic valuations 
based on the Zillow microdata. Because we have fi ne, transaction- level price 
data, we are able to fi rst use actual market prices for P (when available and 
when it does not fail the outlier criteria discussed above). For example, if  
property i was purchased in the fi rst quarter of 2010, then for that quar-
ter the actual price was used for the transacted property (P in the formula 
above).30 Turnover varies considerably by state and locality; approximately 
one third of properties in our dataset sold at least once within the window 
we study (2002–2015). For the value of the home in the following quarter, we 
posit that the price is simply the transacted price adjusted by the predicted 
price’s appreciation/depreciation (discussed below). We use the same logic 
for the quarters following that sale until there is a new sale of that property.31 
Broadly, using more direct price data conforms most closely to the principles 
of valuation laid out by the SNA, where market prices are “the basic refer-
ence for valuation in the SNA” (United Nations et al. 2010, 22), and thus 
much of our aggregate calculation fl ows directly from millions of observed 
market prices underlying the housing stock.

As a more general principle of valuation, the SNA recommends that sta-
tistical agencies use market prices when market prices are available, but “in 
the absence of market transactions, valuation is made according to costs 

30. The ACS has home price data with reasonably good coverage; however, these data come 
from asking survey respondents to place a value on their own home. An advantage of  the 
Zillow data is that we have actual market transactions and predictions based on market data. 
Ideally, with linked microdata, eventually we would like to explore the diff erences between these 
datasets for use in the national accounts.

31. This method would likely be altered if  it were implemented in national accounts over a 
longer time series because a single transaction price adjusted for infl ation may be less predictive 
of the actual price in other years as the time series becomes much longer. For example, we may 
limit interpolations to a single fi ve-  or ten- year window; but because our time series here only 
covers fi fteen years, we take this simplifi ed approach.
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incurred (for example, non- market services produced by government) or 
by reference to market prices for analogous goods or services (for example, 
services of  owner- occupied dwellings)” (United Nations et al. 2010, 22). 
Hence, for homes that did not sell during our sample period, we predict their 
prices based on transactions of similar homes that sold in each quarter using 
a hedonic model.32 Conceptually, most of a home’s value can be explained 
by its physical characteristics, location, and time (Rosen 1974); hence, our 
hedonic model uses sale prices of similar homes along these dimensions to 
estimate an imputed market valuation for each home in our dataset.33 While 
this approach is somewhat simplifi ed compared to more complex machine 
learning techniques as used by Zillow’s proprietary AVM, an advantage 
of this hedonic approach is transparency, an important pillar of national 
accounting methods, where the model can be fully described to the public or 
users of the accounts if  an approach like this were to be formally adopted. 
Therefore, we impute a predicted sale price, P̂, based on a hedonic model for 
each state by quarter separately for home i in quarter t in location j:

Sale Priceijt = + Xit + LOCATIONjt + sqftit

LOCATIONjt + acreageit LOCATION jt + it ,

where X is a set of physical characteristics (bedrooms, bathrooms, age of 
the structure, living area measured by square feet, lot size measured by the 
natural log of acreage, whether the home was a single story, whether it had 
a pool, whether the home had a basement, whether it had a porch, and 
whether the home was new construction), location fi xed eff ects, and inter-
action of location fi xed eff ects with square footage and the natural log of 
acreage, respectively.34 For practicality in estimation, we initially use Census 
tract fi xed eff ects, although we obtain similar estimates using fi ner- level geo-

32. Within- quarter hedonic regressions allow for all coeffi  cients in the model to change 
across quarters, accounting for changing tastes and preferences for location or for each hous-
ing attribute in the model.

33. Aside from the voluminous literature in real estate, hedonic valuation is not uncommon 
in the national accounts and price index literatures. For example, see Pakes (2003) or Benkard 
and Bajari (2005) for applications with personal computers.

34. While the Zillow ZTRAX data contain a lot more information about individual proper-
ties that would help with valuation, we chose the variables with extensive coverage across all 
states in the dataset. When compared to a fuller model that includes many more home char-
acteristics, the marginal gain in precision was small compared to the potential loss in obser-
vations due to missing data in states/localities that do not regularly report certain variables. 
When one of the key characteristics (e.g., bedrooms, bathrooms) was missing, we imputed the 
number based on the size of the home, based on the rest of our sample. For SFRs with missing 
bedrooms, we replaced 1, 2, 3, 4, and 5 bedrooms for the following square footage buckets: 
< 500, 500–999, 1000–1999, 2000–3000, and 3000+. For non- SFRs and urban properties with 
missing bedrooms, we replaced 1, 2, and 3 bedrooms for the following square footage buckets: 
< 600, 600–999, 1000+. For all units, we replaced missing bathrooms with a full bathroom per 
each 1,000 square feet up to 3 bathrooms. Overall, the results are not sensitive to dropping these 
observations with missing characteristics entirely, but our coverage in some states/counties 
where this is more systematic would raise issues of representativeness if  we drop them.

 EBSCOhost - printed on 2/8/2023 7:48 PM via . All use subject to https://www.ebsco.com/terms-of-use



Valuing Housing Services in the Era of Big Data    353

graphic fi xed eff ects like Census block groups or blocks.35 To avoid making 
predictions with thin cells, we specify that a given tract have at least 10 sales 
in the quarter of estimation. If  this condition is not met within a given tract 
in a given quarter, we then estimate the same model only for observations 
that do not meet this threshold using county (FIPS) fi xed eff ects.

While intensive for processing, allowing square footage and acreage to 
vary by location encapsulates the idea that valuation of  these attributes 
varies widely across areas. For example, an additional 500 square feet in a 
home in New York City will be valued much diff erently than the same addi-
tion upstate in Syracuse.36 For non- SFRs, which we estimate separately from 
detached SFRs, we omit acreage and other SFR- specifi c characteristics from 
the hedonic model.37 In addition, we estimate price predictions for urban 
single- family homes with very small lots (less than one tenth of an acre) 
with non- SFRs; and, we separately estimate rural homes, which we defi ne 
as having between 1 and 100 acres. In both cases, we do this only to gener-
ate better price predictions for these properties, as we eventually aggregate 
all SFRs together by number of bedrooms by Census Division, which we 
discuss more below in section 12.4.4.

12.4.3  Property Taxes

Property taxes vary widely across states and municipalities. As of 2017, 
the highest property tax state was New Jersey with an average eff ective tax 
rate of 2.31 percent, whereas Hawaii and Alabama have average rates of 
0.32 percent and 0.48 percent, respectively.38 Even within states there is con-

35. Smaller geographic units like block groups and blocks have fewer sales, which we found 
to be less ideal for quarterly predictions. In a previous draft, we had similar (albeit somewhat 
less precise) results to tracts using zip code fi xed eff ects. We have also explored a variety of 
other specifi cations to improve model fi t and predictions, including a semi- log specifi cation, 
where sale price is logged.

36. This approach is used commonly in the hedonic valuation literature for housing and 
land. See, for example, Kuminoff  and Pope (2013). For some of the larger states like California, 
this approach yields too many interaction terms that bump up against the limit for number of 
variables that can be used in a single regression for many statistical software packages, which 
required us to run substate samples (Northern CA versus Southern CA, for example). This 
allows noninteracted coeffi  cients to vary within states.

37. Despite this relatively simple hedonic model construction, for most states and most 
quarters, the model fi t (R2) fell within 0.8 and 0.9 for our models using census tract fi xed eff ects, 
producing errors that stack up quite reasonably compared to more sophisticated techniques. 
In order to assess the accuracy of our model’s price predictions, we constructed a measure of 
error for each record for which we have an observed price as follows:

Average Percent Error (APE) = [(Predicted Price – Actual Price)/Actual Price] ∗ 100

Then, to obtain an aggregate error, the median of all APEs in a state in a given time quarter 
is multiplied by the share of the observations in that state in the total observations. Overall, 
APE fell with ± 5 percent for the vast majority of quarters, with only a handful of quarters in 
the ± 5–10 range.

38. Variation in property taxes across states gained attention during the national coverage of 
the Tax Cuts and Jobs Act of 2017. For example, USA Today ran a story comparing eff ective 
property tax rates across the US: https:// www .usatoday .com /story /money /personalfi nance 
/2017 /04 /16 /comparing -  average -  property -  taxes -  all -  50 -  states -  and -  dc /100314754/.
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siderable variation. Hence, for accurate estimates of user cost we attempt 
to account for the idiosyncratic nature of a property’s taxes. Because the 
Zillow data are collected primarily from local tax assessor offi  ce databases, 
the coverage of property taxes is quite good. We use individual tax data to 
determine a property’s eff ective tax rate based on a denominator of P (actual 
or predicted price) rather than the corresponding assessment value associ-
ated with each property in the data.39

We made this choice for a couple reasons. First, regarding the denomi-
nator, the assessment value is often much lower than the market value, so 
applying the rate based on the assessed value to the market value of P in the 
user cost calculation would overestimate the amount homeowners pay in 
our calculation. The degree of mis- assessment of value varies considerably 
by locale, and in some cases it is by design of local policies for states like 
California to have assessments tied to historical values for longer- tenured 
homeowners. Second, this approach better refl ects the average eff ective tax 
rate, because like other elements of the tax code, homeowners do not all pay 
the same posted rate due to local property tax relief  exemptions and relief  
for special groups (Moulton, Waller, and Wentland 2018).

Finally, in the present study we are unable to accurately determine the net 
tax bill for each homeowner or precisely consider the full range of off set-
ting tax benefi ts that come with homeownership (namely, mortgage interest 
deductions and state/local tax deductions); but, as we describe in section 
12.4.1 above, we allow an estimated average benefi t varying by home type, 
region, and home size, as household income (and therefore marginal tax rate 
and likelihood of itemization) varies tremendously across the US, which we 
capture to some extent with this approach.40

12.4.4  Quantity, Housing Counts, and Aggregation

Once we obtain user cost estimates for millions of individual properties 
across the United States, we then aggregate to a weighted national estimate 
of housing services based on the corresponding quantities of the housing 
stock by location/region, type of home (SFR versus non- SFR), and num-
ber of  bedrooms. We use the weighted unit counts of  the housing stock 
from the ACS for each year of our sample, which provides a yearly count 

39. We currently have one year of tax amount data from Zillow but updating these data more 
often (preferably annually) may be required if  this method is to be used for national accounts 
measurement. In rare cases where our computed tax rate estimates far exceeded the average tax 
rate of the state (by a factor of 3), we winsorized these observations to the state average. When 
they were much smaller (by a factor of 1/3), we also replaced them with the state average.

40. Our ambition is to eventually use linked administrative data to back out a more precise, 
idiosyncratic estimate of the tax benefi ts to owning a home. In addition, linkages to Census 
administrative data records, for example, would also allow us to better estimate maintenance 
and other costs for households (or at least regionally—where wear and tear from climate and 
other factors may contribute to households reporting systematically diff erent levels of main-
tenance expenditures) and to better understand housing market dynamics of populations of 
homeowners versus renters. We return to this point in section 12.6.
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of the aggregate number of residential housing units by Census Division, 
depicted in fi gure 12.3. Because the BEA’s current method treats vacant 
homes diff erently than tenant-  or owner- occupied homes, we omit these 
from our aggregation, reconstructing estimates according to the BEA’s cur-
rent method and using the same quantity of  homes from the ACS such 
that the diff erence between the two series is independent of quantities used 
(labeling this “Quantity Adjusted PCE Housing” to refl ect this diff erence 
from the offi  cial series). For illustrative purposes, refer to table 12.1 below, 
where we show the calculation of  our national estimate for Q4 of  2015. 
For each Census Division or region of  the US, we multiply the average 
user cost for each type of home (SFR versus non- SFR) for each bedroom 
category.41

This method of aggregation assumes that the nonmissing data are reason-
ably representative of the missing data. For example, Indiana’s sale prices 
are missing from the ZTRAX dataset, as it is among the nondisclosure 
states that do not ordinarily record sale prices in public use tax assessor 
data. Hence, our fi nal aggregate estimates must assume that the average user 
costs imputed from sales in its Census region (Illinois, Michigan, Ohio, and 

41. We use bedrooms as a proxy for size of the home to create categorical diff erences that 
more accurately refl ect the weighted total. The bins are numbered 1 through 5+ in table 12.1. 
However, for states that did not have good coverage of the number of bedrooms, we assumed 
that the distribution of user cost approximately aligned with the distribution of bedrooms 
and assigned homes to corresponding bins of bedrooms. In future work, we will explore using 
county- level quantity counts, as fi ner location averages could be more relevant than averages 
by physical characteristics.

Fig. 12.3 Census divisions
Source: https:// www .census .gov /geo /reference /webatlas /divisions .html.
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Table 12.1 User cost aggregation—Example quarter

Total User Cost Calculation (Default Specifi cation) for 2015 Quarter 4

SFR Non- SFR

Division Bedrooms  
Avg. 

user cost  Q  
P ∗ Q 

(billions)  
Avg. 

user cost  Q  
P ∗ Q 

(billions)

1 0 or 1 14,565 79,713 1 30,133 761,608 23
2 16,669 491,998 8 32,612 1,006,532 33
3 20,603 1,603,041 33 23,622 533,706 13
4 29,814 838,816 25

5+ 41,131 204,366 8
2 0 or 1 11,749 142,736 2 17,386 2,599,754 45

2 10,635 1,027,587 11 17,580 2,624,879 46
3 15,848 3,614,253 57 28,243 2,174,197 61
4 24,420 2,234,490 55

5+ 38,896 579,746 23
3 0 or 1 7,239 220,172 2 7,245 1,751,404 13

2 6,887 1,946,805 13 10,839 2,480,621 27
3 10,251 6,553,425 67 9,393 937,491 9
4 16,547 2,979,940 49

5+ 24,727 668,551 17
4 0 or 1 9,682 143,659 1 10,554 769,223 8

2 9,749 1,051,504 10 12,062 952,057 11
3 12,754 2,678,916 34 14,576 351,747 5
4 16,979 1,522,571 26

5+ 20,061 470,828 9
5 0 or 1 9,631 197,364 2 7,303 2,037,536 15

2 8,813 1,922,406 17 9,670 3,258,601 31
3 11,897 7,526,960 90 15,778 1,869,658 29
4 20,120 3,739,500 75

5+ 29,923 1,091,405 33
6 0 or 1 7,300 94,430 1 6,881 443,190 3

2 6,123 739,063 5 7,384 691,375 5
3 7,685 2,895,377 22 10,281 246,935 3
4 12,386 1,059,573 13

5+ 18,240 243,589 4
7 0 or 1 11,302 212,743 2 4,329 1,461,312 6

2 5,616 1,315,520 7 7,323 1,449,698 11
3 8,589 5,129,666 44 8,339 475,987 4
4 13,350 2,283,730 30

5+ 18,331 435,305 8
8 0 or 1 15,553 127,213 2 10,601 779,253 8

2 14,278 759,204 11 10,698 1,068,443 11
3 14,736 2,597,256 38 13,958 428,687 6
4 21,199 1,580,893 34

5+ 28,338 623,233 18
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Total User Cost Calculation (Default Specifi cation) for 2015 Quarter 4

SFR Non- SFR

Division Bedrooms  
Avg. 

user cost  Q  
P ∗ Q 

(billions)  
Avg. 

user cost  Q  
P ∗ Q 

(billions)

9 0 or 1 17,924 314,491 6 23,344 2,515,810 59
2 23,840 1,575,736 38 31,575 2,884,457 91
3 25,817 5,077,243 131 36,109 1,132,319 41
4 34,382 2,928,474 101

5+ 43,812 755,755 33
Subtotal
(SFR)

1,216 Subtotal
(non- SFR)

618

              
Total user cost: 

1,216 + 618 = 1,834

Wisconsin) refl ect the Indiana market.42 Missing data itself  is not a prohibi-
tive limitation for constructing national accounts (statistical agencies always 
have limited data); the issue is rather the representativeness of the data we 
do have. While many of  these states are reasonably represented by their 
neighboring states’ housing markets (e.g., Indiana), one exception might be 
Texas (the largest state for which we have missing price data).43

12.4.5  Varying Ex Ante Expected Price Appreciation/Depreciation

Finally, for robustness, we vary the E[π] term of ex ante expected price 
appreciation. Our default specifi cation assumes a very long- run view of 
home price infl ation of a constant 2 percent per year, despite the fact that 
homeowners during this period may very well have perceived price apprecia-
tion quite diff erently, particularly for some regions that experienced steep 
price fl uctuations. Rather than assuming that homeowners take a constant 
long- run, national view of price expectations, we can instead consider that 
that they take a variable short- run, local view of price expectations. Thus, 
our alternative specifi cation supposes that homeowners expect ex ante price 
appreciation to be their local (county- level) average yearly price infl ation 
from the prior two years (quarter t – 8 to t – 5 and t – 4 to t – 1). This is 

42. Recall that one of the limitations of this dataset is that there are no price data from the 
following states: Idaho, Indiana, Kansas, Mississippi, Missouri, Montana, New Mexico, North 
Dakota, South Dakota, Texas, Utah, and Wyoming. Maine is also excluded due to limited data 
in a number of quarters of our sample period.

43. If  this method (or similar) were to be adopted by the BEA or others, supplemental data 
would be required to verify these assumptions or to reweight the estimates to better represent 
the missing states’ housing markets. The scope of this study, however, is to explore how far this 
particular Big Data set can go toward developing alternative housing estimates. The American 
Housing Survey (AHS) also has high- quality data on the unit counts of the housing stock, but 
the survey is only available every other year and is a signifi cantly smaller sample.

Table 12.1 (cont.)
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calculated by taking the average percent change of the median predicted 
price by county over the previous eight quarters from our hedonic model 
estimates discussed above.44

In this alternative specifi cation, we also limit appreciation (depreciation) 
expectations to 5 percent (−5 percent) to avoid substantially negative user 
costs and excessive volatility based on expectations. One can think of this 
specifi cation as price appreciation being expected to cover or off set (approxi-
mately) the maintenance, physical deterioration of the property, and owner 
risk premium (which itself  may fl uctuate in proportion to price expecta-
tions). While this is somewhat simplistic, our goal is to provide a sense of a 
reasonable range of possible estimates, as a more moderate moving average 
(as in Verbrugge 2008) may produce an estimate somewhere in between this 
range of results, albeit closer to the long- run default specifi cation.45

12.5  Results

Our full set of results for all years and quarters in our sample appears 
in table 12.2, which shows both the total and average user cost estimates 
of  housing services as well as the corresponding estimates by housing 
type (SFR versus non- SFR) by quarter. A visual of these data is shown in 
fi gures 12.4 and 12.5. Specifi cally, fi gure 12.4 illustrates the default specifi -
cation graphically over time, broken out by housing type using the default 
user cost specifi cation, showing similar time series dynamics and that the 
total user costs of detached SFRs are consistently higher than non- SFRs, 
as one would expect.

The key fi gure of the paper is fi gure 12.5, where we compare our average 
yearly user cost measure of housing services with the BEA’s yearly estimate 
of housing services from PCE, using the ACS to adjust the quantity of the 
stock of housing in each year to be equal across both series. Note that we 
compare the full estimates of  aggregate housing services because we are 

44. Note that this is not seasonally adjusted. Some of the volatility in prices will be from 
purely seasonal factors. This can be augmented by applying a standard seasonal adjustment. 
For now, we are reporting the raw, unadjusted nominal results.

45. Generally, countries that employ a user cost method for housing omit the E[π] term 
entirely, simplifying the calculation (Diewert and Nakamura 2009). One way of thinking about 
this simplifi cation involves referring back to the reason why the E[π] term is factored into the 
calculation in the fi rst place. As a thought experiment, the user cost method is often pitched as 
calculating the cost of an owner who purchases a home at the beginning of a period and sells it 
at the end (assuming away transactions costs). The E[π] term in that case would simply be the 
capital gain/loss during a given period; but if  the next period begins with repurchasing the same 
home at the price from the end of the last period, then the capital gain/loss is essentially erased 
immediately. For now, we remain somewhat agnostic to the diff erent approaches by off ering 
results for multiple ways of incorporating E[π] into user cost; our default specifi cation comes 
at the suggestion of feedback we received from the NBER- CRIW Pre- Conference in 2018 and 
is not uncommon in the academic literature.
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Table 12.2 Housing user costs by quarter from 2002 through 2015

Full Sample SFR Non- SFR

  
Total user 
cost ($B)  

Avg. 
user cost  

Total user 
cost ($B)  

Avg. 
user cost  

Total user 
cost ($B)  

Avg. 
user cost

2002q1 1,489 14,876 1,051 15,773 438 13,088
2002q2 1,577 15,711 1,114 16,653 463 13,829
2002q3 1,498 14,884 1,051 15,665 447 13,322
2002q4 1,461 14,476 1,022 15,172 439 13,081
2003q1 1,481 14,638 1,032 15,261 450 13,383
2003q2 1,505 14,813 1,052 15,486 453 13,455
2003q3 1,677 16,445 1,169 17,119 508 15,080
2003q4 1,712 16,727 1,183 17,247 528 15,669
2004q1 1,711 16,657 1,184 17,177 526 15,595
2004q2 1,957 19,001 1,354 19,587 603 17,804
2004q3 1,947 18,848 1,340 19,345 606 17,833
2004q4 1,916 18,501 1,305 18,787 611 17,919
2005q1 1,961 18,885 1,322 18,980 640 18,692
2005q2 2,048 19,698 1,382 19,799 666 19,492
2005q3 2,139 20,545 1,446 20,655 693 20,319
2005q4 2,217 21,272 1,492 21,271 725 21,273
2006q1 2,280 21,848 1,533 21,800 747 21,948
2006q2 2,489 23,799 1,683 23,851 807 23,692
2006q3 2,458 23,440 1,659 23,451 798 23,417
2006q4 2,381 22,654 1,596 22,498 784 22,979
2007q1 2,415 22,922 1,624 22,821 791 23,131
2007q2 2,513 23,816 1,693 23,755 820 23,942
2007q3 2,460 23,263 1,662 23,277 797 23,234
2007q4 2,256 21,294 1,517 21,210 738 21,469
2008q1 2,051 19,326 1,378 19,235 673 19,517
2008q2 2,083 19,606 1,409 19,652 674 19,511
2008q3 2,027 19,051 1,374 19,153 653 18,841
2008q4 1,779 16,697 1,202 16,743 577 16,602
2009q1 1,591 14,912 1,078 15,006 513 14,719
2009q2 1,742 16,296 1,189 16,526 553 15,823
2009q3 1,786 16,666 1,221 16,942 565 16,100
2009q4 1,741 16,216 1,189 16,472 552 15,690
2010q1 1,771 16,461 1,209 16,720 562 15,931
2010q2 1,747 16,221 1,202 16,608 546 15,429
2010q3 1,572 14,578 1,083 14,956 490 13,808
2010q4 1,566 14,501 1,073 14,817 493 13,857
2011q1 1,651 15,278 1,132 15,631 519 14,558
2011q2 1,633 15,076 1,125 15,503 508 14,209
2011q3 1,461 13,455 1,006 13,832 455 12,691
2011q4 1,355 12,451 928 12,735 427 11,875
2012q1 1,344 12,318 922 12,627 422 11,693
2012q2 1,353 12,395 929 12,726 424 11,726
2012q3 1,332 12,189 916 12,542 416 11,477
2012q4 1,353 12,376 921 12,614 432 11,896
2013q1 1,407 12,853 956 13,086 451 12,385

(continued )
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estimating the user cost for all residential homes in our sample, applying 
the same method to all homes whether they are owner- occupied or not.46 

46. Also note that aside from methodology, there are other small diff erences that remain. For 
example, we do not include the imputed rent for farm dwellings, as we cull properties zoned for 
agriculture and we do not have separate estimates for group homes, nor do we include vacant 
dwellings. But these estimates are small and relatively constant over time, so they would not 
account for much of the diff erences in price dynamics over time in fi gure 12.5. Finally, some 
states and municipalities had limited data in the early few years of this sample, which may not 

Full Sample SFR Non- SFR

  
Total user 
cost ($B)  

Avg. 
user cost  

Total user 
cost ($B)  

Avg. 
user cost  

Total user 
cost ($B)  

Avg. 
user cost

2013q2 1,488 13,561 1,015 13,875 473 12,934
2013q3 1,687 15,339 1,146 15,632 541 14,755
2013q4 1,697 15,394 1,150 15,662 547 14,858
2014q1 1,729 15,656 1,162 15,813 567 15,343
2014q2 1,776 16,041 1,196 16,247 580 15,633
2014q3 1,773 15,979 1,190 16,149 583 15,643
2014q4 1,723 15,493 1,150 15,575 573 15,331
2015q1 1,675 15,030 1,111 15,027 564 15,036
2015q2 1,793 16,066 1,195 16,143 598 15,914
2015q3 1,832 16,390 1,220 16,456 612 16,259
2015q4 1,834  16,380  1,216  16,369  618  16,401

Table 12.2 (cont.)

Fig. 12.4 Total quarterly user costs by SFR/non- SFR (default specifi cation)
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Our default aggregate measure of housing was initially much higher than 
the BEA’s estimate in 2002, but this gap widened precisely when home prices 
throughout much of the US appreciated considerably during the run up to 
the fi nancial crisis and Great Recession.

The more pronounced fl uctuations in the path of the user cost- based esti-
mate from 2002 through 2010, during the infamous bubble- bust years, bear a 
striking resemblance to national house price indices like Case- Shiller’s, rising 
about $1 trillion from 2002 to the peak in 2006, with a similarly precipitous 
fall in the several years that followed. Broadly, this result is consistent with 
other recent work like Braga and Lerman (2019), who assess the divergence 
in CPI measures using a user cost versus rental- equivalence approach. 
Indeed, this result is consistent with Ambrose et al. (2015) in that a notable 
drop occurs in the latter part of  the decade. However, beginning around 
2010, the user cost- based estimate of housing services using Zillow data has 
tracked much more closely to the housing estimate based on the BEA’s cur-
rent rental- equivalence method, consistent with the time series dynamics of 
the price indices in the fi gure we discussed in the introduction (fi gure 12.2).

One alternative specifi cation of the user cost method, factoring in recent 
(eight quarters) and very local (county- level) price expectations, depicts a 
more pronounced bubble and bust in its measurement of housing services 
of the same time period. Figure 12.6 shows a user cost closer to the rental- 

have been random, as richer counties may have digitized these records earlier and more consis-
tently, possibly explaining some of this diff erence in the fi rst couple of years.

Fig. 12.5 Total yearly user cost (default) compared to PCE housing estimates
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equivalence estimates early in the 2000s, but also shows price expectations 
producing a much sharper peak and trough with the alternative specifi ca-
tion, with the level in recent years being considerably smaller than current 
BEA estimates of housing. However, given that this specifi cation is more 
aggressive in its price expectations assumption, this result should be inter-
preted with care, as it incorporates greater volatility into the series based on 
a very simple model of price expectations. Indeed, this is one reason why 
most countries that actually employ the user cost method for housing in 
their national accounts or price indices often simplify this method further 
by omitting the price appreciation term in the user cost calculation (Diewert 
and Nakamura 2009).

For robustness, we vary some of the assumptions underlying the user cost 
formula, which we show in fi gure 12.7. First, rather than incorporate a fi xed 
homeownership risk premium of 2 percent, one alternative would be to use 
the average 30- year fi xed mortgage rate as a stand- in for the 10- year treasury 
rate and this 2 percent constant. The 30- year mortgage rate generally tracks 
the time- series dynamics of other long- term interest rates like the 10- year 
Treasury, but it contains this additional risk premium that can vary slightly 
over time due to market conditions. Not surprisingly, this specifi cation pro-
duces very similar results to our default specifi cation, due to the stability 
of this premium over our sample period. Second, if  we omit the E[π] term 
entirely, a practice that some countries have elected to do when implement-
ing a user cost approach, this shifts the series upward, eff ectively refl ecting 
more costly housing services across the entire time series. Third, if  we omit 

Fig. 12.6 Total alternative user cost compared to PCE housing
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the risk premium entirely, we see an analogous downward shift in the series. 
Finally, note that because our E[π] term and risk premium term are both 
constants, one can also think of our default specifi cation as simply including 
off setting terms (where, even if  one disagrees with the precise constant we 
use, if  asset risk changes directly with price expectations, the choice of the 
constant becomes less relevant if  they off set).

An important benefi t to calculating user cost estimates with microdata 
is that there is greater scope for separating estimates geographically or by 
housing type. More generally, national statistical offi  ces face increasing 
demands by users for fi ner partitions of the national accounts, which is a 
key advantage of Big Data over traditional designed survey data that suff er 
to a greater extent from a thin cell problem. As an example, fi gures 12.8 and 
12.9 show average user cost by region (Census Division) for SFRs and non- 
SFRs respectively, although the data easily allow us to provide measures at 
the county or tract level (except, of course, for states with missing price data). 
The estimates produce the expected result—that the Pacifi c region and New 
England have the highest average user costs of housing, with several regions 
at the bottom experiencing mild, if  any, bubble- bust market dynamics. This 
is consistent with numerous other regional metrics of the housing market 
over this same period.

Finally, while large aggregate estimates are often the focus of NIPA esti-
mates, many users prefer per unit averages. Figure 12.10 depicts average 
user cost per residential unit for three diff erent specifi cations and the cor-

Fig. 12.7 Comparing diff erent user cost methods with PCE
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Fig. 12.8 Average yearly user costs for SFR by Census division

Fig. 12.9 Average yearly user costs for non- SFR by Census division

 EBSCOhost - printed on 2/8/2023 7:48 PM via . All use subject to https://www.ebsco.com/terms-of-use



Valuing Housing Services in the Era of Big Data    365

responding per unit space rent estimate (BEA). While the shape is identical 
to fi gure 12.7, the magnitudes may be helpful for assessing reasonability of 
the estimates, with the nominal average user cost and space rent both near 
$15,000 per year in the fi nal couple of years in our sample period.

12.6  Discussion

Though for reasons discussed below the BEA is not adopting the user 
cost method, it is worth discussing a few caveats when comparing it to the 
current method and potential avenues for future research. We fi nd that a 
user cost method using fi ne- microdata from Zillow can produce estimates 
of  housing services comparable to the BEA’s current method only for the 
most recent years we estimate, but the series behaves very diff erently over 
the bubble- bust period of the 2000s. Indeed, the departure from the rental- 
equivalence method during the fi rst decade of this century (and extended 
periods prior to that, based on other studies using diff erent data) shows 
that the theoretically predicted convergence of these estimates is far from 
guaranteed. And, if  there are systematic divergences, particularly when the 
housing sector is experiencing a pronounced boom- bust cycle, a central 
question for national statistical offi  ces will be: to what extent should hous-
ing estimates refl ect underlying asset appreciation (that does not appear in 
rental data), which may or may not be temporary? And which conception 
of aggregate housing is more relevant to users of  the data and to policy 

Fig. 12.10 Average user costs and PCE average rent
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makers?47 These are foundational conceptual questions in the economic 
measurement literature (e.g., Alchian and Klein 1973; Gilchrist and Leahy 
2002; and Goodhart 2001), which this paper does not attempt to settle.

We made a number of methodological simplifi cations and assumptions 
which, if  adopted by a national statistical offi  ce at some point, would need 
to be explored further because some (likely small portion) of the diff erences 
may be attributable to these choices. Additional precision gained from refi n-
ing these estimates may, at least in part, help bridge the aforementioned gap 
between user cost and rental- equivalence estimates (particularly in the post- 
bubble/bust years when the gap was not as large). For example, the mortgage 
interest and property tax deductions are highly idiosyncratic depending on a 
number of factors such as income, where the probability of itemization and 
marginal tax rates could be higher during the boom (lowering user costs) 
and lower during the bust, potentially accounting for some of the cyclical 
departure of user cost from the rental- equivalence estimates. Or, insofar as 
maintenance and depreciation vary idiosyncratically or by region, a more 
sophisticated approach could exacerbate user cost diff erences if  high- price 
areas experienced relatively higher costs during the boom period. In either 
case, linked administrative data could help us answer these questions by 
creating idiosyncratic, property- specifi c estimates of the tax benefi ts, main-
tenance and depreciation costs, and a host of other refi nements that could 
generate even more precise estimates. Finally, linked administrative data may 
also help bridge the gap of our understanding of which user cost assump-
tions most directly compare to market rents, particularly for tenant- occupied 
homes for which we have rental data and user cost estimates based on Zillow 
data, as this would show the most direct apples- to- apples comparison of the 
two methodological approaches. These linked data could also help us test 
or even construct better sample weights to ensure the composition of the 
sample accurately represents the characteristics of the entire stock of hous-
ing in the United States.

After considering a number of options, the BEA does not plan to adopt 
the user cost approach because it plans to modify its rent- based approach by 
incorporating new source data (Census ACS data) and updating its method 
to include a new owner- premium adjustment (see Aten 2018). The proposed 
modifi ed rental- equivalence approach would be less volatile and more incre-
mental compared to user cost- based estimates. Nevertheless, this research 
demonstrates the potential upside to incorporating new data and exploring 
new methods in the national accounts more generally, and housing in par-
ticular. Statistical agencies are continuously seeking ways to lower response 

47. There is evidence that the economic decisions of homeowners are, in fact, infl uenced by 
price appreciation/depreciation of their homes and housing wealth. See, for example, Mian and 
Sufi  (2011), Mian, Rao, and Sufi  (2013), Campbell and Cocco (2007), and Lowenstein (2018). 
Further, a related question would be: Which conception of aggregate housing would be the 
most useful to monetary policy makers? We leave this, however, to future research.
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burden for survey respondents, which is of increasing concern in an era of 
falling response rates more generally, and to fi nd more cost- eff ective means 
for delivering statistics to users. For example, survey respondents are asked 
to place a value on their own home. The kind of microdata used in this study 
could be used to update or even replace statistics that use these data (e.g., 
rent- to- value ratios or the housing stock quality measure used to adjust 
the BEA’s current rental- equivalence method for owner- occupied housing). 
Linked Zillow- ACS data could provide an estimate for calculating an owner 
premium for owner- occupied housing, supplementing the (adapted) rental- 
equivalence method proposed by Aten (2018) by using market transaction 
values as opposed to survey- based values, which is currently being explored 
by BEA researchers. As another example, Big Data sources could also sub-
stantially improve precision for regional and type stratifi cation, as linked 
data could provide additional details about individual homes (e.g., number 
of bathrooms, size of the home in square feet) that are not reported in a 
survey like the ACS, providing further potential for improving the economic 
measurement of housing services.

References

Albouy, D., and A. Hanson. 2014. “Are Houses Too Big or in the Wrong Place? Tax 
Benefi ts to Housing and Ineffi  ciencies in Location and Consumption.” Tax Policy 
and the Economy 28:63–96.

Alchian, A. A., and B. Klein. 1973. “On a Correct Measure of Infl ation.” Journal of 
Money, Credit and Banking 5 (1): 173–91.

Ambrose, B. W., N. E. Coulson, and J. Yoshida. 2015. “The Repeat Rent Index.” 
Review of Economics and Statistics 97 (5): 939–50.

Anenberg, E., and E. Kung. 2014. “Estimates of the Size and Source of Price Declines 
due to Nearby Foreclosures.” American Economic Review 104 (8): 2527–51.

Aten, Bettina. 2018. “Valuing Owner- Occupied Housing: An Empirical Exercise 
Using the American Community Survey (ACS) Housing Files.” BEA Working 
Paper, Washington, DC. https:// www .bea .gov /research /papers /2018 /valuing 
-  owner -  occupied -  housing -  empirical -  exercise -  using -  american -  community.

Baldwin, A., A. O. Nakamura, and M. Prud’homme. 2009. “Diff erent Concepts for 
Measuring Owner Occupied Housing Costs in a CPI: Statistics Canada’s Ana-
lytical Series.” In Price and Productivity Measurement, vol. 1, Housing, edited by 
W. E. Diewert, B. M. Balk, D. Fixler, K. J. Fox, and A. O. Nakamura, 151–60. 
Manchester, UK: Traff ord Press.

Benkard, C. L., and P. Bajari. 2005. “Hedonic Price Indexes with Unobserved Prod-
uct Characteristics, and Application to Personal Computers.” Journal of Business 
and Economic Statistics 23 (1): 61–75. 

Bernstein, A., M. T. Gustafson, and R. Lewis. 2019. “Disaster on the Horizon: The 
Price Eff ect of Sea Level Rise.” Journal of Financial Economics 134 (2): 253–72.

Bian, X., B. D. Waller, and S. A. Wentland. 2016. “The Role of Transaction Costs 
in Impeding Market Exchange in Real Estate.” Journal of Housing Research 25 
(2): 115–35.

 EBSCOhost - printed on 2/8/2023 7:48 PM via . All use subject to https://www.ebsco.com/terms-of-use



368    Marina Gindelsky, Jeremy G. Moulton & Scott A. Wentland

Braga, B., and R. I. Lerman. 2019. “Accounting for Homeownership in Estimating 
Real Income Growth.” Economics Letters 174:9–12.

Bui, L. T., and C. J. Mayer. 2003. “Regulation and Capitalization of Environmental 
Amenities: Evidence from the Toxic Release Inventory in Massachusetts.” Review 
of Economics and Statistics 85 (3): 693–708.

Bureau of Economic Analysis. 2018. Table 2.5.5: Personal Consumption Expen-
ditures by Function. Accessed December 17, 2018. https:// apps .bea .gov /iTable 
/iTable .cfm ?reqid = 19 & step = 2 #reqid = 19 & step = 2 & isuri = 1 & 1921 = survey.

Campbell, J. Y., and J. F. Cocco. 2007. “How Do House Prices Aff ect Consumption? 
Evidence from Micro Data.” Journal of Monetary Economics 54 (3): 591–621.

Coulson, N. E., and H. Li. 2013. “Measuring the External Benefi ts of Homeowner-
ship.” Journal of Urban Economics 77:57–67.

Crone, T. M., L. I. Nakamura, and R. Voith. 2000. “Measuring Housing Services 
Infl ation.” Journal of Economic and Social Measurement 26 (3, 4): 153–71.

Crone, T. M., L. I. Nakamura, and R. P. Voith. 2009. “Hedonic Estimates of the 
Cost of  Housing Services: Rental and Owner Occupied Units.” In Price and 
Productivity Measurement, vol. 1, Housing, edited by W. E. Diewert, B. M. 
Balk, D. Fixler, K. J. Fox, and A. O. Nakamura, 51. Manchester, UK: Traff ord 
Press.

Davis, M. A., A. Lehnert, and R. F. Martin. 2008. “The Rent-Price Ratio for the 
Aggregate Stock of Owner-Occupied Housing.” Review of Income and Wealth 54 
(2): 279–84.

Diewert, W. Erwin. 2003. “The Treatment of Owner Occupied Housing and Other 
Durables in a Consumer Price Index.” Discussion Paper 03- 08, Department of 
Economics, University of  British Columbia, Vancouver, Canada. http:// www 
.econ .ubc .ca /discpapers /dp0308 .pdf. 

———. 2006. “Conclusions and Future Directions.” Summary paper of the OECD- 
IMF Workshop on Real Estate Price Indices, Paris. http:// www .oecd .org /data oecd 
/32 /21 /37848333 .pdf.

———. 2008. “Conclusions and Future Directions.” Paris OECD- IMF Workshop 
on Real Estate Price Indexes, Paris, November 6–7, 2006.

———. 2009. “Durables and Owner- Occupied Housing in a Consumer Price Index.” 
In Price Index Concepts and Measurement, Studies in Income and Wealth, vol. 70, 
edited by W. E. Diewert, J. Greenlees, and C. Hulten, 445–500. Chicago: Univer-
sity of Chicago Press.

Diewert, W. E., and A. O. Nakamura. 2009. “Accounting for Housing in a CPI.” 
In Price and Productivity Measurement, vol. 1, Housing, edited by W. E. Diewert, 
B. M. Balk, D. Fixler, K. J. Fox, and A. O. Nakamura, 7–32. Manchester, UK: 
Traff ord Press. www .vancouvervolumes .com and www .indexmeasures .com.

Diewert, W. E., A. O. Nakamura, and L. I. Nakamura. 2009. “The Housing Bubble 
and a New Approach to Accounting for Housing in a CPI.” Journal of Housing 
Economics 18 (3): 156–71.

Flavin, Marjorie, and Takashi Yamashita. 2002. “Owner- Occupied Housing and 
the Composition of  the Household Portfolio.” American Economic Review 92 
(1): 345–62.

Garner, T. I., and R. Verbrugge. 2009. “Reconciling User Costs and Rental Equiva-
lence: Evidence from the US Consumer Expenditure Survey.” Journal of Housing 
Economics 18 (3): 172–92.

Gilchrist, S., and J. V. Leahy. 2002. “Monetary Policy and Asset Prices.” Journal of 
Monetary Economics 49 (1): 75–97.

Gill, H. L., and D. R. Haurin. 1991. “User Cost and the Demand for Housing Attri-
butes.” Real Estate Economics 19 (3): 383–96.

 EBSCOhost - printed on 2/8/2023 7:48 PM via . All use subject to https://www.ebsco.com/terms-of-use



Valuing Housing Services in the Era of Big Data    369

Gillingham, Robert. 1983. “Measuring the Cost of  Shelter for Homeowners: 
Theoretical and Empirical Considerations.” Review of Economics and Statistics 
65:254–65.

Glaeser, Edward L., and Joseph Gyourko. 2009. “Arbitrage in Housing Markets.” In 
Housing Markets and the Economy: Risk, Regulation, and Policy: Essays in Honor 
of Karl E. Case, edited by E. L. Glaeser and John M. Quigley. Cambridge, MA: 
Lincoln Institute of Land Policy.

Goeyvaerts, G., and E. Buyst. 2019. “Do Market Rents Refl ect User Costs?” Journal 
of Housing Economics 44 (June): 114–30.

Goodhart, C., 2001. “What Weight Should Be Given to Asset Prices in the Measure-
ment of Infl ation?” Economic Journal 111 (472): 335–56.

Gordon, R. J., and T. vanGoethem. 2007. “Downward Bias in the Most Important 
CPI Component: The Case of Rental Shelter, 1914–2003.” In Hard- to- Measure 
Goods and Services: Essays in Honor of Zvi Griliches, Studies in Income and 
Wealth, vol. 67, edited by Ernst R. Berndt and Charles R. Hulten, 153–95. Chi-
cago: University of Chicago Press.

Haff ner, M., and K. Heylen. 2011. “User Costs and Housing Expenses: Towards a 
More Comprehensive Approach to Aff ordability.” Housing Studies 26 (4): 593–
614.

Hill, R. J., and I. A. Syed. 2016. “Hedonic Price–Rent Ratios, User Cost, and Depar-
tures from Equilibrium in the Housing Market.” Regional Science and Urban 
Economics 56: 60–72.

Himmelberg, C.,  C. Mayer, and  T. Sinai. 2005. “Assessing High House Prices: 
Bubbles, Fundamentals and Misperceptions.” Journal of Economic Perspectives 
19 (4): 67–92.

Jorgenson, D. 1963. “Capital Theory and Investment Behavior.” American Economic 
Review 53 (2): 247–59.

———. 1967. “The Theory of Investment Behavior.” In Determinants of Investment 
Behavior, edited by Robert Ferber, 129–75. New York: NBER.

Katz, Arnold J. 2009. “Estimating Dwelling Services in the Candidate Countries: 
Theoretical and Practical Considerations in Developing Methodologies Based 
on a User Cost of Capital Measure.” In Price and Productivity Measurement, vol. 
1, Housing, edited by W. E. Diewert, B. M. Balk, D. Fixler, K. J. Fox, and A. O. 
Nakamura, 33–50. Manchester, UK: Traff ord Press. www .vancouvervolumes 
.com and www .indexmeasures .com.

———. 2017. “Imputing Rents to Owner- Occupied Housing by Directly Modelling 
Their Distribution.” BEA Working Paper WP2017- 7, Washington, DC.

Komolafe, M., 2018. “Dwelling Services, with an Emphasis on Imputed Rent in the 
European Union.” Regional Statistics 8 (1): 168–86.

Kuminoff , N. V., and J. C. Pope. 2013. “The Value of Residential Land and Struc-
tures during the Great Housing Boom and Bust.” Land Economics 89 (1): 1–29.

Lebow, D. E., and J. B. Rudd. 2003. “Measurement Error in the Consumer Price 
Index: Where Do We Stand?” Journal of Economic Literature 41 (1): 159–201.

Linden, L., and J. E. Rockoff . 2008. “Estimates of the Impact of Crime Risk on 
Property Values from Megan’s Laws.” American Economic Review 98 (3): 1103–27.

Lowenstein, Lara. 2018. “Consumption of Housing During the 2000s Boom: Evi-
dence and Theory.” Working Paper, Federal Reserve Bank of Cleveland, Cleve-
land, OH.

Mayerhauser, Nicole, and Denise McBride. 2007. “Treatment of  Housing in the 
National Income and Product Accounts.” BEA staff  study presented before the 
Society of Government Economists at the Annual Convention of the Allied Social 
Science Associations, Chicago, December 2007.

 EBSCOhost - printed on 2/8/2023 7:48 PM via . All use subject to https://www.ebsco.com/terms-of-use



370    Marina Gindelsky, Jeremy G. Moulton & Scott A. Wentland

McCarthy, J., and R. W. Peach. 2010. The Measurement of Rent Infl ation. Staff  
Report No. 425, Federal Reserve Bank of New York, New York.

McFadyen, S., and R. Hobart. 1978. “An Alternative Measurement of  Housing 
Costs and the Consumer Price Index.” Canadian Journal of Economics 11 (1): 
105–12.

Mian, A., K. Rao, and A. Sufi . 2013. “Household Balance Sheets, Consumption, 
and the Economic Slump.” Quarterly Journal of Economics 128 (4): 1687–1726.

Mian, Atif, and Amir Sufi . 2011. “House Prices, Home Equity- Based Borrowing, 
and the US Household Leverage Crisis.” American Economic Review 101 (5): 
2132–56.

Moulton, J. G., B. D. Waller, and S. A. Wentland. 2018. “Who Benefi ts from Tar-
geted Property Tax Relief ? Evidence from Virginia Elections.” Journal of Policy 
Analysis and Management 37 (2): 240–64.

Moulton, J. G., and S. A. Wentland. 2018. “Monetary Policy and the Housing Mar-
ket.” Working Paper, Washington, DC.

Organisation for Economic Co- operation and Development. 2009. Measuring Capi-
tal: OECD Manual 2009. 2nd ed. https:// www .oecd .org /sdd /productivity -  stats 
/43734711 .pdf.

Ozimek, A. 2014. “Sticky Rents and the CPI for Owner- Occupied Housing.” Work-
ing Paper. http:// gradworks .umi .com /35 /95 /3595699 .html.

Pakes, A. 2003. “A Reconsideration of Hedonic Price Indexes with an Application 
to PC’s.” American Economic Review 93 (5): 1578–96.

Poterba, J., and T. Sinai. 2008. “Tax Expenditures for Owner- Occupied Housing: 
Deductions for Property Taxes and Mortgage Interest and the Exclusion of 
Imputed Rental Income.” American Economic Review 98 (2): 84–89.

Poterba, J. M. 1992. “Taxation and Housing: Old Questions, New Answers.” Ameri-
can Economic Review 82 (2): 237–42.

Poterba, J. M., D. N. Weil, and R. Shiller. 1991. “House Price Dynamics: The Role 
of  Tax Policy and Demography.” Brookings Papers on Economic Activity 1991 
(2): 143–203.

Rosen, S. 1974. “Hedonic Prices and Implicit Markets: Product Diff erentiation in 
Pure Competition.” Journal of Political Economy 82 (1): 34–55.

Sinai, T., and N. S. Souleles. 2005. “Owner- Occupied Housing as a Hedge against 
Rent Risk.” Quarterly Journal of Economics 120 (2): 763–89.

United Nations, Commission of the European Communities, International Mon-
etary Fund, Organisation for Economic Co- operation and Development, and 
World Bank. 2010. System of  National Accounts 2008. New York: United 
Nations. https:// unstats .un .org /unsd /nationalaccount /sna2008 .asp.

Verbrugge, R. 2008. “The Puzzling Divergence of  Rents and User Costs, 1980–
2004.” Review of Income and Wealth 54 (4): 671–99.

Wentland, S., B. Waller, and R. Brastow. 2014. “Estimating the Eff ect of  Crime 
Risk on Property Values and Time on Market: Evidence from Megan’s Law in 
Virginia.” Real Estate Economics 42 (1): 223–51.

 EBSCOhost - printed on 2/8/2023 7:48 PM via . All use subject to https://www.ebsco.com/terms-of-use



IV
Methodological Challenges 
and Advances

 EBSCOhost - printed on 2/8/2023 7:48 PM via . All use subject to https://www.ebsco.com/terms-of-use



 EBSCOhost - printed on 2/8/2023 7:48 PM via . All use subject to https://www.ebsco.com/terms-of-use



373

13.1  Introduction

Gross Domestic Product (GDP) is one of the most widely used and cited 
measures of economic activity. Obtaining timely and accurate GDP esti-
mates is essential for policy makers, the private sector, and individuals mak-
ing a wide range of economic decisions. However, the Bureau of Economic 
Analysis (BEA), the agency responsible for producing GDP fi gures, must 
produce its initial estimates of  GDP prior to when some critical source 
data are available. Thus, the reliability of advance estimates and the extent 
to which they capture news rather than noise hinges in part on successfully 
bridging data gaps.

13
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One approach to bridging data gaps involves working with providers of 
source data to accelerate production of their estimates. For example, the 
US Census Bureau accelerated publication of  the Monthly Retail Trade 
and Sales Survey (MRTS) as an advance publication, which has translated 
into marked reductions in GDP revisions. While eff ective, this solution can 
be costly, may place undue burden on respondents, and may reduce the rate 
of response.

Alternatively, the breadth of timely proprietary data sources has expanded 
signifi cantly in recent decades. The fi nancial sector has relied on such data 
(including credit card transactions, email receipts, search queries, etc.) to 
better forecast economic fundamentals and to anticipate fi nancial perfor-
mance of companies ahead of quarterly earnings reports. These data have 
the potential to do the same for offi  cial statistics. Nevertheless, these sub-
stitute data do suff er from some problems—nontraditional sampling, and 
large numbers of variables—that strain traditional statistical techniques. 
Instead, forecasters have developed sophisticated machine learning (ML) 
techniques in which nonparametric, nonlinear, or otherwise computation-
ally intensive algorithms yield predictions in just this type of environment. 
This combination of alternative data sources and contemporary ML tech-
niques provides a possible bridge for the data availability gaps that producers 
of offi  cial statistics face.

These advancements are not without challenges and the transparency 
of ML is often called into question. Some view ML as a black box, espe-
cially because the techniques may not lend themselves to traditional modes 
of linear interpretation and because modeling decisions in nonparametric 
models may be too voluminous to effi  ciently evaluate. They also represent 
a philosophical shift: ML is aimed at producing predictions ŷi rather than 
parameter estimates ˆ (Mullainathan and Spiess 2017). Without being able 
to understand or interpret coeffi  cients, there are some who argue that we 
can never fully understand the predictions given by ML models. Nonethe-
less, it is not the case that studies that use ML are devoid of  economic 
intuition. In our case, the prediction target is of  economic signifi cance, 
and economic intuition will be preserved through the application of national 
economic accounting principles.

On the data side, newer sources of data can be timelier, but the reliability 
and stability of alternative sources have yet to be proven for offi  cial statisti-
cal purposes as they are only a recent phenomenon.1 The universe captured 
in alternative sources is not typically disclosed, making it challenging to 
evaluate the properties of the data.

In this paper, we explore how ML and alternative data sources can play a 

1. Private sector data sources have been used for many components of the national accounts 
for decades. While the use of private sector data is not new, the availability and types of alterna-
tive data sources have changed dramatically (e.g., credit card data and search queries).

 EBSCOhost - printed on 2/8/2023 7:48 PM via . All use subject to https://www.ebsco.com/terms-of-use



Machine Learning and Alternative Data for Predicting Indicators    375

role in stabilizing offi  cial national statistics when faced with publication lags. 
We focus on Personal Consumption Expenditures Services (PCE Services) 
that account for more than $9.8 trillion of the current dollar estimate in 2018 
(> 45 percent of GDP). Approximately $4.2 trillion of PCE Services is based 
on the Quarterly Service Survey (QSS), which is only fully available 75 days 
after the end of each quarter and informs the third estimate of GDP.2 The 
current estimate revision to quarterly GDP has averaged $27 billion since 
2012, with an average revision of  $14 billion attributable to PCE.3 QSS- 
based estimates contribute the largest share to PCE revisions, averaging 
$11 billion. Thus, by predicting the QSS, estimates using ML and alterna-
tive indicators can deliver economic news earlier in the estimate cycle and 
improve data quality.

Our approach is not to apply an “off - the- shelf” ML algorithm, but rather 
to dedicate signifi cant attention to the unique features of the problem at 
hand, while at the same time advocating broad principles that should apply 
to similar applications. For this purpose, forecasts must be both robust 
and stable, and we must carefully contemplate the way predictive accuracy 
should be defi ned in the national economic accounting context. More spe-
cifi cally, we evaluate potential revisions reductions, (a) for each PCE com-
ponent across all modeling scenarios; (b) for each algorithm across all PCE 
components and other modeling choices (dataset, inclusion criteria, etc.); 
and (c) for combinations of these concepts.

Predicting these types of offi  cial statistics presents a unique challenge that 
guides the approach that we favor. Surveys or censuses are not conducted 
at high frequencies, and the intersection between their observations and the 
observations contained in alternative datasets to which we have access yields 
a rather short time series. The ML paradigm prescribes partitioning data 
into multiple parts: one for estimation, one for model selection, and one for 
testing. We do not have enough observations to subset the data into these 
multiple parts, so we propose a unique approach. Specifi cally, we estimate 
thousands of potential models for every series where each model applies dis-
tinct methods and data. Rather than selecting just the “best” model, which 
may overstate the improved prediction, we report and analyze the full dis-
tribution of predictions across model scenarios for a large cross- section of 
series. This approach has two distinct advantages. First, using the cross- 
section of series allows one to evaluate and identify which modeling deci-
sions result in poor predictions across many series. For example, we fi nd that 
the method of using a four- quarter moving average performs quite poorly 
across data series. A second advantage of this approach is that it avoids the 
overfi tting that might occur by selecting only the best model. Instead, using 

2. The Census Bureau also publishes an advance estimate of QSS at 45 days; however, it is 
a limited subset of all series.

3. The revision is calculated as the third estimate less the advance estimate.
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a distribution of many models for each series, we can determine which series 
show consistent improvement across a sample of model scenarios.4

The paper is organized as follows. Section 13.2 places this work in the 
landscape of  forecasting and nowcasting literature for macroeconomics. 
Section 13.3 describes the process of a prediction horse race and criteria for 
identifying PCE components that can be reliably improved. Section 13.4 
examines prediction results, placing an emphasis on producing rules of 
thumb for modeling and estimating the eff ects of PCE revisions.

13.2  Literature Review

Traditional forecasting typically employs linear time- series models 
wherein theory dictates the appropriate estimators; based, for example, on 
asymptotics and an assumed class of data- generating processes. However, a 
major constraint—especially of linear models—is that the number of vari-
ables that can enter the forecast must be considerably less than the number 
of observations. This reduces the amount of data that can enter the models 
to help inform the prediction. The machine learning techniques applied in 
this paper are not bound by this constraint and allow for the consideration 
of a much larger number of variables.5 The disadvantages associated with 
this approach are in the necessity to put one’s faith in model validation and 
testing.

The popularity of Big Data and machine learning has been growing rap-
idly in the forecasting literature over the last decade. Our paper diff ers from 
many of these studies not so much in the techniques that are applied, but in 
the objects that we are forecasting. To our knowledge, forecasts using Big 
Data for incorporation into offi  cial statistics is a rather unique application. 
The closest application of these techniques in the recent literature has been 
to nowcast Macroeconomic aggregates.

A major benefi t of writing a paper in a fi eld that is growing in popularity is 
the existence of recent, high- quality review articles. Einav and Levin (2013) 
provide an overview of important concepts, data sources, and common fore-

4. This approach is in the spirit of Leamer (1983), who advocated reporting a broad distri-
bution of models as he was concerned that researchers searching for the “correct” specifi ca-
tion may cause a high degree of bias; and more recently Athey and Imbens (2015), who are 
concerned with misspecifi cation uncertainty.

5. It is not impossible to approach problems with more predictors than observations using 
a more traditional paradigm, and many of the important conventions of ML, such as valida-
tion and testing, are not unique thereto. Frequentist approaches applicable to such problems 
include model selection (for a review see Kadane and Lazar 2004), model averaging (some 
recent examples include Hansen 2007, and Hansen and Racine 2012) and factor models (cf. 
Stock and Watson 2006). Bayesian model averaging may also be applied to “wide” data sets, 
using dimensionality- reduction techniques or stochastic searches (Fragoso, Bertoli, and Lou-
zada 2018). ML is thus one among many approaches that could be applied. Nevertheless, it is 
particularly well- suited to this problem based on the sheer number of right- hand- side variable 
combinations that are possible.
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casting techniques. They note that the larger scale, breadth of variables, and 
lack of structure present new opportunities, but also new problems that must 
be dealt with by the researcher. In addition, they note the need for cross- 
validation—a technique that is rarely used by economists but is essential in 
this context. Varian (2014) also off ers an overview and a sort of how- to guide 
in applying machine learning techniques to big data, while identifying where 
these techniques originated in the broader scientifi c literature. Kapetanios 
and Papailias (2018) provide an extensive review of very recent studies that 
have used these techniques, organized by prediction target (unemployment, 
infl ation, output, and fi nancial variables), as well as a detailed discussion of 
many important techniques.

Because in this paper we focus on near- term forecasts of the recent past, 
what we are doing can be called nowcasting. Nowcasting is a portmanteau 
of “now” and “forecasting,” and was defi ned by Giannone, Reichlin, and 
Small (2008) to comprise forecasting of the recent past, present, or near 
future. However, we are not exposed to several problems that are particular 
to nowcasting: “ragged edges” in which because of real- time data fl ow, the 
forecaster does not have access to all data series at all points in time, and 
mixed- frequency data. As such, our application has more of a forecasting 
fl avor.6

The constellation of  big data, machine learning, and nowcasting has 
spawned a literature that is somewhat distinct from the “traditional” now-
casting literature. This is precisely because these two approaches generally 
deal with a distinct collection of complications. Traditional approaches of 
regression and time series analysis have ready- made solutions to the ragged 
edge problem (that use, e.g., a Kalman fi lter), while the machine learning 
literature has generally ignored such considerations. As such, the types of 
Big Data that machine learning typically uses are somewhat diff erent. Never-
theless, there is a recent and growing literature in this fi eld summarized by 
Kapetanios and Papailias (2018). Biau and D’Elia (2012), for example, use 
survey data and a random forest algorithm to nowcast Euro- Area GDP; 
Nyman and Ormerod (2017) use a random forest algorithm to predict reces-
sions; and Choi and Varian (2012) use Google Trends to nowcast several 

6. Earlier nowcasting work relied on regression- based methods, which include what is termed 
“bridging” or “bridge equations” and MIDAS regressions (cf. Bańbura, Giannone, and Reich-
lin 2011 for a review). Bridging uses time aggregation of monthly data combined with regression 
analysis to produce a nowcast, while in MIDAS models (Ghysels, Santa- Clara, and Valkanov 
2004), variables of diff erent frequencies directly enter the regression equation. The ragged edge 
problem is solved with the application of “state- space” models in which variables that are used 
in the nowcast but are missing are themselves forecasted, a process typically implemented via 
a Kalman fi lter. Subsequent attempts to nowcast macroeconomic variables with large datasets 
involved the application of data- reduction techniques—for example, dynamic factor models 
(Bańbura et al. 2013). Bok et al. (2017) describe the New York Fed’s nowcasting approach, 
which synthesizes many of these techniques. This summary does not cover the whole of the 
recent nowcasting literature, and so we refer the reader to Kapetanios and Papailias (2018) for 
a more detailed overview.
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macroeconomic indicators such as auto sales and unemployment claims. 
Rajkumar (2017) compares various algorithms, including a random forest, 
to predict surprises in GDP growth.

Finally, the adoption of  any type of  nowcasting technique for “fi lling 
in” series that are not yet available to be used in offi  cial statistics has few 
examples in the literature. Cavallo et al. (2018) use the “billion prices project” 
data (Cavallo and Rigobon 2016) to produce high- frequency purchasing 
power parities (PPPs), which could be used to bridge the period between 
releases of the World Bank’s Penn World Table’s International Compari-
sons Program’s PPPs. Similar price indices might also be used to replace 
certain headline numbers such as Argentina’s CPI, which is believed to be 
unreliable (Cavallo and Rigobon 2016). B. Chen and Hood (2018) use tra-
ditional nowcasting techniques (bridge equations, bridging with factors) 
combined with model selection to nowcast detailed components of personal 
consumption expenditures on services that go into the calculation of GDP, 
showing the potential for signifi cant reductions in revisions in many of these 
components.

13.3  Methods and Data

13.3.1  Modeling Considerations

The objective of this study is to reduce revisions to GDP by identifying 
predictive approaches that off er consistent improvements. There are chal-
lenges in this task, particularly in how we account for the properties of the 
data and in identifying where prediction can be reliably applied.

The properties of input data that are typically used for national economic 
accounts combined with the properties of alternative data present a unique 
forecasting challenge. Survey or census time series tend to be relatively 
coarse (e.g., monthly, quarterly, or annual). When used in conjunction with 
alternative data (which are a recent phenomenon, as mentioned above), 
the resulting time series tends to be short. The alternative data that we use, 
however, have a very broad cross- sectional dimension. As such, the number 
of variables, k, signifi cantly exceeds the number of observations, n, a situa-
tion that is not a good fi t for traditional statistical analysis. For this type of 
application, the problem with regression- based models is not that they are 
inaccurate (although they may be), but that they cannot even be estimated. 
One solution is to apply theory- driven methods that prune the input vari-
ables so that a model can be estimated, but this has proven to be ineff ective 
for many applications (Stock and Watson 2014). Methods such as stepwise 
regression leave in inputs that are highly correlated with the series being pre-
dicted, but because pruning is based on in- sample correlations, estimation 
often results in overfi tting and poor out- of- sample predictions.

In contrast, many ML techniques are designed for just this purpose, rely-
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ing on a combination of model validation techniques and implicit variable 
selection. Traditional approaches often posit a “true model” that will obtain 
with enough observations, while ML focuses on producing generalizable 
predictions, using fl exible nonlinear approaches such as bootstrap aggrega-
tion or shrinkage to overcome overfi tting, and relying nearly exclusively 
on partitioning to assess fi t and select models. As mentioned above, there 
are some trade- off s, but these types of models are needed to integrate into 
estimates the signal coming from these timely but high- dimensional datasets.

In this application, we are faced with a further problem that not only is 
the number of independent variables relatively large, but also the number of 
observations is small in absolute terms. Having a small sample size reduces 
power. Not only are a model’s opportunities to learn economic patterns 
limited, but it is less likely to be resilient to structural instabilities that cause 
prediction accuracy to erode (Rossi 2013). Model selection also becomes 
challenging. When applying conventional forecast comparison techniques 
such as the Diebold- Mariano Test (Diebold and Mariano 1995), the lack of 
power prevents crowning a winning model. One can imagine a scenario in 
which a forecast model achieves lower error than its alternatives within the 
sample, but the relative performance may not persist as the sample grows. 
This is particularly problematic if  researchers estimate many forecasting 
models and then choose to report only their best- fi tting estimate, which 
results in overfi tting problems and poor out- of- sample performance.

Small sample size is not a problem that ML is specifi cally designed for. 
Standard application of  ML algorithms might involve splitting the data 
into three sets: One for training (estimation), one for validation (in this 
case, model selection), and one for testing (assessment of fi t). Fit (i.e., accu-
racy) cannot be assessed using any part of the sample on which estimation 
or model selection is done, and model selection cannot be done using the 
sample from which the models were estimated. If  we were to divide all 30- 
some quarters into three distinct sets, no inferences could be made with 
reasonable statistical power.

For this reason, we propose to run a prediction “horse- race,” in which we 
estimate a large collection of models for each series. We vary these models 
along several dimensions: algorithm, data, and variable selection. By vary-
ing the conditions and comparing their results through a prediction horse 
race, we can determine which dimensions drive accuracy for each industry. 
If  one modeling choice seems to produce inaccurate predictions in most 
series that are being forecasted, or if  one modeling choice seems to do the 
best on average, we can decide as to which modeling choices can be included 
or excluded from the fi nal ensemble. In our analysis, model performance 
is gauged by pooling the estimates of fi t (root mean squared revision, or 
RMSR) of all models and series into a single dataset. A statistical anal-
ysis is then performed to assess the eff ect of each modeling choice on the 
expected revision.
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In the subsequent subsections, we describe the process of constructing 
thousands of models that are trained under a multitude of modeling sce-
narios (e.g., combinations of algorithms, data, and variable selection pro-
cedures). We then construct measures of revision reductions and a simple 
framework to rate PCE components that are well suited for this prediction 
approach.

13.3.2  Prediction Models

We conduct a horse race between diff erent algorithms, data, and variable 
selection procedures (each individual combination of the three we call a 
“model”) the results of which are compared with current BEA methodolo-
gies to evaluate the improvement. Each model can be expressed as

yit = fm[gk(Xt)],

where yit is the not seasonally adjusted (NSA) quarterly growth in percent-
ages of a QSS industry i in time t, fm is any one of nine ML algorithms (see 
section 13.1.1), Xt is a matrix of input variables and dependent lags in the 
form of quarterly growths at time t, and gk is the procedure k for variable 
selection that guides how input variables are included (see section 13.3.3).7

13.3.2.1  Algorithms

A diverse array of algorithms is selected that interact with the data in dif-
ferent ways. Some are commonly employed in the social sciences, whereas 
others are used in sectors that rely more heavily on data science techniques. 
We categorize these techniques into two broad buckets: linear methods and 
nonparametric methods.

To represent techniques that overlap with the traditional econometric 
toolkit, we consider four linear methods:

Four- Quarter Moving Average (4QMA). The simplest of the linear meth-
ods is the 4QMA that smooths the univariate series using a one- year slid-
ing window:

ŷit =
1
4 j=1

4 yi,t j

yi,t j 1

, 

where j is an index of  prior quarters. The eff ect is an extrapolation that 
appears to be seasonally adjusted. Its simplicity is also its weakness, pro-
ducing predictions with the risk of carrying forward momentum from prior 
periods and ignoring contemporaneous information.

7. We model growth rates rather than trends or levels because growth rates in the QSS are 
applied to update PCE estimates, not the levels. Moreover, through the benchmarking and revi-
sion process, levels will eventually be replaced with data from more reliable sources.
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Forward Stepwise Regression (Stepwise). Forward stepwise regression is 
an automated variable selection procedure built around linear regression. 
The process adds variables to a regression one at a time, doing so based on 
partial F- tests. Each step of the process is computationally intensive, start-
ing by estimating a null model without predictors, then adding one variable 
at a time starting with the lowest partial F- test that is below a predefi ned 
threshold α. This requires that a set of candidate models is estimated prior 
to adding new variables (Efroymson 1960). We set α = 0.05, requiring ad-
ditional variables to yield partial F- test values below the threshold. In ad-
dition, given the small sample constraints, we place a cap on the number 
of parameters at k = n. The technique has drawbacks, particularly that 
it conducts variable selection in- sample that results in predictions that are 
not generalizable (Copas 1983). In addition, the estimate is constructed 
on unconstrained least squares, so that ill- posed problems where k > n are 
noninvertible.

Ridge Regression and Least Absolute Shrinkage and Selection Operator 
(LASSO). Several challenges with stepwise methods are addressed 
through regularized least squares methods, which introduce a constraint 
that forces sparse solutions in the regression coeffi  cients. We consider two 
varieties: Ridge Regression (Hoerl and Kennard 1970) and Least Absolute 
Shrinkage and Selection Operator (LASSO) regression (Tibshirani 1996).

Ridge regression modifi es least squares by adding a preselected constant 
λ into the coeffi  cient estimator:

ˆ = (X X + I ) 1X Y.

The parameter estimates are obtained by minimizing the penalized sum of 
squares with a l2 norm penalty:

PSS =
i=1

n

yi
j=1

m

xij j

2

+
j=1

m

j
2.

By adding the penalty, we can see that as coeffi  cient βj grows, the cost func-
tion is penalized and places greater preferences for smaller coeffi  cients. The 
value of  λ is tuned through k- fold cross- validation to minimize the cost 
function. A more recent innovation to this method is the LASSO model, 
that makes a simple modifi cation to the penalty—replacing the l2 norm 
with a l1 norm:

PSS =
i=1

n

yi
j=1

m

xij j

2

+
j=1

m

| j | .

Whereas the Ridge regression forces smaller parameter estimates, LASSO 
conducts variable selection by forcing some parameters to the edge case of 
exactly zero. While regularized least squares methods is an improvement on 
least squares, linear methods may not capture nonlinearities and interac-
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tions that nonparametric algorithms can. We thus also consider fi ve non-
parametric techniques that are more fl exible.

Regression Trees (CART). The building block for a number of these non-
parametric techniques is Classifi cation and Regression Trees (CART), 
more specifi cally the regression tree (Breiman et al. 1984). The objective of 
CART is to recursively split a sample into smaller, more homogeneous par-
titions known as nodes. Each split yields two child nodes that are defi ned 
by a threshold θ along variable xj:

I = {i: xj < }

I + = {i: xj },

where I– and I + are sets of observations that are below and above θ. As mul-
tiple values of θ are considered, the best θ minimizes the sum of squares:

SS =
i I

(yi y )2 +
i I+

(yi y+)2,

in which y– and y+ are the mean of yi for candidate partitions above and 
below θ. Each resulting child node (Xi, yi)i I  and (Xi, yi)i I+ is further parti-
tioned until it cannot be split any further or when additional splits do not 
improve the model fi t. Each terminal node is referred to as a leaf c. A fully- 
grown tree minimizes the sum of squares of tree f :

SS =
c=1

C

i=1

n

(yi ŷc)2,

where C are all leaves in the tree, n is the number of observations within a 
leaf c, and ŷc = (1/ n) i=1

n yi.
While we can see that CART implicitly conducts variable selection by 

selecting split thresholds along variables, each node could in theory be split 
until all leaves are n = 1. An overgrown, overly complex CART thus may 
overfi t the data and introduce unnecessary variance into predictions. One 
remedy is to prune the tree to reduce the complexity, choosing a level of 
complexity that minimizes out- of- sample error. In small samples, however, 
these tuning strategies may have minimal eff ect on the quality of predic-
tions as each leaf is an average of a small cell of observations that lend little 
statistically meaningful support.

Random Forests. Regression trees can be improved upon by an ensemble 
method known as random forests (Breiman 2001). The algorithm process 
is simple:

1. Construct B number of samples with replacement with n observations 
and m randomly drawn variables from X.
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2. Train regression tree fb on the sample b.
3. Average the predictions from each fb to obtain ŷi ,

ŷi =
1
B b=1

B

fbm(xi),

where B = 500 in this study and the number of variables m per tree is deter-
mined through tuning.

This technique off ers a couple of gains over regression trees. First, con-
structing many trees under similar but randomly drawn conditions mini-
mizes model variance while keeping bias uniform. Second, the bootstrap-
ping builds in a natural validation sample to calculate the out- of- bag (OOB) 
error for evaluating generalizability of predictions.8 Parameter tuning can 
also take advantage of the OOB error by training random forest algorithms 
under varying conditions such as variables per tree, then comparing the aver-
age OOB error between models.

Gradient Boosting (XG Boost). Another ensemble technique that has 
gained in popularity is gradient boosting. As developed in Friedman 
(2001), gradient boosting generates m- number of base learners fm(x) that 
are trained to correct errors made by prior iterations. Each base learner 
fm(x) is a weak learner—a model that may only have slightly better than 
random predictive power. In this case, we rely on a decision stump, which 
is a regression tree with only one split. Each base learner is generated se-
quentially and added to produce a prediction FM(x),

FM(x) =
m=1

M

fm(x),

where η is a shrinkage parameter between 0 and 1 that controls the rate in 
which the boosting model converges and has been shown to be an eff ective 
way to mitigate overfi tting. As η decreases, the number of  iterations M 
required to converge needs to be increased—these parameters are tuned 
together.

At some iteration m, the loss will have eff ectively converged, meaning 
that the addition of subsequent base learners may add noise to estimates 
and use unnecessary computational resources. For simplicity, we set the 
M = 300 with a learning rate of η = 0.05, but specify an early stopping rule 
that ends training if  15 consecutive iterations fail to improve the model. 
We rely on XGBoost implementation of the technique as described in T. 
Chen and Guestrin (2016).

8. The out- of- bag error is the error based on the observations left out of the bootstrap draw, 
which is commonly applied in ML models.
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Support Vector Regression (SVR). SVR fi ts a linear regression on input 
data that has been mapped using a nonlinear function. The nonlinear func-
tion can take on various functions k(xi, xj), such as a Gaussian radial basis 
function kernel:

k(xi,xj) = exp( | xi xj |2 ).

Here, k(xi, xj) transforms the input variables x into a higher- dimensional 
space to better model patterns in the data. The linear regression yields 
a hyperplane in which each yi resides within a hard margin of  error ε: 
(ŷi ) yi (ŷi + ). Each prediction ŷi is found on this hyperplane. This 
constrained optimization problem can be infeasible as some observations 
may lie beyond the margin; thus, a cost parameter C can “soften” the mar-
gins. A soft margin of error allows some observations to reside beyond the 
margin but penalizes those observations by their distance from the margin 
(i.e., the amount of “slack” they are permitted), thereby regularizing the 
model to reduce the incidence of overfi tting (Drucker et al. 1997).

SVR may require more time to train than other algorithms, thus for cost 
effi  ciency, we tune the cost parameter C along a grid for a sample of industry 
targets, then fi x values of the parameters for all other industries based on 
the optimum.

Multiadaptive Regression Splines (MARS). MARS fi ts k- number of basis 
functions that are combined to produce a prediction (Friedman 1991):

f̂ (x) =
i=1

k

ibi(x),

where each basis function bi is weighted by a coeffi  cient αi learned by mini-
mizing the sum of squared errors. Each basis function bi(x) can take on one 
of three forms: a constant term—or intercept, a hinge function, or the inter-
action of hinge functions. Hinge functions fi t splines to the data—allowing 
a regression line to bend at a threshold along x so that the slopes may vary 
on either side. By taking advantage of a potentially large number of splines, 
MARS molds to the nonlinearities and discontinuities in even highly dimen-
sional datasets, but a potentially large number of basis functions may overfi t 
the data. The technique thus unfolds as a two- step process: a forward stage 
and a backward stage. The forward stage fi ts and weights candidate pairs 
of hinge functions, choosing only to add the pair to the overall model if  it 
reduces training error by the largest margin. The backward pass mitigates 
overfi tting by removing least eff ective terms subject to generalized cross 
validation.

We apply MARS using an open- source implementation called earth 
(Milborrow 2018). The forward pass requires tuning the degree of interac-
tion eff ects among basis functions. The backward pass is also tuned based 
on the number of terms to retain. We conduct a grid search by considering 
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all combinations of interaction eff ects for degrees 1 through 3 and number 
of retained terms (5, 10, 15).

A summary list of the diff erent methods is shown in table 13.1 for refer-
ence.

13.3.2.2  Variable Selection

Models are only as good as their inputs. Too much information may lead 
to an overfi tted model and highly variable predictions. Too little information 
places disproportionate weight on a few variables, thereby introducing bias 
into predictions. In machine learning, a happy medium involves conduct-
ing dimensionality reduction to reduce the number of variables considered, 
while still extracting the key information from the variables. Sample size 
constraints may limit the eff ectiveness of more sophisticated variable selec-
tion techniques.

We instead consider two contrasting approaches that represent the 
extremes of variable selection: cherry picking and kitchen sink. Economic 
intuition tends toward parsimonious specifi cations, including only variables 

Table 13.1 Algorithms considered for the prediction horse race

Technique  Training and tuning procedure

Linear Methods
4- quarter moving average (4QMA) Calculate 4- quarter moving average.

Forward stepwise regression Set max number of parameters k to the square root of the 
sample size.

LASSO regression Leave- one- out cross- validation to fi nd value of lambda that 
minimizes mean squared error.

Ridge regression Leave- one- out cross validation to fi nd value of lambda that 
minimizes mean squared error.

Nonparametric Methods
Regression trees Grow tree to full depth and cross- validate error in each step, then 

select tree complexity that minimizes MSE.

Random forests (RF) Number of trees set to 500. Select the number of variables per 
tree along a grid of possible values choosing the lowest OOB 
error.

Gradient boosting Set maximum iterations to 300, 𝜂𝜂 = 0.05, early stopping if  
model error does not improve after 15 rounds.

Multiadaptive regression splines 
(MARS)

Tune over a search grid of degree of interaction eff ects (1 to 3) 
and number of terms to retain during pruning pass (5, 10, 15).

Support vector regression (SVR) 
with radial basis function (RBF)

Search hyperparameter 𝐶𝐶 along a grid for a sample of industry 
targets, then fi x values of the parameters for all other industries 
based on the optimum.

 EBSCOhost - printed on 2/8/2023 7:48 PM via . All use subject to https://www.ebsco.com/terms-of-use



386    J. C. Chen, A. Dunn, K. Hood, A. Driessen & A. Batch

that capture economic and behavioral forces. Thus, cherry picking in this 
context is defi ned as the inclusion of input variables that are conceptually 
like the left- hand- side variable. For example, if  physician offi  ces revenue 
(NAICS 6211) is the target, then only medical- related factors are included as 
input variables. However, if  important information is omitted, then models 
are underfi t and can miss the trend.

Alternatively, kitchen sink models include all available data, placing no 
assumption on which variables should be included. This implies that the 
algorithms have the capacity to conduct implicit variable selection and can 
incorporate information without introducing excess noise.

13.3.2.3  Data Sources

National accounts are an amalgam of public and private sources. In fact, 
private source data are incorporated in various areas of  economic mea-
surement such as motor vehicle production and Value Put In Place (VPIP) 
estimates for construction. Alternative private data off er the possibility of 
capturing news that may otherwise be overlooked by indicator series or 
projections, though recognizing that private administrative data are col-
lected with a goal other than national statistics (e.g., profi t maximization). 
Thus, our proposed machine learning–alternative data hybrid should not 
be viewed as a replacement for current projection methods, but rather a 
supplemental source that is run in parallel and assesses the validity of cur-
rent projections.

The target series are 188 industry time series published in the QSS, avail-
able in time for the third estimate of GDP. To ensure predictions produce 
an output that is useful for estimate production, we target NSA percentage 
quarterly growths for both revenue and expenditure series for a 31- quarter 
period—between the second quarter of 2010 and the fi rst quarter of 2018.

We assemble a variety of  input data from traditional and alternative 
sources (for a summary see table 13.2). Among traditional sources are NSA 
aggregates from the Bureau of  Labor Statistics’ (BLS) Current Employ-
ment Survey (CES) and Consumer Price Indexes (CPI). These sources are 
currently used in estimating national indicators, are publicly available and 
constructed on probability samples—in other words, these are generalizable 
samples with known universes and quantifi able biases.

Two alternative data sources are considered. First, credit card transac-
tions are acquired from First Data, which off ers credit card processing ser-
vices for a network of  merchants across the United States. The data are 
available daily within the fi rst 10 days after the end of a month and are pro-
cessed by Palantir using a methodology developed by the Federal Reserve 
Board of  Governors (Aladangady et al., forthcoming). To minimize the 
eff ect of churn, each monthly transaction estimate only includes merchants 
that have been First Data customers within the prior 13 months. These data 
provide a timely view into purchasing behavior, trading representativeness 
off  with timeliness.
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Google Trends is another source of timely, near- real- time data that cov-
ers a wide range of activity. In many respects, trends gauge public interest 
in various economically related issues, as captured through Google’s online 
off erings, including Google Search, Google News, and Froogle. One hun-
dred and sixty keywords were derived from QSS NAICS defi nitions and 
monthly estimates for the period 2003 through 2017 were requested via the 
Google Trends API. The API returned 240 volume indexes that were con-
structed from a simple random sample of search queries, aggregated into a 
time series of proportion of total Google search activity, and indexed to the 
maximum search volume share in the time series.

13.3.2.4  One- Step Ahead Validation

Of the n = 31 observations, n = 12 are set aside for validating performance. 
As our objective is to generalize and apply models, we simulate the PCE 
estimation process using a one- step- ahead model validation. The model 
validation technique is an iterative one, producing each ŷit by training on all 
data t < T, then applying the prediction developed on data points t < T to 
produce a prediction for the observation t = T. For each of the 12 valida-
tion quarters, we retrain each model by growing the data’s time window (see 

Table 13.2 Data sources used for this prediction study

Data  Description  Economic relevance

Census Bureau 
Quarterly Services 
Survey (QSS)

Longitudinal survey of 19,000 US 
businesses operating in the services 
sector.

Key input into BEA’s Personal 
Consumption Expenditure (PCE) 
series.

BLS Current 
Employment Survey 
(CES)

Employment estimates released 
monthly, converted into quarterly 
average. CES is currently relied on for 
national accounting estimates.
Contains 140 industry series.

Employment trends that coincide 
and trend with consumption.

BLS Consumer Price 
Indexes (CPI)

National- level price indices for products 
and are currently relied on for national 
accounting estimates. Each CPI is 
associated to NAICS code based on 
keyword similarity. Contains 600+ series

Price changes of items that are 
consumed alongside services.

First Data credit card 
transactions

Near real- time credit card transaction 
aggregates, converted from Merchant 
Class Codes (MCC) to NAICS. 
Contains 192 industry series.

Contemporaneous measure of 
consumption.

Google Trends Monthly activity indices for search 
queries, Google News topics, and 
Froogle shopping activity. Converted 
from search terms to NAICS based on 
keyword similarity. Contains 240 
industry series.

Gauge of interest and prospective 
buying behavior on the internet.
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fi gure 13.1), thereby producing predictions that are responsive to evolving 
economic patterns. In fi gure 13.1 we start with a prediction for T = 0 and 
use time periods T = –1 and less to form this prediction. We next move one 
step ahead to predict time T = 1 using information in time periods T = 0 
and lower to form the prediction. The predictions in period T = 2 and future 
periods proceed accordingly. While the number of observations per predic-
tion grows with time, we assume that the benefi ts of greater accuracy and 
stability among the predictions should aff ect all models in the same way.

In total, 73,884 model scenarios were trained and produced predictions 
for 12 consecutive validation quarters, resulting in 886,608 model runs and 
predictions.

13.4  Evaluating Performance and Revision Reduction

When a large sample is available, a robust model selection framework 
should include both a model validation step (e.g., one step ahead or k- fold 
cross- validation) to aid in selecting the most generalizable model and a test 
step to revalidate the chosen model’s performance. The sample available for 
this study, however, is not suffi  ciently large to aff ord a test set, thus a model 
chosen from thousands of candidates may run the risk of overfi tting the 
data. We instead take a conservative approach that evaluates performance 
by selecting ensembles of models developed under common conditions. For 
an industry i, for example, all models that were trained using a random for-
est would be considered one ensemble, whereas all models that rely on BLS 
CES would be considered another.

First, we train thousands of models for a cross- section of 188 QSS series 
covering many industries using one- step- ahead validation. QSS predictions 
ŷit are converted into PCE component estimates Ĉm for a model m:

Fig. 13.1 One- step ahead model validation design
Note: The X axis represents both the training set (black) and test set (gray). The Y axis repre-
sents the prediction time periods.
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Ĉm = gc(ŷit),

where gc is BEA’s PCE estimation process that seasonally adjusts and con-
verts available QSS data into components estimates. Note that some PCE 
components rely on only one QSS series while others rely on multiple.

A prediction model applied where revisions are unlikely to reduce revi-
sions will likely add error to offi  cial estimates, so it is important to evaluate 
the reduction in revisions. From the perspective of  data quality, an esti-
mate should only be used if  revision reductions are consistently expected 
across a broad distribution of models. We construct two measures to evalu-
ate revision reduction potential: The Mean Revision Reduction Probability 
(MRRP) and the Proportion of Improved Periods (PIP).

Proportion of Improved Periods (PIP). It is easy to imagine that an en-
semble can reduce revisions on average, but masks generally poor indi-
vidual quarter- to- quarter performance. The PIP is the proportion of the 
test period that would have had a revision reduction had a given model 
been applied. This measure captures the consistency of revision reductions 
over time, placing emphasis on cases where there is a net improvement over 
current BEA methodology:

PIPm =
1
T i=1

T

(|Ĉm,t Cthird,t | < |Ĉcurrent,t Cthird,t | ).

To summarize proportion of improved periods for each component PIPc, 
we calculate the proportion of models that yield improvements in the major-
ity of historical quarters:

PIPc =
1

M m=1

M

(PIPm > 0.5).

In small samples, it may be challenging to distinguish models on their per-
formance and to some extent can be viewed as an arbitrary decision. Thus, 
when PIPc is high, we would have some surety that a model selected at ran-
dom could improve component C at least a majority of the time. Conversely, 
a low PIPc value indicates that a prediction strategy poses an increased risk 
of increasing quarterly revisions in component C.

Mean Revision Reduction Probability (MRRP). Whereas PIP captures re-
vision reductions with respect to time, we also consider how often average 
dollar revision reductions yield improvements to PCE components in the 
long run. MRRP is based on the Root Mean Square Revision (RMSR) 
that compares PCE Ĉm to the actual third estimate of PCE, resulting in

RMSRm =
1
n i=1

n

(Ĉm Cthird)2 .
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Similarly, RMSR is calculated for the current projection methodology:

RMSRcurrent =
1
n i=1

n

(Ĉcurrent Cthird)2 .

Relative revisions (∆RMSRm) are expressed as the dollar diff erence 
between RMSRm and RMSRcurrent, where a negative value indicates a revi-
sion reduction:

RMSRm = RMSRm RMSRcurrent.

Looking across a set of M models, we summarize their collective perfor-
mance as the Mean Revision Reduction Probability (MRRP), defi ned as

MRRPc =
1

M m=1

M

( RMSRm < 0),

in which we are interested in the proportion of models that can achieve a net 
revision reduction. Like PIP, an arbitrary model selected to predict a com-
ponent with a high MRRP value is more likely to yield revision reductions.

Together, PIP and MRRP can be summarized by taking the harmonic 
mean:

k = 2
MRRP PIP
MRRP + PIP

,

where larger values of μk indicate more revision reductions. In samples with 
little power, μk could be used as the basis for identifying the number of com-
ponents that should be included to maximize revision reductions; However, 
in this study, we use μk to examine the revision impacts of applying a predic-
tion strategy at a predefi ned cutoff , namely μk ≥ 0.8.

13.5  Results

13.5.1  QSS Predictions

We sift through the manifold of results to better understand which algo-
rithms, datasets and modeling practices contribute to prediction perfor-
mance. The process generates 393 sets of predictions for each of the 188 QSS 
series, representing possible growth paths under a broad set of assumptions.

Taking a closer look at key industries shown in fi gure 13.2, we see that 
the mass of the out- of- sample predictions tends to follow the variation in 
the target series. The center mass of the predictions over time also tends to 
have a central tendency, which suggests that prediction of the QSS growth 
is generally possible regardless of the modeling scenario.

Each algorithm reacts to data selection in a diff erent way. The predictions 
for the physician offi  ces category are a prime example, shown in fi gure 13.3. 
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Stepwise and CART regressions are prone to overfi tting the data and are 
sensitive to high- leverage data points. Rather than producing a diff use cloud 
of predictions that have correlated movements, they produce a discrete set 
of predictions, many of which perform relatively poorly. In contrast, the XG 
Boost and SVM algorithms produce predictions that are more dispersed. 
However, none of the poorer prediction paths is particularly prominent; in 
some of these cases there are algorithms that seem to be fl atter, but none 

Fig. 13.2 Comparison of actual QSS quarterly growths (black dot) with 393 sets 
of out- of- sample predictions (gray lines)

Fig. 13.3 Comparison of diff erent modeling assumptions applied to physician ser-
vices series
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that show highly variable fl uctuations nowhere near the actual data like the 
CART algorithm does. Rather, the central tendency in these algorithms is 
toward the actual data.

Model selection for prediction use cases is guided by fi nding the model 
with the lowest error: given a series of models, we could choose the model 
that minimizes a squared loss function. This selection paradigm is eff ective 
when the sample size is large; however, as discussed previously, crowning a 
specifi c model champion is a foolhardy task with only n = 12, as the model 
selection process may overfi t the data.

Instead, we take advantage of the sheer number of out- of- sample predic-
tions to identify conditions that generally maximize predictive performance 
across a large cross- section of 188 series that we study. We estimate a simple 
fi xed eff ect regression to extract the average contribution of each modeling 
dimension:

RMSEi,k,m = + i + m + k + i,k,m.

As we would expect, some industries are more predictable than others due 
to sampling variability and volatility in the sector; thus, we control for indus-
try fi xed eff ects αi. γm is a matrix of dummy variables for each model type 
(e.g., extreme gradient boost xg, random forests rf ). ξk represents the data 
and variable selection procedures (e.g., cherry picking, CES, Google). From 
the resulting regressions reported in table 13.3, we can determine which 
modeling strategies tend to perform better in matching the QSS estimates.

13.5.1.1  Algorithms

Aside from the industry fi xed eff ects, the choice of algorithm appears to 
have the greatest overall infl uence on RMSE. Among algorithms, we fi nd 
that tree- based ensemble techniques off er the greatest improvements: rela-
tive to stepwise regression, random forests and gradient boosting reduce 
RMSEs on average −0.56 and −0.43 percentage points, respectively. LASSO 
regression off ers an improvement over stepwise. In contrast, MARS and 
moving averages should be avoided due to their overwhelmingly poor perfor-
mance. It is worth noting that prediction is a game of wins at the margins—if 
a technique does not perform well across industries, there is still a chance 
that it can off er consistent accuracy gains for individual industries. Never-
theless, because we lack the data to assess all of the series individually, we 
have to assess the performance of these models more generally.

13.5.1.2  Data and Variable Selection

The data and variable selection dimensions suggest three takeaways.

• There are diminishing returns to adding additional data sources. For 
example, the coeffi  cients imply that if  First Data is added as a data 
source instead of Google Trends, the reduction in error is −0.81. How-
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ever, if  First Data is added as a second data source, the reduction in 
RMSE is −0.5 (= −0.8 + 0.3). If  First Data is added as a third data 
source, there is an even smaller reduction in RMSE (−0.3 = 0.8 + (0.8 
− 0.3)). Moreover, more data are not necessarily better (e.g., adding 
Google as a second or third data source would increase RMSE).

• Second, models that are constructed on a purely conceptual basis may 
not necessarily translate into statistically accurate results. Cherry- 
picked specifi cations add an average of 0.28 percentage points to the 
RMSE, meaning that specifi cations motivated by conceptual assump-
tions may omit some useful information from predictions or introduce 
noise. Thus, relying on the implicit variable selection of the machine 
learning techniques to surface predictive variables off ers some gains.

• Lastly, the Current Employment Survey and dependent lags of QSS, 
both of which have long been available publicly, on average have the 
greatest infl uence on prediction quality. The CES and CPIs are both 
currently used for the national economic accounts and if  combined with 
machine learning could likely off er improvements in estimates.

Table 13.3 Industry fi xed- eff ect regression results with clustered standard errors

  (1)  (2)  (3)

Constant 5.01 (0.06)*** 6 (0.08)*** 6.01 (0.09)***
Algorithms (Ref = stepwise regression)
4Q moving average 1.97 (0.23)*** 2.16 (0.25)***
Ridge regression 0.04 (0.07) 0.04 (0.07)
LASSO –0.16 (0.04)*** –0.16 (0.04)***
CART 0.69 (0.11)*** 0.69 (0.11)***
Random forest –0.55 (0.05)*** –0.56 (0.06)***
Gradient boosting –0.42 (0.05)*** –0.43 (0.05)***
SVM regression 0.25 (0.1)** 0.25 (0.1)**
MARS 1.47 (0.13)*** 1.48 (0.13)***
Data (Ref = Google)
CES –0.86 (0.1)*** –0.97 (0.11)***
First Data –0.72 (0.08)*** –0.81 (0.09)***
Consumer Price Indexes –0.35 (0.06)*** –0.39 (0.07)***
Dependent lags –0.83 (0.11)*** –0.87 (0.11)***
Variable selection (Ref = kitchen sink)
. . .Cherry Picking 0.22 (0.05)*** 0.28 (0.06)***

Number of data sets (Ref = 1)
2 sets 0.36 (0.05)*** 0.31 (0.05)***
3 sets 0.81 (0.1)*** 0.8 (0.11)***

Fixed eff ects Yes Yes Yes
N 73,884 73,884 73,884
R2 0.64 0.62 0.65
Adjusted R2 0.64 0.62 0.65
Residual standard error  2.75  2.83  2.72
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The fi xed eff ects from the above regression also provide estimates of the 
predictability of each QSS industry series. This is important because some 
series may be generally harder to predict than others, across all the methods 
that we consider. The diffi  culty in predicting a series could be related to a 
variety of factors, such as the volatility of an industry or the sampling error 
of the series that we are attempting to predict. To investigate the relation-
ship with sampling error, we compare the average prediction error (β0 + αi ) 
and the Census Bureau–reported average sampling error for the QSS. If  
there were no prediction error, then all the error would come from sampling 
and our prediction error would be directly proportional to sampling error 
(dashed diagonal line), and for a few cases this is nearly the case—such as 
motor vehicle repair and maintenance, spectator sports, and insurance car-
riers. However, as shown in fi gure 13.4, we fi nd that most prediction error is 
higher than the sampling error (as expected). Increases in sampling error are 
problematic for our model predictions; with a 1 percentage point increase 
in the target series’ sampling error, prediction error increases at a rate of 
0.56 percentage points. This serves as a reminder that predictions are only 
as strong as the targets they mimic.

While our goal is to identify the winner of the prediction horse race dis-
cussed above, we do not wish to pare the results down too much based 
only on this regression. We note, however, that algorithm is the single most 
important factor in determining RMSE, with a range of about 2.5 percent-
age points between the best-  and the worst- performing algorithms. Because 

Fig. 13.4 Comparison of survey sampling error vs. prediction error
Note: Each point represents an industry, scaled by its total revenue or expenditure as of  2018- 
Q1. Transparency denotes statistical signifi cance of fi xed eff ect estimate—solid red indicates 
highly signifi cant at the 1% level. Dashed diagonal line is the line of equality.
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along this dimension, the performance is improved by the largest margin, 
we elect in the following exercise to retain all combinations of  all other 
dimensions (dataset, scope), but retain only the most eff ective algorithm 
choice. The random forest algorithm generally seems to perform the best, 
and the second best (grading boosting) is a modifi cation of  the random 
forest algorithm. These two methods are both ensemble techniques, which 
form estimates based on averaging many nonlinear models. Nonlinear mod-
els that are not ensemble methods, such as CART and MARS, perform 
relatively poorly.

In subsequent sections, we evaluate the performance of the optimal mod-
eling strategy based on a collection of 47 random forest models that were 
constructed under a variety of conditions.

13.5.2  Revision Reductions

Upon converting predictions of QSS to PCE estimates, each component 
of  PCE can be evaluated on whether it may lead to revision reductions 
relative to current practice based on our measures of improved fi t (PIP and 
MRRP). We consider 71 PCE services subcomponents—all of which incor-
porate one or more QSS series. We fi nd that there is at least one prediction 
model for each of the 71 components that can improve upon current BEA 
methods. In large samples, this would be a reasonable fi nding. However, this 
is an overly optimistic conclusion for a small sample that lacks statistical 
power.

Instead, as we mentioned previously, we take a more conservative 
approach to evaluate models using measures of revision reductions (PIP and 
MRRP) to identify modeling strategies that on average yield improvements. 
In principle, one would place greater confi dence in predicting a component 
in which 90 percent of models can reduce revisions rather than a compo-
nent in which only 1 percent of  models can meet the task. In low power 
samples, selecting a specifi c model from a pool of alternative models is like 
drawing a model at random. Thus, the chance of overfi tting would arguably 
be less likely in the former case. Comparing across PCE components, the 
bubble chart (fi gure 13.5) shows signifi cant heterogeneity in predictability—
higher scores indicate greater surety that a model is not a random improve-
ment. A component in the larger grey area indicates that one in two models 
can reduce revisions ( p ≥ 50) whereas the smaller box indicates that 8 in 
10 models can reduce revisions (p ≥ 80).

Based on these cutoff s, we fi nd that 20 PCE components have at a least 
a coin fl ip’s chance or better of seeing revision reductions—three of which 
have historically averaged at least $1 billion in revisions per quarter. This is 
not to say that other components are not predictable, but rather there is a 
far smaller margin of error for selecting a reliable model, especially given the 
limited sample size. When reviewing the less predictable components, we fi nd 
evidence that evaluating components on only one loss function could reduce 
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data quality. MRRP alone would overstate the consistency of  revision 
reductions because improvements could be concentrated in only a minority 
of time periods. For example, nearly half  of the models predicting HHH 
(For- Profi t Home Health Care Services) satisfy the condition ∆RMSR < 0, 
but less than 10 percent can improve estimates in at least a majority of test 
periods. Components like HHH have one or two large revision reductions 
that mask suboptimal performance in all other quarters.

The story becomes more nuanced as we evaluate among alternative mod-
eling strategies for each PCE component. Figure 13.6 shows TS and MRRP 
across various modeling strategies for selected components. Generally, the 
consensus, or lack thereof, gives clues about what contributes to accuracy. 
Several components are predictable when applying almost any modeling 
strategy. Physician Services (PHH) and Specialty Outpatient Care (SOH) fall 
into this category, which translates as a need for fi ne- tuning toward optima 
rather that conducting an exhaustive search. Other components like Non- 
Profi t Hospitals (NPH) have little chance of improvement regardless of the 
modeling strategy. These two scenarios may be due to a combination of the 
magnitude in sampling error of the underlying target series and availability 
of input variables. In contrast, modeling strategies for certain components 
fail to achieve consensus, such as in the case of motor vehicle repair and 
maintenance (MVR). However, two algorithms stand apart in their ability to 
reduce revisions. We can infer that accuracy in this case may be more likely 
a matter of identifying the appropriate functional form.

Fig. 13.5 Comparison of MRRP and TS for each PCE services component
Note: Circles are scaled based on average quarterly revisions under current BEA methodology 
and labeled when revisions exceed $1 billion.
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While revision reductions for individual subcomponents can be easily 
evaluated, the ability to achieve revision reductions among top line mea-
sures (e.g., overall PCE and PCE services) is more challenging due to off set-
ting. Given two subcomponents that are added together to estimate a more 
aggregate PCE component, one may have upward revision reductions and 
the other may have downward revision reductions. When added together, the 
revision reductions may partially off set one another, muting the magnitude 
of improvement to top- line measures. We estimate net revision reductions 
for the most versatile modeling strategy, random forest. Only PCE compo-

Fig. 13.6 Comparison of MRRP and TS for four PCE services components by 
modeling component
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nents where μk ≥ 80 are included in the calculations. The impact analysis in 
table 13.4 refl ects the contributions of 20 PCE components, each of which 
has an ensemble of 50 models refl ecting a broad range of assumptions.

Starting from the topline, we fi nd that overall PCE revisions would have 
been reduced on average 12 percent with an ensemble median of 13 per-
cent, translating to approximately $2 billion in net revision reductions. The 
ensemble’s upper shoulder suggests that some of  the better performing 
models within the ensemble could achieve as much as a 21.3 percent revi-
sion reduction ($3.6 billion); however, individual model selection would 
only be possible when statistical power is suffi  ciently large in the validation 
sample. Within PCE services, several components attain even larger revi-
sion reductions, with health care and transportation services leading (in 
absolute terms) with average 11.3 percent and 25.6 percent improvements, 
respectively.

While the shape of growth is matched by the models, the ability to correctly 
anticipate the direction of growth—whether it is positive or negative—has 
apparent eff ects on the levels. Anticipating a deceleration when growth is 
accelerating reduces estimate quality and magnifi es revisions. We evaluate 
the performance of the ensemble average relative to current performance 
using the validation period. As would be expected, current BEA methods 
are able to anticipate direction of  growth in most periods. While we do 
not fi nd improvements among higher aggregate components of PCE, the 
prediction ensemble marginally improves subcomponents with one quarter 
improvement.

Table 13.4 Estimated revision reductions in historical test sample when only applying random 
forest to components that have at least an 80% chance of improvement 

Percent Levels ($Mil) Direction

Component  10th  Mean  Median  90th  Mean  Median  ML  Current

PCE 5.59 12.17 13.11 18.33 2054.75 2213.61 100 100
PCE services 0.2 10.3 11.78 19.72 1552.69 1775.76 100 100

Health care 2.23 11.27 12.64 18.99 1442.62 1618 100 100
Transportation 2.91 25.57 26.7 43.86 1100.38 1149.29 75 67
Recreation 4.28 8.47 8.28 12.75 349.73 341.88 92 83
Education 1.74 3.25 3.11 5.16 17.6 16.83 100 100
Professional and other 1.38 4.2 3.72 7.02 77.84 68.89 75 67
Personal care and 

clothing
21.8 27.37 28.24 31.03 513.85 530.18 92 83

Social services and 
religious

10.29 14.21 14.7 17.82 155.06 160.42 83 83

Household maintenance –24.25 10.94 16.71 34.38 45.49 69.49 100 92
GO NP social services 0.07 0.43 0.47 0.74 9.37 10.2 33 33
GO NP prof advocacy  26.24 36.99  41.03  47.8  235.12 260.79 100 100

Notes: Percent correct direction indicates if  the ensemble mean’s growth accurately anticipates the actual 
series’ direction of growth (positive or negative). GO NP denotes Gross Output for Nonprofi t.
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13.6  Conclusion

In this paper, we illustrate a suitable use of machine learning techniques 
for macroeconomic estimation. We focus on improving data quality by 
reducing revisions to PCE service components. Our proposed approach pro-
vides predictions of advanced estimates using machine learning techniques 
and identifi es PCE components for which prediction- based improvements 
are likely.

In general, nonparametric techniques such as random forest and gradient 
boosting off er marked gains in prediction accuracy and are well adapted 
to conducting implicit variable selection at scale. Furthermore, these tech-
niques can accommodate the typical ill- posed problem, sifting through 
quantities of data without signifi cant loss in prediction quality.

One key evaluation point for macroeconomic prediction is its ability to 
detect economic downturns. As the current incarnation of the QSS does 
not span the 2008–2009 recession, it is not possible to test for downturns 
although it may be applied to anticipating other indicator series. Prior studies 
such Chauvet and Potter (2013) found that commonly used macroeconomic 
techniques for forecasting output, such as autoregressive models of a variety 
of builds, generally perform well during expansions but poorly in recessions. 
While we are unable to test the machine learning models in this context, we 
can foresee the likely performance of these nonparametric techniques dur-
ing recessionary periods by taking note of the core assumptions. Like linear 
models, nonparametric algorithms are designed for stationary processes. 
Unlike linear models, the predicted values ŷi are bounded by the range of y 
in the training sample. In small samples that do not span recessions, we can 
assume that the shape of economic growth can be predicted, but the depth 
of a contraction will likely be understated. A model switching mechanism 
such as a Markov switching model should be incorporated to provide greater 
fl exibility to use both nonparametric and parametric extrapolators.

There are opportunities to improve the stability of  predictions while 
increasing revision reductions. One extension is to train an additional model 
to marshal predictions and cut through the noise of less reliable models. 
Model averaging, as in the case of Hansen (2007), can improve predictions 
subject to a linear constraint. More generally, model stacking techniques 
off er a more fl exible solution in which a supervised machine learning algo-
rithm trains on values of ŷi from the validation set to produce predictions. 
In either case, additional training observations would be required for the 
averaging and stacking model to learn which underlying models are in fact 
predictive. As the sample size is a constraint, we may adopt the leave- one- out 
model validation strategy as described in Cornwall et al. (2019) to expand 
the training sample while meeting Granger causality criteria.

This study also fi nds that prediction error will only grow with sampling 
error, as expected; therefore, industries with large sampling error limit the 
ability for the current strategy to predict highly variable PCE components. 
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One approach to overcome sampling error is to consider a top- down hier-
archical forecasting model (Hyndman et al. 2016), predicting the top- line 
estimates of PCE, then sharing growth by component by modeling condi-
tional probabilities. A benefi t is that each component is logically consistent 
with parent series and has a decent degree of  accuracy among low error 
series, but sampling error and noise may still pose a challenge. An alternative 
but more costly solution involves improving the underlying survey’s sample 
design by oversampling strata with large sampling error. We recognize this 
would incur greater cost relative to a modeling strategy but may be a neces-
sity for estimate quality.

This paper shows that using both traditional and alternative data sources 
can contribute to improved predictions. However, there are issues outside of 
the prediction methodology that should also be considered. For instance, 
while private data sources may lead to better predictions, the cost, qual-
ity, and availability of these data sources may change for external reasons 
(e.g., a company failing or a change in management). Users of alternative 
data sources should be mindful of the long- term availability and stability 
of these sources. Nevertheless, these concerns will be relevant irrespective 
of the methods that are applied, and it is worth noting that a benefi t of the 
ML approach is that it reduces reliance on a single data source.

While the macroeconomic literature incorporating machine learning is 
in its nascent stages, we show that computationally intensive algorithms do 
in fact off er measurable improvements for estimates of the PCE Services 
component of GDP. There is considerable scope for future research to apply 
these techniques to other components of  GDP, as well as other national 
statistics.
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14.1  Introduction

A mindboggling amount of data is now available for economists to ana-
lyze. This is made possible by improved technology in data collection and 
storage. Modern data diff er from conventional data in at least two impor-
tant ways: they tend not to be provided by government agencies, and they 
have what data scientists refer to as the “three V” characteristics: volume, 
variety, and velocity. Econometricians may think of them as short panels 
of big, often unbalanced, high- frequency, highly heterogeneous data. Such 
granular data can potentially allow new analyses of  economic behavior. 
However, a full analysis of the data comes with unique challenges. A case in 
point is the weekly Nielsen Retail Scanner dataset, which has been collected 
since 2006 and has added roughly half  a terabyte of data each year, reaching 
a size of about fi ve terabytes in 2016.
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The Nielsen dataset has three features of  interest. First, it consists of 
real- time sales and unit prices recorded at the store/UPC- code level. Such 
transactions data are distinctly diff erent from offi  cial price indices that are 
survey based. Second, the data are not subject to revisions once a trans-
action is completed; they are also less susceptible to measurement errors 
because the data are digitally recorded. Third, the data are available for 
the major metropolitan areas and thus provide spatial information distinct 
from the offi  cial monthly retail sales data. The weekly data also provide 
higher frequency information than in quarterly and annual surveys. Fourth, 
many memorable events have occurred over the span of the sample: a big 
recession, destructive hurricanes, several elections, new tax initiatives, and 
a government shutdown. Though the weekly aspect of the data seems like it 
should appeal to researchers, work thus far has mostly aggregated the data 
to a monthly or quarterly frequency without taking advantage of the weekly 
information. With just a peek at the data, one understands why: the data 
exhibit strong seasonal patterns that are highly heterogeneous in the product 
and spatial dimensions. As will be shown below, this is true not only in our 
base case analysis for the four most populous states, but also in extended 
analyses that include more regions and states. The weekly data have limited 
use for business cycle analysis without a way to deconvolve the seasonal 
variations from the cyclical ones.1

The obvious solution is to seasonally adjust one series at a time. Unfor-
tunately, there are few satisfactory methods for seasonally adjusting weekly 
data, let alone for a massive number of series. We argue below that the short 
span and the quasiperiodic nature of the Nielsen data make perfect adjust-
ment of each series highly unlikely. This is problematic because in our data, 
counties within a state are likely to share common seasonal patterns. Even if  
the residual seasonal eff ects are negligible at the individual series level, they 
can become nontrivial when aggregated across counties.

This paper develops a framework for seasonally adjusting a large panel 
of  data in which common and idiosyncratic seasonal variations coexist. 
We suggest complementing univariate seasonal adjustments with a second 
step that pools counties within a state to remove the within- year common 
seasonal variations, one year at a time. Our premise is that a good deal of 
the within- year variations are highly predictable ex ante. Hence, we treat 
within- year seasonal adjustment as a prediction problem. To fi nd the predic-
tion model of unknown functional form in the face of a large set of potential 
predictors, we use machine learning methods to perform estimation and 
variable selection. This bypasses the need to specify a single data- generating 
process, which is a diffi  cult task when the data are so highly heterogeneous. 
Though our approach is rather model- agnostic, the adjusted data are no lon-

1. With some abuse of terminology, holiday eff ects will also be treated as seasonal variations.
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ger dominated by seasonal eff ects so that insights about consumer behavior 
can be learned from analysis of demand systems.

In theory, Engel curves should be spanned by functions of  prices and 
income that are common across product groups. Traditional demand analy-
ses indirectly parameterize these latent processes by fl exible functions. Con-
sistent estimation of the underlying parameters is possible when T (the num-
ber of time periods) tend to infi nity with Ng (the number of product groups) 
fi xed. Given that Ng= 108 and T = 469 are reasonably large in our data, we 
can take advantage of results developed in large dimensional factor anal-
ysis to estimate the latent functions of prices and income directly. Big Data 
therefore provide a perspective of demand analysis that was not possible in 
the conventional small Ng large T setting.

Our demand analysis of the seasonally adjusted data leads to four conclu-
sions. First, the demand systems are well described by three common factors 
relating to the trend, level, and curvature of  Engel curves. Second, even 
though the data are primarily based on sales at grocery and mass merchan-
dise stores, there is surprisingly clear evidence of cyclical spending patterns. 
The cyclical components move closely with measures of consumer sentiment 
and consumer confi dence, indicating that the actions and “feelings” of con-
sumers are aligned. Third, an analysis of the loadings on the cyclical factor 
yields a “distribution” of recession sensitivity across product groups. The 
budget share of a FOOD- IN basket, which collects goods related to home 
production of food, tends to be strongly countercyclical, while that of  a 
LUXURY basket is procyclical, consistent with evidence from the monthly 
Consumer Price Index (CPI) weights. Fourth, recession sensitivity has a 
spatial dimension as cyclical changes in spending on the FOOD- IN basket 
are larger in metropolitan than rural areas. We use heatmaps to illustrate the 
changes in FOOD- IN as the economy moves through the business cycle. The 
data also reveal how consumers in the New York area adapted to changes in 
spending due to Hurricane Sandy. Overall, the business cycle information in 
the scanner data seems roughly consistent with the less granular offi  cial data. 
This is good news because it suggests that there is valuable higher- frequency 
information about consumer spending at the aggregate and local levels once 
the seasonal variations are removed. The proposed two- step procedure can 
be adapted to other panels so long as the variations to be removed are suf-
fi ciently pervasive for pooling to be eff ective.

The rest of the paper proceeds as follows. We begin in section 14.2 with a 
description of the data and highlight the presence of common seasonality. 
Section 14.3 discusses the challenges posed by cross- section dependence that 
seasonal adjustments must overcome. Section 14.4 presents our two- step 
approach and elaborates how the second step is formulated as a prediction 
problem. Section 14.5 analyzes the properties of the seasonally adjusted data 
and documents how the diff erent products and regions react to changing 
economic conditions. Section 14.6 concludes.
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14.2  The Data

The Nielsen Retail Scanner data are collected by the Nielsen marketing 
group and managed by the Kilts Center for Marketing at the University of 
Chicago. The data have over 1,000 products belonging to over 115 product 
groups (e.g., beer, wine, eggs) that can in turn be organized into 10 categories: 
dry groceries, frozen, dairy, deli meat, fresh food, nonfood, alcoholic bever-
age, general merchandise, health, and beauty. The data are heavily weighted 
toward groceries and mass- merchandise goods, with limited coverage of 
consumer durables. Specifi cally, the products cover over 3 million universal 
product codes (UPCs) collected from over 35,000 participating stores in 55 
MSAs (Metropolitan Statistical Areas) across the United States. Each store 
reports weekly data for every UPC code that had any sales volume during 
the week. Nielsen uses a Saturday week- ending label to identify the week in 
which the data are reported. We have information about the location of the 
retailer (but not the name), the units sold, and the volume weighted average 
of the product for that week. Following Nielsen’s documentation, a week’s 
total dollar sales is calculated as

sales =
price

prmult
units.

The movement fi les of  the database provide data for UNITS (the number of 
units sold), PRICE (the volume weighted average price of the product for the 
week), PRMULT (a price multiplier to indicate deals such as three for $1).

We analyze the total sales of products within a product group (hereafter 
simply referred to as “groups”). The sales data are constructed as follows. 
For each state, s, we fi rst compile a list of stores that report a sale in at least 
one of the 115 groups in each of the 469 weeks between Saturday, January 
7, 2006, and Saturday, December 27, 2014. Restricting attention to groups 
with data in every week reduces the number of groups from 115 to Ng = 108. 
This gives a balanced panel of stores. Throughout, we will use “county” to 
reference a specifi c geographic county (e.g., New York County, New York). 
We let s(i) denote the state containing county i.

The variables are indexed as shown in table 14.1.
Group by group, we construct a measure of  weekly total sales at the 

county level by aggregating over all stores located in each county within the 
compiled list. The variable of interest is log(salesgct), the log sales of group g 

Table 14.1 Index variables 

   County  Group  Week  Year  

Index 𝑐𝑐 𝑔𝑔 𝑡𝑡 𝜏𝜏
 Total  𝑁𝑁𝑐𝑐  𝑁𝑁𝑔𝑔 = 108  𝑇𝑇 = 469  𝑁𝑁yr = 9  

 EBSCOhost - printed on 2/8/2023 7:48 PM via . All use subject to https://www.ebsco.com/terms-of-use



Seasonal and Cyclical Sales in Weekly Scanner Data    407

in county c(s) in week t. Since a county is state- specifi c, the state index s will 
be suppressed when the context is clear. At each week t, the budget share of 
an arbitrary group g ∈[1, Ng ] is

sharegt
s = c(s) salesgc(s)t

s

g c(s) salesgc(s)t
s

=
sales of group g in state s at week t

total sales in state s at week t
.

Our base case analysis uses data from the four most populated states in 
the US: California (CA), Florida (FL), New York (NY), and Texas (TX). We 
also construct a measure of total sales, labeled FOUR, that aggregates sales 
over the four states. Our extended case adds states from the Midwest (Illi-
nois, Indiana, Iowa, Kansas, Michigan, Minnesota, Missouri, Nebraska, 
North Dakota, South Dakota, Ohio, Wisconsin), Mid- Atlantic (Delaware, 
Maryland, New Jersey, Pennsylvania, Virginia, and Washington DC), and 
Southwest (Arizona, Nevada, and New Mexico). This sample encompasses 
a total of 24 states (plus DC) covering about 70 percent of the population 
in the US with sales in 15,631 stores in 1,147 counties. Results that pool 
over all states in this extended dataset will be labeled SEVEN. The most 
comprehensive analysis groups the remaining states into MOUNTAIN, 
PACIFIC NORTHWEST, NEW ENGLAND, and SOUTH for a total of 
nine regions. The pooled results will be labeled ALL and cover 24,280 stores 
in 2,095 counties.

The 10 product groups with the largest sales in FOUR are listed in table 
14.2 below. The relative importance of  the groups is reasonably similar 
across states, with bread, beer, juice, carbonated beverages, medication, and 
snacks making the list in each of the four states.2

A more systematic analysis of the data requires a framework. We appeal 
to demand theory, which also forms the basis of price indexes and measures 

2. We work with shares instead of sales, which tend to have even stronger seasonal eff ects.

Table 14.2 Budget shares (%): Most- purchased product groups

CA: 𝑁𝑁𝑐𝑐 = 53 FL: 𝑁𝑁𝑐𝑐 = 58 NY: 𝑁𝑁𝑐𝑐 = 58 TX: 𝑁𝑁𝑐𝑐 = 161

Share Description   Share Description   Share Description   Share Description

3.4 bread 4.5 medications 4.2 medications 3.8 carbon. bev.
3.4 beer 4.3 tobacco 3.3 fresh produce 3.7 medications
3.3 juice 3.1 carbon. bev. 3.2 bread 3.4 snacks
3.2 wine 2.9 liquor 3.1 candy 3.0 bread
3.1 fresh produce 2.8 beer 2.9 snacks 2.8 tobacco
3.1 carbon. bev. 2.7 juice 2.8 juice 2.7 packaged meat
3.0 snacks 2.7 candy 2.6 tobacco 2.6 candy
2.8 packaged meat 2.5 snacks 2.6 beer 2.6 fresh produce
2.7 salad dressing 2.3 milk 2.4 carbon. bev. 2.6 juice
2.7  medication   2.3  bread   2.3  milk   2.5  beer
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of cost of living. A (product group based) demand system expresses Ng bud-
get shares in terms of r functions of prices p = ( p1,. . ., pNg

) , and income Y. 
Hence, we may write shareg

s = k=1
r

gk
s (log p)Fk

s(log p,logY ). Importantly, 
the functions F = (F1, …, Fr) are common across groups. The adding- up 
constraint requires that F1

s is a constant.3 The value r is the dimension of 
the space spanned by Engel curves and is known in the literature as the 
rank of a demand system. A rank- one system occurs when budget shares 
are independent of the level of income, in which case all income elastici-
ties equal one. Rank- two demand systems are linear in log prices but not 
in log income. Examples include the translog and the linear expenditure 
system. Many rank- two systems belong to the PIGLOG class discussed in 
Muellbauer (1975). Quadratic Engel curves can be rank two or rank three. 
Gorman (1981) shows that exactly aggregable demand systems must have 
rank no larger than three.

Product- based demand systems were commonly estimated in the 1970s 
and 1980s to obtain price elasticities and to understand substitutability 
across products until characteristic- based demand systems became popu-
lar. A demand analysis typically proceeds by using fl exible functions to 
approximate the expenditure function. Imposing the axioms of  demand 
theory then allows the shares or sales to be expressed as linear functions 
of  prices, income, and a theoretical price index, say P. Under two- stage 
budgeting, income can be replaced by total expenditure on the Ng groups. 
In empirical work, a proxy variable P* that can be constructed prior to 
estimation is often used to bypass the cross- equation restrictions imposed 
by the ideal price index P. For example, the Almost Ideal Demand System 
(AIDS) of Deaton and Muellbauer (1980) uses Stone’s price index defi ned 
by logPt* = g=1

Ng sharegt log(pgt). Given data for Ng shares and prices, the 
AIDS regression model is

sharegt
s = 0g

s +
j=1

Ng

jg
s log pgt

s + g
s log(Yt

s /Pt
s*) + egt

s , t = 1,. . .,T.

The term eg
s can be due to measurement error or anything that shifts spend-

ing for reasons other than changes in prices and income, such as omitted time 
variation in preferences. In cross- section analysis, T would be the number of 
households whose spending patterns are recorded. In time series analysis, 
T would be the number of observations on aggregate spending over long 
periods of time. With panel data, the same household may be observed more 
than once. Using data with Ng small and T large, the rank of demand systems 
is typically estimated to be two or three, and at most four.4

We are interested in analyzing all product groups in the Nielsen data 
available, which is well over 100 in number, not fi ve or six. A large Ng may 

3. For a discussion on the rank of demand systems, see Lewbel (1991).
4. See, for example, Lewbel (1997, 2003); Banks, Blundell, and Lewbel (1997).
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appear to hinder analysis at fi rst glance because the number of parameters 
in a demand system is quadratic in Ng. But because Ng and T are both large, 
we may deviate from traditional demand analysis and let the shares data 
identify the space spanned by the latent functions and its dimensionality 
without directly using data on prices or of P*, or make approximations of 
the expenditure function. To do so, consider the factor representation 
of the budget shares:

share gt
s = g

s Ft
s + egt

s ,

where Ft
s is a r × 1 vector of latent factors and g

s  is the corresponding vec-
tor of factor loadings. Appealing to theoretical results in the literature for 
large dimensional factor analysis, we estimate the factors and the loadings 
by applying the method of principal components to the shares data alone. 
For a survey of the literature, see Bai and Ng (2008).

In implementation, we take a three- week rolling average of budget shares 
to smooth out the variations due to temporary promotional sales. Principal 
components are then estimated from the standardized data.5 In s= (NY, 
TX, and FOUR), the largest factor F̂1

s explains over 0.9 of the variations 
of PACKAGED- MILK. As eggnog is one of the products in the group, we 
may think of F̂1

s as a Christmas factor. Other product groups also exhibit 
recurring patterns toward the end of the year. In California, for example, 
the share of juice takes a big dip in week 51, while in Florida, the share of 
haircare products bottoms around week 51.

Figure 14.1 plots the fi rst four factors from the pooled data FOUR. The 
factors are only identifi ed up to sign, so they are plotted to be procyclical. 
Recalling that the factors are mutually orthogonal by construction, fi gure 
14.1 indicates the presence of a multitude of seasonal eff ects. Though all 
four factors have spikes around week 48, the exact week of the spike is dif-
ferent over years and across factors. Indeed, the spectrum of these factors 
peaks around but not exactly at the seasonal frequency of (2πj / 52)208j for 
j ≥ 1. Though the fi rst two factors are strongly periodic, F̂3 and F̂4 appear 
somewhat cyclical. Evidently, cyclical and seasonal common factors coexist.

The criterion of Bai and Ng (2019)6 fi nds fi ve factors in CA, FL, NY, four 
factors in TX, and fi ve factors in FOUR. In all cases, the fi rst factor explains 
about one third of the variations in the data, the fi rst two factors together 
explain just under 60 percent, while four factors explain around 75 percent 
of the variations in budget shares. Taking into account that we demeaned 
the data before estimation by principal components, the actual rank is one 

5. Since our data are demeaned, the constant factor is controlled for prior to estimation.
6. The criterion is defi ned as r s = mink=0, …,rmaxlog (1 – j =1

k ( j
s – )+2) + k ∙ penalty (N, T ), 

where penalty (N, T ) = (N + T ) /NT log [NT / (N + T )] and σj is the j- largest eigenvalue in a T × 
N panel Z = X / NT , where X is the given panel of standardized budget shares. A regularization 
parameter of γ = 0.05 is used to penalize common variations due to outliers. The maximum 
number of factors is set to 10.
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larger than reported above, making the rank of the demand systems in the 
Nielsen data about twice as large as the estimates typically reported in the 
literature. In the next section, we show that this fi nding can be attributed 
to seasonality.

14.3  Seasonality and Cross- Section Dependence

Consumer theory suggests that it is desirable to smooth consumption over 
time. But in reality, spending is uneven over the course of a year. It tends 
to be concentrated around holidays, special events, and toward the last six 
weeks of  the year. In addition to eggnog sales that peak around Christ-
mas, sales of  stationery and school supplies peak around week 36. Sales 
of “cough and cold” products are higher during the winter months, while 
ice- cream sales are higher in the summer months. Flower sales are higher 
around Valentine’s Day and Mother’s Day than the rest of the year. Beer 
sales tend to be highest around July 4th, while wine sales are higher around 
Thanksgiving and Christmas. The point to highlight is that such seasonal 
sales tend to recur every year, though not necessarily on the same day or even 

Fig. 14.1 Factors estimated from raw shares: FOUR states
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the same week. Furthermore, for many of the product groups, the seasonal 
pattern is similar irrespective of location.

The challenge that seasonality poses for factor analysis is that principal 
components can identify pervasive variations but are blind to the source of 
pervasiveness. Hence in the presence of strong common seasonality across 
product groups, the dominant principal components can be unrelated to 
cyclical economic conditions. This being the case in our data, a natural 
approach would be to seasonally adjust each series prior to demand esti-
mation. A variety of  univariate methods are available to de- seasonalize 
monthly and quarterly data, the most notable being X13ARIMA- SEATS 
and TRAMO- SEATS. However, these methods do not seem appropriate 
for data with the three V features. For one thing, although we have 469 
weekly observations, they only span nine years, meaning that we only have 
nine data points from a seasonal perspective. Time series seasonal adjust-
ment methods typically assume that we have a large number of observations 
at the seasonal frequency of interest. Even if  an ideal seasonal fi lter were 
available, fi nite sample bias is unavoidable because the span of our data is 
reasonably short.

Weekly data pose an additional challenge because weekly variations are 
not exactly periodic. For example, Thanksgiving and Christmas do not 
always fall on the same numbered week of the year, and July 4th is sometimes 
in week 26 and sometimes 27. This is a consequence of the fact that we are 
on a Gregorian calendar. We cannot “diff erence away” the seasonal eff ects 
like we could with monthly and quarterly data. Week- of- year and day- of- 
year diff erencing mitigate the problem to some extent, but it cannot capture 
events that occur on diff erent days of the year, the most diffi  cult to handle 
being Easter. In our sample, Easter was as late as April 24 in 2011, and as 
early as March 23 in 2008. Further complicating the problem is that these 
events have diff erential impact depending on the product in question and 
location of the sale. A “one size fi ts all” seasonal fi lter is unlikely to ever exist.

The literature for adjusting weekly data is quite sparse. Notable excep-
tions are the fully parametric state- space analysis of  Harvey, Koopman, 
and Riana (1997) and the nonparametric approach of Pierce, Grupe, and 
Cleveland (1984), Cleveland and Scott (2007), and Cleveland, Evans, and 
Scott (2014). Structural time series modeling requires careful specifi cation 
of the model for the series under investigation. The nonparametric approach 
is to approximate the seasonal component by basis functions such as trigo-
nometric series. Cleveland, Evans, and Scott (2014) suggest to control for 
weekly eff ects, holiday eff ects, and outliers using locally weighted regressions 
and apply the method to unemployment income claims and steel production 
data. But our data have several features that are distinct from these series.

First, the Nielsen sales data tend to be “spiky.” For many groups, the 
spikes only occur once per year, usually around Black Friday. For other 
series, the spikes can be observed a few times a year and can be attributed 
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to temporary sales. Spikes are problematic because they tend not to be well 
approximated by nonparametric regressions that are smooth by design. As 
noted above, we use a three- week rolling average of  the data in demand 
estimation, but this may not be enough to annihilate the problem. Second, 
some variations do not repeat over the course of  the year. Instead, they 
repeat in reference to a date t’s position within the month. As an example, 
consider sales increases around food stamp distributions, or end- of- month 
price changes. Strictly periodic functions based on fi xed positions within the 
year may be too restrictive for these variations.

A third characteristic of  our data is the volume. We have not one, but 
a large number of  heterogeneous and short time series that need to be 
adjusted. It seems unrealistic to expect any statistical procedure to be able 
to completely de- seasonalize every series in the panel.

The possibility that a conventionally adjusted series will likely have some 
residual seasonality has implications for any analysis that involves aggrega-
tion of the individually adjusted series. Consider an arbitrary variable Z that 
has a seasonal and a nonseasonal component:

Zgct = Zgct
nseas + Zgct

seas .

In our case, Zgct is normalized sales of product group g in county c at t. Let 
Ẑgct

seas be some T  consistent univariate estimate of the seasonal component 
of Zgct. The seasonal adjustment error can be decomposed into a term êgct

seas 
that is uncorrelated across counties c, and a term ˆgct that is correlated across 
c; namely,

Ẑgct
seas Zgct

seas = ˆ
gct
seas + êgct

seas .

Aggregating the data over counties, we have

Ẑgt
nseas =

c=1

Nc

Zgct
nseas +

c=1

Nc
ˆ

gct
seas +

c=1

Nc

êgct
seas .

While c=1
Nc êgct

seas tends to zero as Nc , the sum of ˆ
gct
seas over c may not be 

mean zero. Chamberlain (1984) pointed out that Euler equation errors that 
are mean zero over time need not be mean zero in the cross- section dimen-
sion if  the units face common shocks. For a similar reason, the seasonal 
variations left over from an imperfect univariate adjustment can survive 
aggregation in the presence of common seasonality. This is relevant because 
we aggregate over counties to obtain total sales for the product group in the 
state. Since sales in neighboring counties will likely have similar seasonal 
patterns, aggregation will likely preserve the common seasonal component. 
Univariate seasonal adjustments yield group- level sales data that may be 
better characterized by a model with two distinct types of common factors, 
seasonal and nonseasonal. Figure 14.1 suggests that the seasonal factors 
dominate.

This is also consistent with the fi nding in Ng (2017) that the principal 
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components of budget shares constructed from data adjusted from the bot-
tom up continue to exhibit seasonal variations.

14.4  Seasonal Adjustment as a Prediction Problem

Aggregation of the seasonally adjusted data will not, in general, be the 
same as seasonal adjustment of the aggregate data. If  we are only interested 
in the aggregate series, direct seasonal adjustment of the aggregate series 
might well be the simplest approach. But when the county-  and group- level 
seasonally adjusted information are both of interest, as is the case here, there 
is no choice but to perform seasonal adjustment from the bottom up, one 
(county, group) pair at a time. But the foregoing discussion suggests that 
existing fi lters will likely leave residual seasonal variations in the adjusted 
data. Our proposed approach is to complement the univariate adjustments 
with an additional step to “mob up” the residual seasonality prior to aggre-
gate analysis.

To motivate our approach, note fi rst that if  there is commonality in sea-
sonal patterns, it would seem ineffi  cient to seasonally adjust each series in 
isolation. Seasonality is in fact a common feature in the sense of Engle and 
Kozicki (1993), but there is little work in this dimension. Geweke (1978) 
suggests that a multivariate adjustment might dominate a univariate adjust-
ment in a mean- squared error sense, but the population analysis assumes 
that the model is correctly specifi ed and abstracts from model and sampling 
uncertainty. McElroy (2017) considers a multivariate procedure in a large 
T, small Ng setting. Fok, Franses, and Paap (2007) consider a large T, large 
Ng panel of data and use a hierarchical Bayes method to avoid the prolifera-
tion of dummy variables needed to control for seasonal fi xed eff ects. Like 
Fok, Franses, and Paap (2007), we also pool information across counties 
and over time. But instead of treating all dummy predictors as relevant, we 
train machine learning algorithms to determine which ones to use, and how 
they are to be used. In other words, we treat a large Ng as a big data blessing. 
Furthermore, we pool the data across counties and perform adjustment year 
by year while allowing the prediction model to diff er every year.

14.4.1  A Two- Step Panel Approach

In time series analysis, seasonal variations are those that recur with sea-
sonal periodicities. For example, monthly variations are those that recur 
every twelve months. However, as discussed above, weekly variations are 
not strictly periodic. This motivates us to use a defi nition of seasonality that 
does not depend on periodicity.

Recall that for each state s, we have county- level data over 469 weeks, 
and group- level sales is the sum over sales in the counties. Our maintained 
assumption is that sales in the same group g collected in diff erent counties c 
share common seasonal patterns over the course of a year. In other words, 
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two neighboring counties share seasonal patterns even if  one county has 
10 times as many sales as the other. As some counties are much larger than 
others, we demean the data year by year to remove the size eff ect. We further 
standardize the data to ensure scale independence across years and loca-
tions. Normalized sales within each year and each county are defi ned as:

ygct =
log(Zgct) pc

gc

, = yr(t),

where μpcτ denotes the mean of log sales of group g in county c over the year 
τ containing week t, and μpcτ is the corresponding standard deviation. The 
within- year normalization isolates within- year seasonal patterns while pre-
serving long- term trends in aggregate sales and volatility, which the econo-
metrician can model separately. The normalization also allows us to pool 
observations across counties in subsequent estimation. Pooling county- level 
data compensates for the relatively short time span of data for each county.

Next, we posit that ygct has three components: a group- specifi c seasonal 
component, a common seasonal component, and a cyclical component:

ygct = (countyspecificseasonalsales) + (commonseasonalsales)

+ (non seasonalsales)

= dgct + qgct + ugct.

In this decomposition, the seasonal component of sales is dgct + qgct. The goal 
is to extract ugct when only ygct is observed. An overview of the estimation 
methodology is as follows:

Step 1: Estimation of dgct : For each (g, c) pair, perform time series estima-
tion of

ygct = gc
0 + Fouriergct( gc, gc) + gct ,

where using strictly periodic predictors δtj = 2πj(dayofyeart /daysinyear) and 
mtj = 2πj(Dayofmontht / daysinmount),

Fouriergct =
j=1

pd

1,gcj sin( tj) + 2,gcj cos( tj) +
j=1

pm

1,gcj sin(mtj)

+ 2,gcj cos(mtj).

The regression only includes an intercept and will preserve any trends in sales 
that might be in the data. Hereafter, we will refer to step 1 as the Fourier 
regression.

We use a simple Fourier regression to fi t the seasonal variations at the (g, c) 
level in step 1 because least squares regression is simple to implement, espe-
cially when the predictors are the same across (g, c) pairs. Furthermore, there 
is a history in using Fourier regressions to fi rst remove deterministic weekly 
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seasonality, followed by ARMA modeling or local regressions to remove the 
stochastic seasonality one series at a time. But this approach is not practical 
when the number of series to fi t is large. We use machine learning methods 
in the second step, and we pool information in the spatial dimension.7

Step 2: Estimation of qgct from ˆgct : Let ˆ gct = qgct + ugct be the least squares 
residuals from step 1. Because this step is based on estimation of a smooth 
regression, these residuals will have spikes and can be cross- sectionally cor-
related. To proceed, we assume that (i) dgct and qgct are partially predictable 
over the course of a year, and (ii) qgct has variations that are common across 
counties. This allows us to exploit cross- section dependence among coun-
ties to remove the within- year seasonal variation. In a nutshell, we pool 
information across counties to predict the common seasonal component 
qgct using a large number of predictors, which are mostly dummy variables. 
To alleviate the problem of overfi tting, we use machine learning algorithms 
to pick out the most important predictors, leaving the functional form of 
the model unspecifi ed. Details will be explained in the next subsection.

To complete the seasonal adjustment, let q̂gct be the prediction of the com-
mon seasonality in ˆ gct obtained from step 2. From these, we can obtain ûgct , 
an estimate of ugct. A seasonally adjusted value of log sales is obtained by 
plugging the estimated residual ûgct into

(1) ygct
sa ûgct g + g .

The log seasonally adjusted series has the intuitive interpretation of being 
the unpredictable part of the series’ variation around its overall mean for the 
year. An estimate of seasonally adjusted sales is exp(ygct

sa + adjgc) where adjgc 
= σgτ / 2 is a Jensen’s inequality adjustment for going from log- levels to levels.

An optional step that we use in the application is to let the relative impor-
tance of q̂gct and d̂gct vary across products, using the method of least squares 
to determine the weights of the two predictable components on ygct:

(2) ygct = g0 + g1 d̂gct + g2 q̂gct + ugct .

Inserting ûgct into (1) and inverting gives an alternative estimate of  log- 
adjusted sales. We now elaborate on step 2.

14.4.1.1  Predictors ℤgct

Regardless of the method used in step 1, we are limited to nine seasonal 
observations for both training and validation, so the seasonal adjustment is 
likely imperfect. To more thoroughly remove the seasonal eff ects, we need 
to fi rst understand the nature of the seasonal variations in the data. Con-

7. Cleveland and Devlin (1980) suggest using the spectrum to detect preidentifi ed calendar 
and holiday eff ects in monthly data. For use of Fourier regressions in seasonal adjustment of 
weekly data, see Pierce, Grupe, and Cleveland (1984), Cleveland and Scott (2007), and Cleve-
land, Evans, and Scott (2014).
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sider the event Cinco de Mayo. It occurs on a fi xed calendar date, and so is 
not strictly periodic with respect to the weeks within a year. The seasonal 
eff ects of Cinco de Mayo may be more important for counties with a higher 
Hispanic population. Another example is the event of Thanksgiving, which 
is always on the fourth Thursday in November and is celebrated across the 
country. The day in the year on which Thanksgiving falls shifts over time.

We need a fl exible methodology to capture not just the week of the year 
and location eff ects, but also the day- of- the- year eff ects. The last consider-
ation may seem surprising because our data are weekly. But a major chal-
lenge is precisely that many of our seasonal events occur at diff erent days of 
the year that cannot be parametrically modeled. With this in mind, we con-
sider date-  and week- specifi c dummies as well as demographic and spatial 
predictors collected into ℤgct. These are defi ned as follows: let startt denote 
the date on which week t starts, and endt denote the date on which week t 
ends.

A.  Date- specifi c predictors: a dummy variable for each potential calendar 
date (MM- DD) which is 1 if  that date is contained in [startt, endt] and 
0 otherwise. As an example, if  t = Feb 4, 2006, the date- specifi c predic-
tors ℤgct

A  is as follows:

01/01 ⋯ 01/29 ⋯ 02/04 ⋯ 12/31
0 ⋯ 1 ⋯ 1 ⋯ 0

B.  Week specifi c predictors.
(i)  startt and endt’s positions within the year (out of 366)
(ii)  startt and endt’s position within the months (out of 31)
(iii)  startt’s position within the month containing endt (this will be a 

negative number, and diff er from the previous column, if  and only 
if  the week ending on t crosses two diff erent months)

(iv)  A dummy variable that is 1 if  Easter is in the week ending on t, 
and 0 otherwise

(v)  A dummy variable encoding the month in which endt falls
For example, for t = Feb 4, 2006, the week - based predictors Zgct

B  
will be

(i) (i) (ii) (ii) (iii) (iv) (v) Jan (v) Feb ⋯ (v) Dec
28 34 29 4 –2 0 0 1 ⋯ 0

C.  Demographic predictors depend only on county c. These variables are 
drawn from the 2013 American Community Survey, and held constant 
across time:
(i)  the percentage of the county that is Black, Hispanic, White, and 

Asian
(ii)  the percentage of the county on SNAP, in poverty, and median 

household income
(iii)  the percentage of the county c over 60 and under 18
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(iv)  Centroid latitude, and centroid longitude for the county
(v)  NOAA’s 30- year estimates of average rainfall and temperature for 

county c during the week of t (which depend on c and t)

The predictors in list A are day- of- the- year dummies. As distinct from list 
A, the predictors in list B capture the Gregorian calendar eff ects at the week 
level. For example, some months have four Saturdays but other months may 
have fi ve; a week may begin in one month and end in the other. The inter-
action of the three sets of predictors generates as many as 400 potentially 
relevant predictors. Ex- post, the 366 date- based predictors are the most 
important. Results will be reported treating these predictors as the base case.

14.4.1.2  The Prediction Model

Generically denote data with N cases by D = Y,Z( ) where Y is the response 
variable and Z is a set of observed predictors. To make predictions for all 
weeks in year τ, we partition D into D = (D1 ,D2 ) where D1  collects data for 
all weeks t yr( ), and D2  collects all data not in year . The N1  cases in D1  
will be used for training, and the N2  cases in D2  will be used for validation, 
with N = N1  + N2 . The goal is prediction of points z* in D2 .

Since we are interested in predicting the common seasonal variations in 
the composite error that emerges from the Fourier regression in step 1, the 
mapping into D notation is

D = ({ˆ gct},{Zgct}) = (ˆ g
s ,Zg

s ), t : yr(t) =

D1 = ({ˆ gct},{Zgct}) = (ˆ g
s ,Zg

s ), t : yr(t) ,

where ˆ gt
s  is a stacked vector of ˆ gct for all c in state s, and Zg

s  is similarly 
defi ned. In words, the training data D1  consist of observations for all coun-
ties in state s over all 469 weeks, less those weeks in year τ (which is 52 except 
in a leap year). Thus, the training data are indexed by the triplet (g, s, τ).

State by state, we train algorithms to fi t a prediction model for each prod-
uct group in each of the nine years. Thus, for each state the exercise involves 
training Ng × Nyr models. For a given predictor set Z, we use training data D1 
to estimate several models:

1. Linear panel model using all predictors by POOLED OLS.
2. Linear panel model using LARS- type methods to perform variable 

selection.
3. Regression trees using RANDOM FOREST- type methods to deter-

mine the tree size.

We have close to 400 potential predictors, but we also have (469 – 52) weeks 
of data for each county. Though a pooled least- squares regression that uses 
all predictors (method 1) is possible, it will unlikely be effi  cient. Hence, we 
consider two machine learning procedures.
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Introduced in Efron et al. (2004), the least angle regression estimator 
LARS is a functional gradient descent method that repeatedly fi ts a model 
to the residuals of the previous step. LASSO, forward stagewise regressions, 
and boosting can be obtained as special cases of LARS. Under the boost-
ing view, each model (also known as learner) is individually weak but is 
“boosted” to produce a strong learner via averaging. Averaging in this case 
reduces bias. Our implementation of LARS- type methods is actually based 
on LASSO because it requires fewer choices of tuning parameters. The base 
learner is thus a linear model rather than a regression tree. The LARS per-
spective helps understand the diff erence with random forests.

The random forest (RF), attributable to Breiman (2001), is an ensemble 
method that builds a prediction from a collection of regression trees. Each 
tree is fi tted to a randomly selected subset of predictors in a bootstrapped 
sample. Like LARS- type estimators, the fi nal model is also an average over 
trees. But unlike LARS, these trees are built either separately or in parallel 
rather than sequentially. Regression trees can uncover complex relations and 
are strong learners, but they tend to have high variance. Averaging in the 
case of random forests reduces the variance of models that have low bias. 
One advantage of regression trees over nonparametric regressions is that the 
smoothness condition on the regression function can be relaxed. Random 
forest is an extension of BAGGING, which averages over trees grown on 
bootstrapped samples using all predictors.

The prediction provided by LARS or random forest is implicitly formed 
by averaging over the predictions of models that use only a subset of avail-
able predictors. Hence, they are more resistant to overfi tting. Though these 
methods have been widely applied to i.i.d data, applications to time series 
data are more limited. Success of these algorithms in the present setting is 
very much an empirical matter. Of the three methods, the random forest is 
the most fl exible because it does not impose linearity or smoothness. We 
use it as a benchmark in the discussion of results. We implement random 
forests using the R package RANGER with default parameter settings.8 
We fi nd that the LARS- type methods do not uncover sparse models as our 
trained estimators have nonzero loadings on over 80 percent of the included 
variables, with worse performance than the random forest. By contrast, 
variable- importance tests for the random forest show that a small number 
of predictors (mostly having to do with a week’s position within the year) 
are being used in highly nonlinear ways. This suggests that the underlying 
seasonal process is highly nonlinear, and a better fi t for the random forest 
algorithm than the LARS algorithm.

8. The default size of forest is ntree = 500 trees, and the default value of mtry (the number 
of independent variables considered for each split) is the square root of the total number of 
independent variables. The min node size parameter, which controls the depth of each tree 
grown, is set to 5 by default. It is possible that fi ne- tuning the parameters can yield improved 
results.
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14.5  The Seasonally Adjusted Data

The crux of our two- step procedure is to fi rst remove deterministic sea-
sonal eff ects using univariate Fourier regressions, and then exploit cross- 
section dependence to remove the residual common seasonal/holiday eff ects. 
Once this is accomplished, the seasonally adjusted budget shares can be 
computed as the ratio of seasonally adjusted sales for the group to total 
adjusted sales summed across groups. The largest diff erences between the 
unadjusted and adjusted shares are in groups like fl oral, insecticides, can-
ning, ice, fragrances, toys, stationery, and candies. These results make sense 
because eff ects due to seasonal holiday events are precisely what we want 
to remove.

Table 14.3 uses two products to contrast the seasonal patterns in the raw 
and adjusted data. Consider fi rst beer sales, which tend to be higher in the 
summer and peak around July 4th. In 2009, July 4th (week 183) fell on a Sat-
urday when the Nielsen data were collected. As July 4th is a common event, 
high beer sales likely occurred across counties. Our step 2 should smooth 
out this holiday eff ect. As shown at the top of table 14.3, the adjusted data 
are indeed smoother and exhibit a smaller spike than the raw data. Take the 
case of New York as an example. The share of beer computed from the raw 
data is 3.8 for the week ending July 4 but is 2.4 for the week ending Febru-
ary 7. The adjusted data exhibit smaller diff erences, being 2.5 and 2.7 for 
the two weeks in question. Beer sales nonetheless spike each winter around 
the fi rst week of February because of the Superbowl. This is illustrated for 
2009, when the Superbowl took place on Sunday, February 1. The adjusted 
shares are smoother within and between months.

It is also important that the second step adjustment does not remove 

Table 14.3 Eff ects of seasonal adjustment on selected series’ share (%)

Adjusted data Raw data

Week Ending CA  FL  NY  TX  CA  FL  NY  TX

The 2009 July 4th eff ect on beer spending
June 27 3.5 2.9 2.5 2.6 4.1 3.3 3.2 3.0
July 4 3.5 2.8 2.5 2.7 4.9 3.2 3.8 3.6
July 11 3.2 2.8 2.4 2.2 3.8 3.5 3.3 2.8

The 2009 Superbowl eff ect on beer spending
Jan 31 3.3 2.6 2.6 2.5 3.3 2.4 2.2 2.1
Feb 7 3.7 2.7 2.7 2.6 3.3 2.7 2.4 2.3
Feb 14 3.0 2.5 2.3 2.3 2.5 2.2 1.9 1.9

The April 1, 2009 cigarette tax hike
April 4 1.2 4.4 2.7 3.2 1.2 4.8 2.6 3.2
April 11 1.1 4.1 2.4 2.7 1.0 4.1 2.3 2.7
April 18  1.3  4.4  2.8  3.3  1.3  4.3  2.8  3.3
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spikes and variations that are nonseasonal. To check this, we consider the 
62- cent federal tax hike on cigarettes on April 1, 2009, which corresponds 
to week 171 in our data. Recall that the data for 2009 are adjusted using 
training data for all years except 2009. Since the tax hike is a one- time event, 
nothing in the training data should predict the tax hike specifi c to 2009. The 
bottom panel of table 14.3 reports the share of tobacco for the week before, 
during, and after the tax hike. According to the raw data, the tax hike led to 
a temporary decline in sales and hence in the budget share of tobacco. The 
seasonal adjustment preserves this feature. In results not reported, we fi nd 
that as in the raw data, the average share of tobacco is generally higher in 
the 170 weeks after the tax hike than the 170 weeks before the tax hike, sug-
gesting that the tax did little to discourage cigarette consumption.

The premise of our analysis is that the residuals from the univariate Fou-
rier regressions in step 1 have comovements that are predictable. To evaluate 
the incremental predictive power provided by diff erent adjustment meth-
ods, we consider the R2 corresponding to (2), which is a regression of log 
sales ygct on the two estimated seasonal components: d̂gct and q̂gct. Table 14.4 
summarizes the distribution of R2 over all groups and states. A little over 
50 percent of the variations in log sales are seasonal and predictable. The 
degree of predictability varies across groups, ranging from 14 percent to over 
90 percent. Notably, step 2 improves upon the univariate Fourier regressions 
implemented in step 1 alone. The highest and lowest quantiles of the R2 do 
not depend on the procedure. This suggests that the improvements apply not 
to a few groups with extreme seasonality, but to a large number of groups.

Figure 14.2 illustrates the diff erence between using step 1 alone and the 
two- step procedure by plotting the R2 of random forest results against those 
based on the Fourier method. If  the random forest estimator provides rela-
tively little additional information, the optional step regression after step 2 
will push λg toward zero. In such cases, the R2 values will be bunched along 
the 45- degree line. Figure 14.2 indicates such groups do exist. However, 
many other groups have values in the scatterplot located above the 45- degree 

Table 14.4 Importance of the seasonal component

Average of R2 in equation (2)

Sample  Method  Mean  Median  Max  q75  q25  Min

FOUR Fourier 0.52 0.53 0.95 0.63 0.40 0.14
RF 0.58 0.59 0.95 0.70 0.44 0.14

SEVEN Fourier 0.52 0.51 0.95 0.62 0.40 0.14
RF 0.57 0.57 0.95 0.70 0.44 0.14

ALL Fourier 0.53 0.52 0.96 0.63 0.41 0.14
  RF  0.57  0.57  0.96  0.70  0.44  0.14
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line. For some of these groups, the improvement in fi t from adding the panel 
data step is quite signifi cant. A quarter of  groups see increases in R2 of 
13 percent or greater.

At face value, it may seem that the improvement of  a few percentage 
points in predictability over the univariate Fourier regression is trivial. How-
ever, the adjusted data have far fewer spikes than those adjusted using the 
Fourier regressions alone. This diff erence has direct implications for demand 
estimation.

Fig. 14.2 Incremental predictive power of random forests
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14.5.1  The Factor Estimates

A main fi nding in the demand analysis of the raw data is that the fi rst 
few factors exhibit strong seasonal patterns. We now explore features of the 
common factors obtained from the fi rst step alone, and from the two- step 
procedure. We fi nd four factors in the data adjusted by the Fourier step 
alone. The fi rst two factors explain over 68 percent of the variation in the 
data and consist of  a trend and a cyclical component. However, factors 
three and four remain spiky and quasiperiodic, indicating that the Fourier 
regressions by themselves leave nontrivial seasonal variations unexplained. 
In contrast, we fi nd either three or four factors depending on the state in 
the shares data adjusted by our two- step procedure, whether it is based on 
LASSO or RANDOM FOREST. Compared to factors estimated from no 
adjustment and step 1 alone, the most notable diff erence is the absence of 
large spikes.

Figure 14.3 plots the three factors in FOUR using data adjusted by ran-
dom forests. These factors, denoted F̂RF, are to be distinguished from the 
ones estimated from the unadjusted data, now denoted F̂NSA . Though not 
immediately evident, F̂2,RF is strongly correlated with F̂4,NSA. A regression of 

Fig. 14.3 Factors estimated from seasonally adjusted shares: FOUR states
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F̂4,NSA on F̂2,RF yields an R2 of 0.6. The largest residuals of that regression are 
precisely spikes between weeks 46 and 50, indicating that step 2 is picking 
up the spikes not accounted for in step 1.

The fi rst three factors together explain about 80 percent of the variations 
of the adjusted shares, with F̂1,RF explaining 56 percent, and F̂2,RF explaining 
15 percent. As can be seen from fi gure 14.3, F̂1,RF has a trend component. 
An investigation into the factor loadings fi nds that F̂1,RF always loads heavily 
on books and magazines, ethnic hair treatment, and photographic supplies. 
These product groups appear to have experienced secular trends during our 
sample.

Even though the Nielsen data are concentrated on grocery store sales with 
few consumer durables that are traditionally known to be cyclical, F̂2,RF is 
visually cyclical and warrants further investigation. We use two measures 
of consumer confi dence as benchmarks of cyclicality: the Rasmussen RCCI 
index and the Bloomberg index of consumer confi dence. The former is a 
daily national survey collected by the Rasmussen group that tracks 1,500 
consumers concerning their confi dence, expectations, and sentiment about 
the US economy. The latter started as the ABC News consumer comfort 
index and has been under the control of the Bloomberg Corporation since 
2011. Figure 14.4 plots F̂2,RF (thick solid line), RCCI (thin solid line), along 
with BLOOMBERG (dotted line). It is evident that spending moves posi-

Fig. 14.4 The level factor: F̂2,RF
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tively with consumer sentiment. These confi dence measures have absolute 
correlation with F̂2,RF of  about 0.8. In this regard, consumers’ actions are 
aligned with how they feel. Because our data cover a very large sample of 
stores, which is distinct from the much smaller set of consumers surveyed 
by Bloomberg and Rasmussen, we are able to correlate beliefs with purchas-
ing actions without worrying about the confounding infl uence of “mere- 
measurement” eff ects studied in Morwitz and Fitzsimons (2004), by which 
asking consumers about their beliefs might aff ect their ensuing purchasing 
decisions.

Turning now to F̂3,RF , it takes a big dip in the week ending March 22, 2008. 
As a point of reference, JP Morgan purchased Bear Stearns on March 17, 
2008. Furthermore, oil prices spiked up to nearly $110 per barrel a few 
days earlier. Upon examination, the factor is actually highly correlated with 
the 52- week change in consumer confi dence. Figure 14.5 plots F̂3,RF esti-
mated using data for four states along with the 52- week change in RCCI 
and BLOOMBERG. Their correlation with F̂3,RF are 0.74 and 0.68, respec-
tively. If  F̂2,RF indicates the level of economic activity, F̂3,RF indicates direc-
tion of change. We may think of the three factors in the seasonally adjusted 
demand system as characterizing the trend, level, and curvature of Engel 
curves. These estimates of the latent functions are interesting in their own 

Fig. 14.5 The curvature factor: F̂3,RF
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right because the classical estimation of demand system cannot consistently 
estimate the latent functions of prices and income.

It remains to check how our aggregate weekly adjusted sales data compare 
to the offi  cial monthly retail sales. The US Census Bureau releases both the 
raw and seasonally adjusted data for retail sales each month.9 To compare 
with our weekly series, we interpolate values for the weeks in a month to the 
offi  cially released sales for the month. Figure 14.6 plots both series along 
with F̂2,RF. The top panel shows that our F̂2,RF has a correlation of 0.65 with 
the offi  cially adjusted series. The bottom panel plots the 52- week change in 
the series. The correlation of the adjusted series is 0.74. The most notable 
diff erence is seen around the 2008 fi nancial crisis, during which the F̂2,RF 
shows a steeper decline than the offi  cial data. But the weekly series gener-
ally tracks the monthly series reasonably well. Some discrepancy is to be 
expected because our weekly data do not cleanly line up with the monthly 
calendar.

The results so far have focused on four states: CA, FL, NY, TX. How-

9. The series are RETAILSMNSA and RETAILSMSA in FRED.

Fig. 14.6 Comparison with monthly retail series
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ever, similar results are obtained in an extended analysis that groups addi-
tional states into three regions: the Midwest (IL, IN, MI, OH, WI), the 
Mid- Atlantic (DC, DE, MD, VA), and the Southwest (AZ, NM, NV). In 
each of  the three regions, F̂1 is a trend, F̂2 is correlated with the level of 
consumer confi dence, while F̂3 is correlated with the 52- week change in con-
sumer confi dence. Not surprisingly, pooling data for the four states and three 
regions also gives three factors with very similar properties. Hereafter, we use 
the extended data when appropriate. These results will be labeled SEVEN 
and ALL.

14.6  Cyclical Sensitivity

A unique feature of the Nielsen scanner data is the availability of weekly 
information at the spatial and product group levels. This presents an oppor-
tunity to study the timing of the response of spending to economic condi-
tions at a disaggregated level. Subsection 14.6.1 considers cyclical sensitivity 
of product groups, while subsection 14.6.2 considers spatial variations in 
spending.

14.6.1  Variation across Product Groups

We fi rst turn to the sensitivity of  the product groups to business cycle 
conditions. Since F̂2,RF

s  is positively correlated with RCCI, a positive loading 
indicates that the share of product j is procyclical, while a negative value 
means that the share of product j is high when F̂2,RF

s  is low. The dispersion of 
sensitivity to aggregate conditions across product groups is best seen from 
the distribution of SGNRsj

2. This is defi ned as the signed fraction of vari-
ance of SHAREj

s explained by F̂2,RF
s , where SGN is the sign of the loading 

of F̂2,RF
s  on SHAREj

s. Though there are some minor diff erences across states 
and regions, the pattern across states is broadly similar. Figure 14.7 presents 
results for SEVEN. The distribution is noticeably asymmetric because there 
are more countercyclical product groups and the magnitude of the absolute 
loadings are larger (top) than procyclical ones (bottom). Product groups 
little aff ected by F̂2,RF, plotted in the middle of fi gure 14.7, are disposable 
diapers, shaving products, cold and cough remedies, and somewhat surpris-
ingly, beer.

The eff ect of the cyclical factors on the shares is highly heterogeneous. 
According to the factor loadings, a decrease in F̂2,RF has the largest marginal 
impact on the share of frozen vegetables, canned vegetables, and pasta. The 
impact of an increase in F̂3,RF is most adverse (i.e., most negative) on eggs 
and most positive on dried fruit, which is often marketed as a snack. These 
results suggest less eating out during downturns in favor of preparing meals 
at home. There is increasing evidence for adaptive changes in the pattern 
of  food consumption during the Great Recession. The USDA fi nds not 
only that total food spending fell during the Great Recession, but also that 

 EBSCOhost - printed on 2/8/2023 7:48 PM via . All use subject to https://www.ebsco.com/terms-of-use



Fig. 14.7 R2 from regression of adjusted shares on F̂2: FOUR states 

 EBSCOhost - printed on 2/8/2023 7:48 PM via . All use subject to https://www.ebsco.com/terms-of-use



428    Rishab Guha & Serena Ng

recovery was slow.10 Cha, Chintagunta, and Dar (2015) aggregate the weekly 
Homescan data to annual level and fi nd that food consumed at home is 
countercyclical. Grittith, O’Connell, and Smith (2015) fi nd that households 
also adjusted food spending in the UK. Our results reinforce these fi ndings 
using a completely diff erent approach.

To further explore this phenomenon at a more granular level, state by 
state we aggregate spending on the fi ve product groups with large nega-
tive loadings. These are frozen vegetables, canned vegetables, pasta, bread, 
and condiments/sauces. Because these products all seem related to home 
cooking, we designate them the FOOD- IN group. We also identify the fi ve 
products with large positive loadings on F̂2,RF

s : liquor, prepared food, milk, 
hair care, and cosmetics. These fi ve products are then aggregated to form a 
LUXURY good basket, one for each state. Note that because our data are 
restricted to grocery- store goods, our LUXURY goods are relatively less 
“luxurious” than conventionally defi ned.

Next, we use a fi ve- variable VAR to evaluate the dynamic response of 
FOOD- IN and LUXURY to an unanticipated increase in the two cyclical 
factors F̂2,RF, F̂3,RF, and to RCCI. We report results for FOUR, but results 
for SEVEN and ALL are similar. The dynamic responses to one- standard- 
deviation shocks are shown in fi gure 14.8. A positive F2,RF shock, which is an 
increase in economic activity, has a negative eff ect on FOOD- IN that peaks 
after two weeks and nearly recovers after fi ve weeks. This negative eff ect on 

10. See https:// ageconsearch .umn .edu /bitstream /120969 /2 /10FoodSpending .pdf.

Fig. 14.8 Response of FOOD- IN to shock in F̂2
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FOOD- IN is mirrored by an opposite eff ect on LUXURY. The absolute 
impact on LUXURY is actually larger than that on FOOD- IN. The eff ect of 
a F̂3,RF shock is mainly on LUXURY; the impact on FOOD- IN is negligible. 
In terms of decomposition of variance, about 55 percent of the variations 
in FOOD- IN are explained by its own lag, 35 percent explained by F̂2,RF, 
7 percent by F̂3,RF, with little attributed to RCCI. About 37 percent of the 
variations in LUXURY are explained by its own lag, 28 percent by F̂2,RF and 
32 percent by F̂3,RF. It thus appears that FOOD- IN is primarily aff ected by 
the level factor, while LUXURY is aff ected by both the level and the curva-
ture factors (i.e., where the economy is and where it is going). The results are 
robust to whether RCCI is ordered second or last. Interestingly, even though 
the correlation between RCCI and FOOD- IN is well over 0.75, shocks to 
RCCI account for little of the variations in FOOD- IN and LUXURY once 
conditioned on F̂2,RF and F̂3,RF.

14.6.2  Variation across Regions

According to the NBER’s business cycle chronology, the downturn in eco-
nomic activity leading to the Great Recession began in December 2007 when 
the last business cycle peaked, and continued to decline until it reached a 
trough in June 2009. This subsection looks at the spatial aspect of the change 
in food spending before, during, and after the Great Recession.

The CPI is based on a comprehensive consumer expenditure survey con-
ducted by the Bureau of Labor Statistics (BLS) every two years. The CPI 
weights refl ect the relative importance of the particular good in the con-
sumption basket. The top panel of table 14.5 reports the CPI weights for 
food consumed at home and luxury as defi ned by the BLS. In their own study 

Table 14.5 Spending over the business cycle

  Dec 2007  Dec 2009  Dec 2011  Dec 2013

CPI weights (%)
FOOD- IN 7.6 — 8.6 8.1
FOOD- OUT 6.1 — 5.6 5.7

Seasonally adjusted Nielsen shares (%)
FOOD- IN:FOUR 5.6 6.0 5.8 5.6
FOOD- IN:SEVEN 6.0 6.5 6.2 6.1
FOOD- IN:ALL 6.3 6.7 6.6 6.4
FOOD- IN:FLORIDA 4.3 5.0 4.7 4.6
FOOD- IN:MIDATL 6.9 7.4 7.2 7.0

LUXURY:FOUR 8.3 8.6 8.8 9.0
LUXURY:SEVEN 7.9 8.2 8.3 8.5
LUXURY:ALL 7.8 8.2 8.1 8.3
LUXURY:MIDATL 6.6 6.5 6.5 6.6
LUXURY:NY  7.3  7.3  8.1  8.1
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on how consumer spending changes during boom, recession, and recovery, 
2007 was used as a boom year, 2011 as recession, and 2013 a year of recov-
ery.11 The CPI weights indicate an increased importance of FOOD- IN and 
a reduced importance of LUXURY items during recessions.

How well do our adjusted shares corroborate with the CPI weights? The 
bottom panel of table 14.5 reports the shares of FOOD- IN and LUXURY 
averaged over the weeks in December for four years that represent diff erent 
stages of the business cycle. Notably, FOOD- IN is much higher in 2009 and 
2011 than in 2007 and 2013, while LUXURY is lower in 2009 than in 2013. 
Even though our defi nitions of FOOD- IN and LUXURY are data driven, 
factor based, and restricted to grocery- store nondurables, the Nielsen data 
also indicate an increased importance of FOOD- IN and reduced impor-
tance of LUXURY items during recessions, similar to the more compre-
hensive CPI weights.

An appeal of the Nielsen data is that they provide granular information 
in both the time series and cross- section dimensions. The share of FOOD-
 IN ranges between 5 percent in Florida to 7.8 percent in the Mid- Atlantic 
regions, with an average of 6.6 percent over the entire sample. The series is 
most persistent in California and least persistent in the Midwest, with fi rst 
order autocorrelation coeffi  cients of 0.83 and 0.50, respectively. The share of 
LUXURY ranges between 6.6 percent in the Mid- Atlantic regions to 12 per-
cent in Florida, with an average of 8.9 percent over the full sample. The series 
is most persistent for the Midwest and least persistent in the Southwest, with 
autocorrelation coeffi  cients of 0.86 and 0.5, respectively. The contemporane-
ous correlation between FOOD- IN and LUXURY is strongly negative in 
California, New York, and the Midwest, with cross- correlations in excess 
of 0.6 in absolute value. The correlation is much weaker in the Southwest 
and even positive in Florida. The heterogeneity across states in spending 
behavior underscores the diffi  culty in designing policies that would satisfy 
all consumers.

To analyze local sensitivity to (aggregate) business cycle fl uctuations, we 
also estimate for each county in each state, the regression

(3) food-inct = ac1 + a2F̂2,RF,t + a3cF̂3,RF,t + errorct .

The R2 provides a measure exposure of county c to the two common factors. 
Upon ranking the R2s, the urban and densely populated counties are found 
to be more exposed to aggregate shocks. Take the state of New York as an 
example. The counties of Rockland, Nassau, and Kings have a combined 
population of over 4 million according to the 2010 census. Each of these 
counties has an R2 above 0.45. In contrast, the counties Seneca, Lewis, and 
Broome, with a combined population of under 300,000, each have an R2s 
of at most 0.01.

11. See https:// www .bls .gov /opub /btn /volume -  3 /how -  does -  consumer -  spending -  change 
-  during -  boom -  recession -  and -  recovery .htm.
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Heatmaps provide a more compact way to see how diff erent regions are 
aff ected by economic conditions. The top panel of  fi gure 14.9 plots the 
change in FOOD- IN between 2006 and 2007. Regions with dotted gray 
shading indicate larger reductions in FOOD- IN. With the exception of iso-
lated regions in Michigan, this boom episode was associated with reduc-
tions in FOOD- IN. The reductions were largest in Nevada and Arizona, one 
possible explanation being the housing boom in those regions. The bottom 
panel presents the change in FOOD- IN from 2008 to 2009, an episode of 

Fig. 14.9 Regional changes in FOOD- IN
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economic downturn. Darker solid gray indicates larger increases in FOOD-
 IN share. Now there are more regions shaded solid gray than dotted gray, 
with Arizona and Florida witnessing the largest increase in FOOD- IN. This 
shows that the Great Recession diff erentially aff ected regional purchasing 
behavior of FOOD- IN goods.

14.6.3  Sandy Regression

The regressions based on equation (3) help understand the impact of 
aggregate economic conditions on weekly spending. It is also of interest to 
learn about the impact of local rather than aggregate economic conditions. 
To illustrate, we take advantage of the weekly and spatial information in the 
Nielsen data to examine purchasing behavior in New York around landfall 
of Hurricane Sandy on Monday, October 29, 2012.

In hindsight, Sandy was a much bigger storm than expected and consum-
ers were caught somewhat unprepared. Figure 14.10 shows little evidence 
of stocking up during the week prior to Sandy, but that there was a distinct 
increase in FOOD- IN share during the week containing the storm. One 
might be concerned that the increase in the raw data shown in the top panel 
is an artifact of seasonality as the week ending November 3rd was close to 
the beginning of  the Thanksgiving and Christmas shopping season. But 
the bottom panel shows that when using the seasonally adjusted data, there 
is a clear post- Sandy spike in 2012, which brings the seasonally adjusted 
FOOD- IN share to its highest value for the year.

To quantify the impact of Sandy, we estimate a simple panel data model. 
Let yi,t be the share of FOOD- IN in county i and week t, normalized to have 
standard- deviation 1 within each county. Let sandy – countyi be a dummy 
variable that indicates if  i is a coastal county that was hit by Hurricane 
Sandy. Let landfallt be a dummy variable that indicates if  t is the week con-
taining the landfall of Hurricane Sandy, which is the week ending Novem-
ber 3, 2012. We estimate the regression

yit = i + t +
j=0

5

j sandy countyi landfallt j + error.

Our results show that FOOD- IN consumption increases by about 2.5 
standard deviations during the week that Sandy made landfall. The eff ects of 
Sandy on FOOD- IN purchases persisted for about one month. Figure 14.11 
shows that the eff ects of Sandy were localized to the counties near New York 
City and Long Island, which were most exposed to the hurricane. Other 
counties in the state of New York were nearly unaff ected by the storm.

14.7  Conclusion

Large volumes of highly heterogeneous data are increasingly available, but 
they are often not immediately useful for economic analysis without remov-
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Fig. 14.10 Unadjusted and adjusted FOOD- IN share in Manhattan for 2011–2013
Note: Vertical line denotes October 29 (the date of Hurricane Sandy’s landfall).

Table 14.6 Consumption increases 

j  0  1  2  3  4  5

ˆ 𝑗 2.541*** 0.318 0.152 0.323** –0.606*** –0.123
  (0.242)  (0.203) (0.202) (0.153)  (0.166)  (0.197)

 EBSCOhost - printed on 2/8/2023 7:48 PM via . All use subject to https://www.ebsco.com/terms-of-use



434    Rishab Guha & Serena Ng

ing some nuisance variations and performing some form of aggregation. In 
this paper, the nuisance variations in question are the seasonal and holiday 
eff ects. As they cannot be adequately removed by conventional procedures, 
the adjusted data continue to exhibit seasonal patterns when aggregated 
over counties. We propose to augment univariate seasonal adjustments with 
a machine learning step that pools information across counties. The valid-
ity of this second step relies on the presence of common seasonal patterns 
across counties.

There is no shortage of examples in which common seasonality would 
be a feature of the raw data. For example, employment and output of fi rms 
in a given sector will likely be correlated. Unless we can perfectly remove 
seasonality at the fi rm level, the sectoral data obtained by aggregating over 
fi rms will likely exhibit seasonality. Informal discussions with staff  research-
ers at the Bureau of Economic Analysis confi rm such experiences. Our anal-
ysis provides an explanation for why a bottom- up approach to seasonality 
might be inadequate. In a Big Data setting, it is possible to improve upon 
the conventional way of removing nuisance variations one series at a time 
by taking advantage of cross- sectional dependence. Though our focus has 
been on handling seasonal eff ects, the procedure can be adapted to remove 
other nuisance variations. A limitation of our analysis is the lack of a way 

Fig. 14.11 Diff erence between yi,landfall the FOOD- IN share for the week containing 
Hurricane Sandy’s landfall, and yi,2012, the average FOOD- IN share for 2012, by 
county in New York state
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to assess sampling uncertainty of the two- step procedure. This is left for 
future research.
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15.1. Introduction

One of the more pressing problems facing statistical agencies and eco-
nomic analysts is the new goods (and services) problem—that is, how should 
the introduction of new products and the disappearance of (possibly) obso-
lete products be treated in the context of forming a consumer price index? 
Hicks (1940) suggested a general approach to this measurement problem in 
the context of the economic approach to index number theory. His approach 
was to apply normal index number theory but estimate hypothetical prices 
that would induce utility- maximizing purchasers of a related group of prod-
ucts to demand 0 units of unavailable products.1 With these reservation (or 

1. “The same kind of device can be used in another diffi  cult case, that in which new sorts of 
goods are introduced in the interval between the two situations we are comparing. If  certain 
goods are available in the II situation which were not available in the I situation, the p1’s cor-

15
Estimating the Benefi ts of 
New Products

W. Erwin Diewert and Robert C. Feenstra

W. Erwin Diewert is professor emeritus of the Vancouver School of Economics at the Uni-
versity of British Columbia, and a research associate of the National Bureau of Economic 
Research.

Robert C. Feenstra holds the C. Bryan Cameron Distinguished Chair in International Eco-
nomics and is a professor of  economics and director of  the Center for International Data 
at the University of  California–Davis, and a research associate of  the National Bureau of 
Economic Research.

We thank the organizers and participants at the Big Data for 21st Century Economic Sta-
tistics conference, and especially Marshall Reinsdorf and Matthew Shapiro, for their helpful 
comments. We also thank Ninghui Li for her excellent research assistance. Financial support 
was received from a Digging into Data multi- country grant, provided by the United States 
NSF and the Canadian SSHRC. We acknowledge the James A. Kilts Center, University of 
Chicago Booth School of  Business, https:// www .chicagobooth .edu /research /kilts /datasets 
/dominicks, for the use of the Dominick’s Dataset. For acknowledgments, sources of research 
support, and disclosure of the authors’ material fi nancial relationships, if  any, please see https:// 
www .nber .org /books -  and -  chapters /big -  data -  21st -  century -  economic -  statistics /estimating 
-  benefi ts -  new -  products.

 EBSCOhost - printed on 2/8/2023 7:48 PM via . All use subject to https://www.ebsco.com/terms-of-use



438    W. Erwin Diewert & Robert C. Feenstra

virtual2) prices in hand, one can just apply normal index number theory 
using the augmented price data and the observed quantity data. The practi-
cal problem facing statistical agencies is: how exactly are these reservation 
prices to be estimated?

Following up on the contribution of  Hicks, many authors developed 
bounds or rough approximations to the bias that might result from omitting 
the contribution of new goods in the consumer price index context. Thus 
Rothbarth (1941) attempted to fi nd some bounds for the bias while Hofsten 
(1952, 47–50) discussed a variety of approximate methods to adjust for qual-
ity change in products, which is essentially the same problem as adjusting an 
index for the contribution of a new product. Additional bias formulae were 
developed by Diewert (1980, 498–501; 1987, 779; 1998, 51–54) and Haus-
man (2003, 26–28). Hausman proposes taking a linear approximation to the 
demand curve at the point of consumption and computing the consumer 
surplus gain to a new product under this linear demand curve. Provided that 
the demand curve is convex, then this linear approximation will be a lower 
bound to the consumer surplus gain. We will compare that proposal to other 
methods of dealing with new goods.

Researchers have also relied on some form of econometric estimation in 
order to form estimates of the welfare cost (or changes in the true cost of 
living index) of changes in product availability. The two main contributors 
in this area are Feenstra (1994) and Hausman (1996).3 Feenstra assumes a 
constant elasticity of substitution (CES) utility or cost function, while Haus-
man assumes an almost ideal demand system (AIDS). The CES functional 
form is not fully fl exible (in contrast to the AIDS), so that is one drawback 
of Feenstra’s approach.4 He adopts that case because it has a particularly 
simple form of the reservation prices: in the CES case, the demand curve 
never touches the price axis and so the reservation price is infi nity. As we 
will show in the following sections, however, the area under the demand 
curve is bounded, provided that the elasticity of  substitution is greater 
than unity, and it can be computed with information on the expenditure 

responding to these goods become indeterminate. The p2’s and q2’s are given by the data and 
the q1’s are zero. Nevertheless, although the p1’s cannot be determined from the data, since the 
goods are not sold in the I situation, it is apparent from the preceding argument what p1’s ought 
to be introduced in order to make the index- number tests hold. They are those prices which, in 
the I situation, would just make the demands for these commodities (from the whole commu-
nity) equal to zero.” (Hicks 1940, 114). Hofsten (1952, 95–97) extended Hicks’s methodology 
to cover the case of disappearing goods as well.

2. Rothbarth introduced the term “virtual prices” to describe these hypothetical prices in the 
rationing context: “I shall call the price system which makes the quantities actually consumed 
under rationing an optimum the ‘virtual price system’” (Rothbarth 1941, 100).

3. See also Hausman (1999, 2003) and Hausman and Leonard (2002).
4. See Diewert (1974, 1976) for the defi nition of a fl exible functional form. Feenstra (2010) 

shows that the CES methodology discussed here to measure the gains from new goods can be 
extended to the AIDS case.
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on the new goods and the elasticity. So Feenstra’s methodology sidesteps 
the issue of estimating the reservation prices, but instead requires that we 
estimate the elasticity of  substitution. Feenstra (1994) provides a robust 
double- diff erencing method to estimate that elasticity that can be applied 
to a dataset with many new and disappearing goods, as typically occur with 
scanner data.

To summarize, there are two problems with Feenstra’s CES methodology 
for measuring the net benefi ts of  changes in the availability of products: 
(i) the CES functional form is not fully fl exible; and (ii) the reservation price 
that induces a potential consumer to not purchase a product is equal to plus 
infi nity, which seems high. Thus, the CES methodology may overstate the 
benefi ts of increases in product availability. Against these drawbacks, a ben-
efi t is that the elasticity of substitution can be estimated quite easily using the 
double- diff erencing method, and the elasticity along with the expenditure 
share on the items is suffi  cient information to compute the consumer benefi ts 
from new products.

In section 15.2, we begin with the simple example of a partial equilibrium, 
constant- elasticity demand curve, which has a reservation price of infi nity. 
We show that the consumer surplus under a constant- elasticity demand 
curve is at least twice the consumer surplus under a linear approximation to 
the demand curve. This result is our fi rst illustration of the extent to which 
a constant- elasticity case will lead to greater gains than a linear demand 
curve—that is, by about a factor of  at least two when the elasticity of 
demand is the same for the two demand curves and reasonably high. While 
these results in section 15.2 are suggestive, they are not rigorous because 
they rely on a partial equilibrium demand curve with a single new good. 
Our general goal is to measure total consumer utility (not just consumer sur-
plus) when there are potentially many new and disappearing goods. Accord-
ingly, in section 15.3 we examine a constant elasticity of substitution (CES) 
utility function and show that the exact gains from new goods are still at 
least twice as high as those obtained from a linear approximation to that 
demand curve. In addition to the CES utility function, we also examine the 
quadratic fl exible functional form that was initially due to Konüs and Byush-
gens (1926, 171). That utility function can be used to justify the Fisher (1922) 
price index, and so we will also call it the KBF functional form. The demand 
curves for both the CES and KBF demand curves are convex under weak 
conditions, but the CES demand is more convex.

In section 15.4, we turn to the econometric estimation of the demand 
system for the CES and KBF utility functions, using scanner data for fro-
zen juice in one grocery store, as described in section 15.4.1. The estimation 
of the CES demand curves can be simplifi ed using a double- diff erencing 
method due to Feenstra (1994), which eliminates all unknown parameters 
except the elasticity of substitution. In sections 15.4.2–15.4.3, we show that 
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this method performs very well on the scanner data. In comparison, esti-
mation of the demand curves corresponding to the quadratic utility func-
tion is more diffi  cult because it inherently has more free parameters; that is, 
N (N + 1) /2 free parameters in a symmetric matrix with N goods. We solve 
this degrees of freedom problem by introducing a semifl exible version of  the 
fl exible quadratic functional form.5 This new methodology is explained and 
implemented in sections 15.4.4–15.4.5.

In section 15.4.6, we compare the results obtained from the CES and KBF 
utility functions for the consumer benefi ts from new goods. According to 
our theoretical results in section 15.3, we would expect that the CES gains 
should be not much more than twice as high as the KBF gains (because the 
KBF gains exceed those from a linear approximation), provided that those 
demand curves have the same elasticity at the point of consumption. In fact, 
that is not what we fi nd: the CES gains are about six times the size of the 
KBF gains, and their 95 percent confi dence intervals do not overlap. The 
reason for this result is that the implied elasticities of demand for the two 
preferences systems, evaluated at the same point of  consumption for the 
new goods, are actually quite diff erent: the KBF preferences give demand 
that is about three times as elastic as the CES demand for the new varieties 
of frozen juice. This fi nding highlights an important diff erence between the 
CES and KBF utility functions: because the former has a single estimation 
parameter, and the latter has a whole matrix of parameters, it will not in 
general be the case that they have the same elasticity of demand when esti-
mated. Indeed, this result is implied by the limitation that the CES utility 
function is not fully fl exible.

That theoretical limitation becomes an important simplifi cation for 
estimation, however. We believe that it is practical for statistical agencies 
to implement the double- diff erenced estimation of the CES system, but it 
would be much more challenging for statistical agencies to implement the 
estimation of the KBF system, at least for most datasets. In the end, we are 
left with a trade- off  between the practicality of using the CES system against 
the challenge of estimating a more fl exible utility function to obtain a more 
general measure of gains. Further conclusions are provided in section 15.5.6

15.2  Constant- Elasticity Demand Curve

Consider a constant- elasticity demand curve of the form q1 = kp1 , where 
q1 denotes quantity of good 1, p1 denotes its price, and k > 0 is parameter. In 

5. Our new semifl exible functional form has properties that are similar to the semifl exible 
generalization of the normalized quadratic functional form introduced by Diewert and Wales 
(1987, 1988). In section 15.4.4 below, we also show how the correct curvature conditions can 
be imposed on our semifl exible quadratic functional form.

6. The dataset on frozen juice products is listed in appendix A of our working papers (Diewert 
and Feenstra 2019a, 2019b). Certain results presented here are proved in appendixes B and C 
of Diewert and Feenstra (2019b).
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period t this good is newly available at the price of p1t and the chosen quan-
tity q1t. The demand curve is illustrated in fi gure 15.1 and it approaches the 
vertical axis as the price approaches infi nity, which means that the reserva-
tion price of the good is infi nite. But provided that the elasticity of demand 
σ is greater than unity, the area under the demand curve, as shown by the 
regions A + B + C in fi gure 15.1, is bounded above. Region A is the expendi-
ture on the good, while B + C is the consumer surplus. The consumer surplus 
is calculated as the area to the left of the demand curve between its price 
of p1t and infi nity, and relative to total expenditure Et on all goods it equals

(1) 
B + C

Et

=
1
Et p1t

kp dp =
p1tq1t

Et( 1)
=

s1t

( 1)
, > 1,

where s1t p1tq1t /Et denotes the share of spending on good 1. We see that 
this expression for the consumer gains from the new good shrinks as the 
elasticity of substitution is higher, indicating that the new good is a closer 
substitute for an existing good.

One might worry that calculating the consumer gains this way, with a 
reservation price of infi nity, results in gains that are too large. A suggestion 
given by Hausman (2003) is to use a linear approximation to the demand 
curve, as shown by the dashed line in fi gure 15.1. The linear approximation 
to the demand function goes through the price axis at the reservation price 
p1*, where p1* ≡ p1t + αq1t and α ≡ ( p1* – p1t) / q1t > 0 is the absolute value of the 
slope of the inverse constant- elasticity demand curve evaluated at q1 = q1t. 
Hausman took the area of the triangle below the linear approximation to the 

Fig. 15.1 Constant- elasticity demand 
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true demand curve but above the line p1 = p1t as his lower- bound measure of 
the gain in consumer surplus that would occur due to the new product. That 
consumer surplus area is region B in fi gure 15.1, which is less than the area 
under the constant elasticity demand curve, B + C. Indeed, we now show 
that the consumer surplus B following Hausman’s method is less than one 
half  of the true consumer surplus region B + C.

The consumer surplus B relative to total expenditure on the product Et is 
obtained by computing the area of that triangle,

(2) 
B
Et

=
(p1* p1t)q1t

2Et

=
(q1t)2

2Et

=
(q1t / p1t)p1tq1t

2Et

=
s1t

2
,

where the second equality follows from the defi nition of  the slope α ≡ 
(p1* – p1t) /q1t of  the inverse demand curve; the third equality from algebra; 
and the fourth equality because we have assumed the slope of the constant- 
elasticity demand curve and its linear approximation are equal at the point 
of consumption, so it follows that the inverse elasticity of demand must also 
be equal, α(q1t /p1t) = 1 /σ . Comparing equations (1) and (2), the ratio of the 
consumer surplus from the linear approximation to that from the constant- 
elasticity demand curve is less than one half, B / (B + C ) = (σ – 1) / 2σ  < 1 /2. 
Those two measures of gain are summarized in table 15.1 for s1t = 0.1 and 
various values of σ.

Column two in table 15.1 consists of the constant- demand elasticity gain 
in (1) and column three shows the Hausman approximate gain in (2), while 
column four takes their ratio. While these results give us a fi rst illustration 
of the gains in the constant- demand- elasticity case, they lack rigor by deal-
ing with consumer surplus for a partial equilibrium demand curve with 
only one new good. Accordingly, in the next section we extend our results 
to many new (and disappearing) goods while using a constant- elasticity- of- 
substitution (CES) utility function. We will fi nd that the constant- demand- 
elasticity and CES cases give quite similar results.

Table 15.1 Consumer gains from a new product with share = 0.1 (% of expenditure)

  (B+C ) / Et  B /Et  Ratio  GCES  GH,CES  Ratio

2 10.0 2.50 0.25 11.1 2.78 0.25
3 5.00 1.67 0.33 5.40 1.85 0.34
4 3.33 1.25 0.37 3.58 1.39 0.39
5 2.50 1.00 0.40 2.66 1.11 0.42
6 2.00 0.83 0.42 2.12 0.93 0.44
10 1.12  0.50  0.45  1.18  0.56  0.47

Notes: Column two computes the constant- demand- elasticity gain in (1); column three com-
putes the Hausman gain (2) as a lower bound to the constant- demand- elasticity case; column 
four computes the ratio of the previous two columns; column fi ve computes the CES gain (15); 
column six computes the Hausman gain (18) as a lower bound to the CES case; and column 
seven computes the ratio of the previous two columns.
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15.3  Utility- Based Approach

15.3.1  Utility Function Approach

We begin with a CES utility function for the consumer,7 defi ned by

(3) Ut = U(qt,It) =
i It

aiqi t
( 1)/

/( 1)

, > 1, t = …,T,1

where ai > 0 are parameters and It {1,…,N} denotes the set of goods or 
varieties that are available in period t = 1, …, T at the prices pit. We will treat 
this set of goods as changing over time due to new or disappearing variet-
ies. The unit- expenditure function is defi ned as the minimum expenditure 
to obtain utility of one. For the CES utility function, the unit- expenditure 
function is

(4) e( pt,It) =
i It

bi pi t
1

1/(1 )
, > 1 , bi ai , t = 1,…,T.

It follows that total expenditure needed to obtain utility of Ut is Et = Ute(pt, It).
From Shephard’s Lemma, we can diff erentiate the expenditure function 

with respect to pit to obtain the Hicksian demand qit for that good:

(5) qi t(pt,Ut) = Ut
i It

bi pi t
1

/(1 )

bi pi t , t = 1,…,T;i It .

Multiplying by pit and dividing by expenditure Et to obtain expenditure 
shares,

(6) si t
pi tqi t

Et

=
bi pi t

1

n It
bn pn t

1
, t = 1,…,T; i It .

Notice that the quantity qit approaches zero as pit → ∞, in which case the 
share in (5) also approaches zero provided that σ > 1. Diff erentiating –ln qit 
from (5) with respect to ln pit, we obtain the (positive) Hicksian own- price 
elasticity corresponding to the CES utility function,

(7) it U
lnqit

ln pit U

= (1 sit).

This elasticity is not constant as was assumed for the partial equilibrium, 
constant- elasticity demand curve in the previous section. Rather, the elastic-
ity in (7) varies between an upper- bound of σ when pit → ∞ and the share 

7. The CES function was introduced into the economics literature by Arrow et al. (1961), and 
in the mathematics literature it is known as a mean of order r ≡ 1 – σ; see Hardy, Littlewood, 
and Polyá (1934, 12–13). Rather than being a utility function for a consumer, equation (1) could 
instead be a production function for a fi rm. In that case, we would replace utility Ut by output Yt.
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in (6) approaches zero, and a lower- bound of zero when the share of this 
product approaches one.8

Initially, we consider the case where there is no change in the set of 
goods over time, so It–1 = It ≡ I. Our goal is to measure the ratio of the unit- 
expenditure functions with a formula depending only on observed prices and 
quantities, which will then correspond to an “exact” price index (Diewert 
1976). We maintain throughout the assumption that the observed quanti-
ties are optimally chosen for the prices; that is, that they correspond to the 
shares given in (6). When these shares are computed over the goods i ∈ I, 
we denote them as

(8) si (I )
pi qi

n I pn qn

, = t 1,t ; i I .

Then dividing sit(I ) by sit–1(I ) from (6), raising this expression to the power 
1 / (σ – 1), making use of (4) and rearranging terms slightly, we obtain:

(9) 
sit(I )

sit 1(I )

1/(1 )
e(pt,I )

e(pt 1,I )
=

pit

pit 1

, i I .

To simplify (9) further, we make use of the weights wi(I ) defi ned by,

(10) wi(I )
[sit(I ) sit 1(I )] / [lnsit(I ) lnsit 1(I )]

n I{[snt(I ) snt 1(I )] / [lnsnt(I ) lnsnt 1(I )]}
,i I .

The numerator in (10) is the logarithmic mean of the shares sit(I ) and sit–1(I ), 
and lies in between these two shares,9 while the denominator ensures that the 
weights wi(I ) sum to unity.

Then we take the geometric mean of both sides of (9), using the weights 
wi(I ) to obtain:

(11) e(pt,I )
e(pt 1,I ) i I

sit(I )
sit 1(I )

wi(I )

=
e(pt,I )

e(pt 1,I )
,since 

i I

sit(I )
sit 1(I )

wi(I )

= 1 ,

= PSV(I )
i I

pit

pit 1

wi(I )

,  using (9).

The result on the fi rst line of (11) that the product shown equals unity fol-
lows from taking the log of this expression and using the weights defi ned 
in (10), along with the fact that ∑i∈I sit–1(I ) = ∑i∈I sit(I ) = 1 from (8). Then it 

8. The fact that the elasticity is close to zero for shares approaching unity suggests that the 
Hicksian CES demand curve cannot be globally convex for all shares: very inelastic demand 
must be concave in a region as prices rise and the demand curve bends toward the price axis. 
Nevertheless, it is shown in appendix C of Diewert and Feenstra (2019b) that the Hicksian 
demand curve in (5) is strictly convex provided sit ≤ 0.5.

9. Treating sit–1(I ) as a fi xed number, it is straightforward to show using L’Hôpital’s rule 
that as sit(I ) → sit–1(I ) then the numerator of (10) also approaches sit–1(I ). So, the Sato- Vartia 
weights are well defi ned even as the shares approach each other. The concavity of the natural 
log function can be used to show that the numerator of the Sato- Vartia weights lies in between 
sit(I ) and sit–1(I ) for all goods i ∈ I.
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follows from (11) that the ratio of the unit- expenditure functions equals the 
term PSV(I ) defi ned as shown, which is the price index due to Sato (1967) 
and Vartia (1967) constructed over the (constant) set of goods I.

With this result in hand, let us now consider the case where the set of 
goods is changing over time but some of the goods are available in both 
periods, so that It 1 It . We again let e(pτ, I ), for τ = t – 1, t, denote 
the expenditure function defi ned over the goods within the set I, which is 
the set of goods available in both periods, I It 1 It . We refer to the set 
I as the “common” set of goods because they are available in both periods.10 
The ratio e(pt,I ) /e(pt–1,I ) is still measured by the Sato- Vartia index as in 
expression (11). Our interest, however, is in the ratio e(pt,It) /e(pt–1,It–1) that 
incorporates new and disappearing goods. To measure this ratio, we return 
to the share equation (6), which applies for all goods i ∈ It. Notice that these 
shares can be rewritten as

(12) si
pi qi

n I pn qn

= si (I ) , = t 1,t;  i It,

with n I pn qn

n I pn qn

.

Now we can proceed in the same fashion as (9), using (4), (6) and (12) to 
form the ratio,

(13) 
sit(I ) t

sit 1(I ) t 1

1/(1 )
e(pt,I )

e(pt 1,I )
=

pit

pit 1

, i I.

Once again, we take the geometric mean of  both sides of  (13) using the 
weights wi(I ), and shifting the terms λt and λt–1 to the right, we obtain in the 
same manner as equation (11):

(14) 
e(pt,It)

e(pt 1,It 1)
= PSV(I ) t

t 1

1/( 1)

.

This result shows that the exact price index for the CES utility and expen-
diture function is obtained by modifying the Sato- Vartia index, constructed 
over the common set of goods, by the ratio of the terms λτ(I ) < 1. Each of 
these terms can be interpreted as the period τ expenditure on the goods in the 
common set I, relative to the period τ total expenditure. Alternatively, λτ(I ) 
is interpreted as one minus the period t expenditure on new goods (not in the 
set I), relative to the period t total expenditure, while λt–1(I ) is interpreted 
as one minus the period t – 1 expenditure on disappearing goods (not in the 
set I), relative to the period t – 1 total expenditure. When there is a greater 

10. Feenstra (1994) shows that we can instead defi ne I as a nonempty subset of the goods 
available in both periods, and obtain the same results as shown below, but we do not pursue 
that generalization here. Later in the paper, we will refer to the price index constructed with 
these common goods as the maximum overlap index.
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expenditure share on new goods in period t than on disappearing goods in 
period t – 1, then the ratio λt(I ) /λt–1(I ) will be less than unity, which leads 
to a fall in the exact price index in (14) by an amount that depends on the 
elasticity of substitution.

The importance of  the elasticity of  substitution can be seen from 
fi gure 15.2, where we suppose that the consumer minimizes the expenditure 
needed to obtain utility along the indiff erence curve AD. If  initially only 
good 1 is available, then the consumer chooses point A with the budget 
line AB. When good 2 becomes available, the same level of utility can be 
obtained with consumption at point C. Then the drop in the cost of living 
is measured by the inward movement of the budget line from AB to the line 
through C, and this shift depends on the convexity of the indiff erence curve, 
or the elasticity of substitution.

To relate the CES result in (14) back to equation (1), suppose that only 
good 1 is newly available in period t so that λt(I ) = 1 – s1t; there are no 
disappearing goods so that λt–1(I ) = 1; and the prices of all other goods do 
not change so that PSV = 1. We follow Hausman (2003) in constructing the 
expenditure that would be needed to give the consumer the same utility level 
Ut even if  good 1 is not available. That expenditure level is Et* Ute(pt,It 1). 
Then taking the diff erence between Et* and Et, we have the compensating 
variation for the loss of good 1:

(15) GCES
Et* Et

Et

=
e(pt,It 1) e(pt,It)

e(pt,It)
= (1 s1t) 1/( 1) 1,

using the formula for e(pt,It–1) /e(pt,It) from (14). Taking a second- order Tay-
lor series expansion around s1t = 0, this gain can be expressed as

Fig. 15.2 CES indiff erence curve
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(16) GCES = (1 s1t) 1/( 1) 1 =
s1t

( 1)
+

s1t
2

2( 1)2
,for0 s1t s1t,

s1t

1( )
, since s1t

2 0.

We see that the second line of (16) is identical to (1), which is therefore a 
lower bound to the CES gains. In the fi fth column of table 15.1, we show 
the CES gains from (15), which are slightly above the constant- demand- 
elasticity gains from (1). Our results in this section show that the CES gains 
with many new (and disappearing) goods give a generalization of the simple, 
consumer surplus calculation of section 15.2. In the next section we compare 
these CES gains to an approximation of the measure of total consumer utility 
gain due to Hausman (2003).

15.3.2  Hausman Lower Bound to the Welfare Gain

Hausman (1999, 191; 2003, 27) proposed a very simple methodology for 
calculating a lower bound to the gain from the appearance of a new good. 
We illustrated that approach for a demand curve with elasticity of σ in sec-
tion 15.2, but Hausman argues that it holds more generally for any Hicksian 
demand curves with constant utility. Letting 1t U denote the (positive) com-
pensated demand derivative for good 1 when it fi rst appears, we obtain the 
generalization of (2) by replacing σ with the Hicksian elasticity:

(17) GH =
s1t

2 1t U

.

For the CES demand curve, we can calculate the lower bound to the wel-
fare gain using the elasticity of demand for the CES system, as calculated 
in (7), and we obtain

(18) GH,CES =
s1t

2 (1 s1t)
.

In column six of table 15.1 we calculate the Hausman lower- bound gains in 
(18) using the Hicksian elasticities for CES demand, and in column seven 
we show the ratio of the CES gain in (15) and the Hausman lower bound in 
(18). Similar to what we found for the constant- demand- elasticity case in the 
previous section, the Hausman lower- bound calculation in (18) is less than 
one half  of the CES gains in (15) and approaches one half  of those gains 
for elasticities of substitution that are reasonably high.

We next derive the formula for the Hausman lower- bound formula in 
(17) for a general form of  utility even when the Hicksian demand curves are 
not well behaved and diff erentiable. That will turn out to be the case for the 
quadratic utility that we consider in the next section, which will give rise to 
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well- behaved inverse demand curves (prices as a function of quantities), but 
not necessarily well- behaved direct demand curves (quantities as a function 
of  prices). So, this derivation focusing on inverse demand curves will be 
important for the rest of the paper.

Denote the utility function by U = f (q) ≥ 0, where f (q) is nondecreasing, 
concave and homogeneous of degree one for q ≡ (q1, …, qN) ≥ 0N, and twice 
continuously diff erentiable for q ≫ 0N. We suppose that the consumer faces 
positive prices pt ≡ (p1t, …, pNt) ≫ 0N in period t and maximizes utility:

(19) maxq≥0{ f (q): pt ⋅ q ≤ Et},

where pt ⋅ q is the inner product. The fi rst- order necessary conditions for an 
interior maximum11 with the period t quantity vector qt ≫ 0N solving (19) are

(20) ∇f (qt) = λtpt ,

(21) pt ⋅ qt = Et,

where ∇f (qt) is the vector of partial derivatives fi(qt) ≡ ∂f (qt) /∂qi evaluated at 
qt, and λt is the Lagrange multiplier on the budget constraint. Take the inner 
product of both sides of (21) with qt and solve the resulting equation for λt 
= qt ⋅ ∇f (qt) /pt ⋅ qt = qt ⋅ ∇f (qt) /Et where we have used (21). Euler’s Theorem 
on homogeneous functions implies that qt ⋅ ∇f (qt) = f (qt) and so λt = f (qt) /
Et. Using this result in equation (21), we obtain the fi rst- order condition:

(22) ∇f (qt) / f (qt) = pt /Et.

To simplify the notation in the rest of this section, we consider only N = 2 
commodities: good 1 is potentially new in period t, and good 2 represents all 
other expenditure. In addition, for this section we also scale the utility level 
so that it equals expenditure for period t :

(23) f (q1t, q2t) = Et.

It follows that the fi rst- order condition (22) becomes ∇f (qt) = pt, and special-
izing to the case of two goods these conditions become:

(24) pit = fi(q1t, q2t) ≡ ∂f (q1t, q2t) /∂qi, i = 1, 2.

We will derive a second- order Taylor series approximation to the utility loss 
if  good 1 were removed and compare that approximation to the Hausman 
measure defi ned by (17).

To make this calculation we reduce purchases of q1 down to 0 in a linear 
fashion, holding prices fi xed at their initial levels, p1t, p2t. Thus, we travel 
along the budget constraint until it intersects the q2 axis. Hence q2 is an 

11. Since f (q) is a concave function of q over the feasible region, these conditions are also 
suffi  cient for an interior maximum. In the following sections we will characterize the conditions 
for a maximum on the boundary of the feasible region, with some quantities equal to zero.
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endogenous variable; it is the following function of  q1 where q1 starts at 
q1 = q1t and ends up at q1 = 0:

(25) q2(q1) ≡ (Et – p1tq1) /p2t.

The derivative of q2(q1) evaluated at q1t is q2(q1t) ≡ ∂q2(q1t) /∂q1 = –( p1t /p2t), 
a fact which we will use later. Defi ne utility as a function of q1 for 0 ≤ q1 ≤ 
q1t, holding expenditures on the two commodities constant at Et, as follows:

(26) U = u (q1) ≡ f (q1,q2(q1)) = f (q1, [Et – p1tq1] /p2t).

We use the function u(q1) to measure the consumer loss of utility as we 
move q1 from its original equilibrium level of q1t to 0. Alternatively, the dif-
ference between the utility levels u(q1t) and u(0) is the gain of utility due to 
the appearance of product 1, defi ned as a share of expenditure:

(27) GU ≡ [u (q1t) – u(0)] / Et.

We express u (0) by a second- order Taylor series expansion around the 
point q1t:

(28) u(0) = u(q1) + u (q1)(0 q1) +
1
2

u (q1t)(0 q1t)2.

The term u′(q1t) is computed as

(29) u′(q1t) = f1(q1t,q2t) + f2(q1t,q2t)∂q2(q1t) / ∂q1, diff erentiating (26)

= f1(q1t,q2t) + f2(q1t,q2t)(–p1t/p2t), diff erentiating (25)

= 0, using (24),

so this term vanishes as an envelope theorem result. It follows from (28) and 
(29) that a second- order approximation to the consumer gain from good 1 
in (27) is

(30) GH =
1
2

u (q1t)q1t
2 /Et .

In appendix B of Diewert and Feenstra (2019b), we calculate the second 
derivative u″(q1t) and we show that it is nonpositive, so that the fi rst term on 
the right of (30) is a nonnegative gain. Furthermore, we defi ne an inverse 
demand function, p1 = D1(q1) that is consistent with our model; that is, hold-
ing other variables constant. The variables that Hausman holds constant 
are the utility level Ut and the price of product 2, p2t. Endogenous variables 
are q1, q2 and E while the driving variable is p1, which goes from p1t to the 
reservation price p1* = D1(0) when q1 goes from q1t to 0. Because utility is 
held constant, we regard this derived inverse demand curve as a Hicksian 
demand curve. We show that the slope of this inverse demand curve at q1t 
equals D′(q1t) = u″(q1t) and so the inverse demand curve is convex if  and 
only if  u (q1) 0. Convexity of the demand curve implies that the Haus-
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man approximation in (30) is a lower bound to the consumer gain from the 
introduction of good 1.

Substituting the result that D′(q1t) = u″(q1t) in (30), we have therefore 
established that the Hausman gain GH due to the availability of good 1 is

(31) GH =
1
2

q1t
2D (q1t) /Et .

=
1
2

s1t[D (q1t)(q1t / p1t)],

where the fi nal term appearing in brackets in (31) is the elasticity of the 
constant- utility inverse demand curve. In appendix B of Diewert and Feenstra 
(2019b), we solve for this elasticity for particular utility functions, and in the 
CES case we fi nd that it is precisely the inverse of  the price elasticity of 
the Hicksian demand curve 1t U , as shown in (7). More generally, we like-
wise expect that [D′(q1t(q1t / p1t)]) equals the inverse of 1t U whenever the 
Hicksian demand is well behaved and diff erentiable. Our results in this sec-
tion are therefore an alternative proof of the Hausman approximation in 
(17), but we have obtained these results even in cases where the Hicksian 
demand elasticity does not exist and instead the inverse demand functions 
are well behaved and diff erentiable. This result will be very useful as we 
explore a quadratic utility function in the next section.

15.3.3  Konüs- Byushgens- Fisher (KBF) Utility Function

The functional form for the consumer’s utility function f (q) that we will 
consider next is the following quadratic form:12

(32) U = f (q) = (qTAq)1/2,

where the N by N matrix A ≡ [aik] is symmetric (so that AT = A) and thus has 
N(N + 1) /2 unknown aik elements. We also assume that A has one positive 
eigenvalue with a corresponding strictly positive eigenvector and the remain-
ing N – 1 eigenvalues are negative or zero.13 These conditions ensure that the 
utility function has indiff erence curves with the correct curvature.

Konüs and Byushgens (1926) showed that the Fisher (1922) “ideal” quan-
tity index QF(pt–1, pt, qt–1, qt) ≡ [( pt–1 ∙ qt /pt–1 ∙ qt–1)(pt ∙ qt /pt ∙ qt–1)]1/2 is exactly 
equal to the aggregate utility ratio f (q1) / f (q0), provided that the consumer 
maximizes the utility function defi ned by (32) in periods t – 1 and t, where pt–1 
and pt are the price vectors with chosen quantities qt–1 and qt. Diewert (1976) 
elaborated on this result by proving that the utility function defi ned by (32) 

12. We assume that vectors are column vectors when matrix algebra is used. Thus qT denotes 
the row vector which is the transpose of q.

13. Diewert and Hill (2010) show that these conditions are suffi  cient to imply that the utility 
function defi ned by (32) is positive, increasing, linearly homogeneous and concave over the 
regularity region S ≡ {q: q ≫ 0N and Aq ≫ 0N}.
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was a fl exible functional form; that is, it can approximate an arbitrary twice 
continuously diff erentiable linearly homogeneous function to the accuracy 
of a second- order Taylor series approximation around an arbitrary positive 
quantity vector q*. Since the Fisher quantity index gives exactly the correct 
utility ratio for the quadratic functional form defi ned by (32), he labeled the 
Fisher quantity index as a superlative index and we shall call (32) the KBF 
functional form.

Assume that all products are available in period t and consumers face the 
positive prices pt ≫ 0N. The fi rst order conditions (22) to maximize the utility 
function in (32) become

(33) pt = EtAqt / (qt
TAqt).

While these are the conditions for an interior maximum with qt ≫ 0N, we 
can obtain the condition for a zero optimal quantity qit = 0 if  we impose that 
value on the right of (33) and then defi ne the left- hand side for good i as the 
reservation price pit*. Then for all prices pit ≥ pit*, the consumer will optimally 
choose qit = 0. We see that an advantage of the quadratic functional form is 
that the corresponding reservation price can be calculated very easily from 
(33), for any good where the quantity happens to equal 0 in the period under 
consideration.

In order to characterize demand, it is useful to work with the expenditure 
function. Assume for the moment that the matrix is of full rank and denote 
A* = A–1. Then the minimum expenditure to obtain one unit of utility when 
the optimal qt ≫ 0N is

(34) e (pt) = (pt
TA*pt)

1/2,

The total expenditure function is then Et = Ute(pt), and Hicksian demand 
is obtained by diff erentiating with respect to pit,

(35) qit( pt,Ut) = Ut
n=1
N ain*pnt

(pt
TA*pt)1/2

, i = 1,…,N,

where ain* are the elements of A*. Diff erentiating –ln qit with respect to ln pit, 
we obtain the (positive) Hicksian elasticity,

(36) it U
lnqit

ln pit U

=
aii*pit

n=1
N ain*pnt

+
pit n=1

N ain*pnt

pt
TA*pt

=
aii*pit

n=1
N ain*pnt

+ sit ,

where sit is the share of expenditure on good i. Notice that the denomina-
tor of the fi rst ratio on the right of (36) must be positive to obtain positive 
demand in (35), but it approaches zero as the quantity qit approaches zero 
in a neighborhood of the reservation price as pit → pit* and qit → 0. Because 
the share then approaches zero, it follows that the Hicksian elasticity of 
demand in (36) remains positive if  and only if  aii* < 0, i = 1, …, N, which we 
assume is the case.
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The fact that the KBF utility function has fi nite reservation prices suggests 
that it lies in between the demand curves for the CES utility function (which 
have infi nite reservation prices) and the linear approximation illustrated in 
fi gure 15.1. That conjecture can be established more formally, as we show in 
appendix C of Diewert and Feenstra (2019b). We compute the second deriv-
atives of the Hicksian demand curves for the quadratic utility function and 
show that so long as the demand curve is downward sloping, then it will be 
convex. In appendix C of Diewert and Feenstra (2019b) we also compare the 
second derivative of the demand curve in the KBF case with that obtained 
in the CES case. Provided that the fi rst derivatives of the demand curves are 
equal at the point of consumption (pit, qit), and that the expenditure share 
satisfi es sit < 0.5, then the second derivative of the CES Hicksian demand 
curves will exceed the second derivatives of those quadratic demand curves. 
This means that the demand curves for the quadratic utility function lie in 
between the constant- elasticity demand curves considered in the previous 
section and the straight- line Hausman approximation.14

Using the expenditure function (34) with coeffi  cients A* = A–1, where A is 
the matrix of coeffi  cients for the direct utility function in (32), requires that 
the matrix A has full rank so that it is invertible. It is quite possible that A can 
have less than full rank, however, which means that there are certain goods 
in the utility function (or linear combinations of  goods) that are perfect 
substitutes with other goods (or their combinations). In that case, at certain 
prices the demand for goods will not be uniquely determined, so we cannot 
work with demand as a function of prices or with the expenditure function. 
Instead, it makes sense to go back to the utility function in (32) and work 
with the inverse demand functions which are defi ned by (33), where prices 
(on the left) are a function of quantities and expenditure (on the right). The 
matrix of coeffi  cients A will be of less than full rank in our empirical appli-
cation of the KBF utility function, as we shall explain in section 15.4, so we 
shall use the inverse demand functions in (33) for estimation. Fortunately, 
even in this case we can defi ne a constant- utility Hicksian inverse demand 
curve, as we denoted by p1t = D(q1t) in section 15.3.2. Then our analysis of 
the Hausman approximation in that section continues to hold. Indeed, we 
show in appendix B of Diewert and Feenstra (2019b) that in this case the 
elasticity of the inverse demand curve is:

(37) 
ln D1(q1t)

lnq1t

=
s1t

(1 s1t)2

a11

p1
2

1 ,

which can be used in (31) to obtain the Hausman approximation to the gain 
from good 1 in the KBF case:

14. While we formally establish this result in appendix C of Diewert and Feenstra (2019b) 
in a neighborhood of the consumption point, we expect that it will hold for all prices up to 
the reservation price, which is fi nite for the quadratic demand curves but infi nite for the CES 
demand curve.
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(38) GH, KBF =
1
2

s1t

1 s1t

2
a11

p1
2

1 .

15.4  Empirical Illustration Using CES and KBF Utility Functions

15.4.1  Scanner Data for Sales of Frozen Juice

We use the data from store number 515 in the Dominick’s Finer Foods 
Chain of 100 stores in the Greater Chicago area on 19 varieties of frozen 
orange juice for three years in the period 1989–1994 in order to test out the 
CES and quadratic utility functions explained in the previous two sections. 
The micro data from the University of Chicago (2013) are weekly quantities 
sold of each product and the corresponding unit value price. However, our 
focus is on calculating a monthly index and so the weekly price and quantity 
data need to be aggregated into monthly data. Since months contain vary-
ing amounts of days, we are immediately confronted with the problem of 
converting the weekly data into monthly data. We decided to sidestep the 
problems associated with this conversion by aggregating the weekly data 
into pseudo- months—which we simply refer to as “months”—that consist 
of four consecutive weeks.

Expenditure or sales shares, sit ≡ pitqit / n=1
19  pntqnt, were computed for prod-

ucts i = 1, . . . ,19 and months t = 1, . . . , 39. We computed the sample average 
expenditure shares for each product. The bestselling products were products 
1, 5, 11, 13, 14, 15, 16, 18, and 19. These products had a sample average share 
that exceeded 4 percent or a sample maximum share that exceeded 10 per-
cent. There is tremendous volatility in product prices, quantities, and sales 
shares for both the bestselling and least popular products. There were no 
sales of products 2 and 4 for months 1–8 and there were no sales of product 
12 in month 10 and in months 20–22. Thus, there is a new and disappearing 
product problem for 20 observations in this dataset.

In the following sections, we will use this dataset to estimate the elasticity 
of substitution σ for the CES utility and unit- expenditure functions, making 
diff ering assumptions on the errors underlying the price and expenditure 
share data.

15.4.2. Estimation of the CES Utility Function with Error in Prices

In this section and the next, we will use the double diff erencing approach 
that was introduced by Feenstra (1994) to estimate the elasticity of substitu-
tion. His method requires that product shares be positive in all periods. In 
order to implement his method, we drop the products that are not present 
in all periods. Thus, we drop products 2, 4, and 12 from our list of 19 frozen 

15. This store is located in a northeast suburb of Chicago.
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juice products because products 2 and 4 were not present in months 1–8 
and product 12 was not present in months 20–22. Thus, in our particular 
application the number of always present products in our sample will equal 
16. We also renumber our products so that the original product 13 becomes 
the Nth product in this section. This product had the largest average sales 
share. If  we assume that purchasers are choosing all 19 products by maximiz-
ing CES preferences over the 19 products, then this assumption implies that 
they are also maximizing CES preferences restricted to the always present 
16 products.

There are 3 sets of variables in the model (i = 1, …, N; t = 1, …, T ):

• qit is the observed amount of product i sold in period t;
• pit is the observed unit value price of product i sold in period t and
• sit is the observed share of sales of  product i in period t that is con-

structed using the quantities qit and the corresponding observed unit 
value prices pit.

In our particular application, N = 16 and T = 39. We aggregated over weekly 
unit values to construct pseudo- monthly unit value prices. Since there was 
price change within the monthly time period, the observed monthly unit 
value prices will have some time aggregation errors in them. Any time aggre-
gation error will carry over into the observed sales shares. Interestingly, as 
we aggregate over time, the aggregated monthly quantities sold during the 
period do not suff er from this time aggregation bias. We therefore allow for 
measurement error in the log shares due to the measurement error in prices, 
treating the quantities as accurate.16

Our goal is to estimate the elasticity of substitution for a CES direct utility 
function (3) that was discussed in section 15.3.1 above. The system of share 
equations that corresponds to this consumer utility function was shown as 
(6) when expressed as a function of prices. An alternative expression for 
the shares as a function of quantities can be obtained by denoting the CES 
utility function by f (qt) and using the fi rst- order condition (22) for good i 
multiplied by qit to obtain the share equations:

(39) sit
pitqit

Et

=
aiqit

( 1)/

n It
anqnt

( 1)/
, i = 1,…, N; t 1,…,T ,

where T = 39 and N = 16. This system of share equations corresponds to the 
consumers’ system of inverse demand equations for always present products, 
which give monthly unit value prices as functions of quantities purchased. 
We take natural logarithms of both sides of the equations in (39) and add 
error terms uit to refl ect the measurement error in prices and therefore in 
shares,

16. See our working paper, Diewert and Feenstra (2019b), for other methods. We discuss there 
the more general technique from Feenstra (1994) that corrects for errors in prices, quantities, 
and expenditure shares.
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(40) lnsit = lnai +
( 1)

lnqit ln
n=1

N

anqnt
( 1)/

+uit , i = 1,…, N; t = 1,…,T ,

where by assumption the qit are measured without error and the error terms 
uit have 0 means and a classical (singular) covariance matrix for the shares 
within each time period and the error terms are uncorrelated across time 
periods. The unknown parameters in (40) are the positive parameters ai and 
the elasticity of substitution σ > 1.

The Feenstra double- diff erenced variables are defi ned in two stages. First, 
for any variable xit we diff erence the logarithms of  xit with respect to time; 
that is, defi ne ∆ ln xit as follows:

(41) ∆ ln xit ≡ ln(xit) – ln(xit–1), i = 1, …, N; t = 2, 3, …, T.

Now pick product N as the numeraire product and diff erence the ∆ ln xit 
with respect to product N, giving rise to the following double diff erenced log 
variable, ∆2 ln xit:

(42) ∆2 ln xit ≡ ∆ ln xit – ∆ ln xNt, i = 1, …, N – 1; t = 2, 3, …, T

= ln(xnt) – ln(xnt–1) – ln(xNt) + ln(xNt–1) .

We apply this technique to obtain the double- diff erenced log share ∆2 ln sit, 
the double- diff erenced log quantity ∆2 ln qit, and the double- diff erenced error 
variables ∆2uit. Then using equation (40), it can be verifi ed that the double- 
diff erenced log shares ∆2 ln sit satisfy the following system of (N – 1)(T – 1) 
estimating equations:

(43) 2 lnsit =
( 1) 2 lnqit + 2uit , i = 1,…, N 1; t = 2,3,…,T ,

where the new residuals, ∆2uit, have means 0 and a constant covariance 
matrix with 0 covariances for observations that are separated by two or more 
time periods. Thus, we have a system of linear estimating equations with only 
one unknown parameter across all equations—namely, σ. This is almost17 
the simplest possible system of estimating equations that one could imagine.

We have 15 product estimating equations of the form (43) that are esti-
mated with STATA.18 The resulting estimate for (σ – 1) /σ was 0.849 (with 
a standard error of 0.006) and thus the corresponding estimated σ is equal 
to 6.62. The standard error on (σ – 1) /σ was tiny using the present regres-
sion results so σ was very accurately determined using this method. The 

17. The variance covariance structure is not quite classical due to the correlation of residuals 
between adjacent time periods. We did not take this correlation into account in our estimation 
of this system of equations; that is, we just used a standard systems nonlinear regression pack-
age that assumed intertemporal independence of the error terms.

18. The STATA code to obtain the results in this paper is available on request.
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equation- by- equation R2 for the 15 products i = 1, …, N – 1 were as follows: 
0.998, 0.996, 0.997, 0.990, 0.995, 0.994, 0993, 0.993, 0.990, 0.997, 0.991, 
0.995, 0.997, 0.991, and 0.995. The average R2 is 0.994, which is very high for 
share equations or for transformations of share equations. The results are all 
the more remarkable considering that we have only one unknown parameter 
in the entire system of (N – 1)(T – 1) = 570 observations.19 This double dif-
ferencing method for estimating the elasticity of substitution worked much 
better than any other method that we tried.

15.4.3  Estimation of the Changes in the CES CPI Due to Changing 
Product Availability

Recall that the Feenstra methodology to measure the exact CES price 
index used the Sato- Vartia PSV(I ) in (11), expressed over the common prod-
ucts, and multiplied that index by the terms ( t / t 1)

1/( 1) in (14) that cap-
tures new and disappearing products. This term will diff er from unity if  the 
available products change from the previous period. For our dataset, the 
term λt is less than unity for months 9 (products 2 and 4 become available), 
11 (product 12 becomes available), and 23 (product 12 again becomes avail-
able). The term λ t–1 is greater than unity for months 10 (product 12 becomes 
unavailable) and 20 (product 12 again becomes unavailable). Computing 
( t / t 1)

1/( 1) using our estimate of σ = 6.62 gives the results shown in the 
third column of table 15.2. In the fi nal column, we can invert this term to 
obtain the gain in CES utility (or loss if  less than one) due to the availability 
of goods, which is reported along with its bootstrapped 95 percent confi -
dence interval:20

(44) GCES = ( t / t 1) 1/( 1).

Recall that in month 9, products 2 and 4 make their appearance, and 
table 15.2 tells us that the eff ect of  this increase in variety is to lower the 
price level and increase utility for month 9 by 0.83 percentage points. In 
month 10, when product 12 disappears from the store, this has the eff ect 
of  increasing the price level and lowering utility by 0.40 percentage points. 
That product comes in and out of  the dataset, and the overall eff ect on the 
price level of  the changes in the availability of  products is equal to 0.9918 
× 1.0040 × 0.9951 × 1.0044 × 0.9965 = 0.9918, for a decrease in the price 
level and increase in utility over the sample period of 0.83 percentage points. 
Notice that this overall eff ect just refl ects the introduction of products 2 and 
4 in month 9, since the net impact of  the disappearance and reappearance 
of  product 12 cancels out when cumulated. That canceling of  the impact 
of  availability of  product 12 is a highly desirable feature of  these CES 

19. The results are dependent on the choice of the numeraire product. Ideally, we want to 
choose the product that has the largest sales share and the lowest share variance.

20. In our bootstrap, we resample with replacement the monthly observations across all 
products 500 times.
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results, but it is not a necessary outcome because it depends on the shares 
of  product 12: it just so happens that these shares are nearly equal when it 
exits and reenters, leading to zero net impact. We will explore in later sec-
tions whether this desirable result continues to hold with other functional 
forms for utility.

These results in table 15.2 are our fi rst estimates of  the gains from 
increased product availability in our frozen juice data. While they are prom-
ising results, as we mentioned in section 15.1, there are two potential prob-
lems with the Feenstra methodology: (i) the CES functional form is not fully 
fl exible; and (ii) the reservation prices that induce consumers to demand 0 
units of products that are not available in a period are infi nite, which a priori 
seems implausible. Thus, in the following section, we will introduce a fl exible 
functional form that will generate fi nite reservation prices for unavailable 
products, and hence will provide an alternative methodology for measuring 
the net benefi ts of new and disappearing products.

15.4.4  Estimation of the KBF Utility Function

The quadratic or KBF utility function was introduced in section 15.3.3 
above. Multiplying both sides of equation i in (33) by qit and dividing by pt 
– qt = Et, we obtain the following system of inverse demand share equations:

(45) sit
pitqit

pt qt

=
qit n=1

N ainqnt

qt
TAqt

, i = 1,…,N ,

where ain is the element of A that is in row i and column n for i, n = 1, …, N. 
These equations will form the basis for our system of estimating equations 
in this and the following section. Note that they are nonlinear equations in 
the unknown parameters aik. It turns out to be useful to reparameterize the 
A matrix as follows:

Table 15.2 Changes in the price level and CES gains due to the availability of 
products, 𝛔 = 6.62

  Availability  (λt /λt – 1)1 / (σ – 1)  GCES

9 2 and 4 new 0.9918 1.0083
[1.0075, 1.0091]

10 12 disappears 1.0040 0.9960
[0.9955, 0 .9963]

11 12 reappears 0.9951 1.0049
[1.0045, 1.0054]

20 12 disappears 1.0044 0.9956
[0.9952, 0.9960]

23 12 reappears 0.9965 1.0035
[1.0032, 1.0039]

Cumulative Gain 0.9918 1.0083
      [1.0075, 1.0091]
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(46) A = bbT + B; b ≫ 0N; B = BT; B is negative semidefi nite; Bq* = 0N,

where q* is a positive vector. The vector bT ≡ [b1, …, bN] is a row vector of 
positive constants and so bbT is a rank 1 positive semidefi nite N by N matrix. 
The symmetric matrix B has N(N + 1) /2 independent elements bnk but the N 
constraints Bq* reduce this number of independent parameters by N. Thus, 
there are N independent parameters in the b vector and N(N – 1) / 2 inde-
pendent parameters in the B matrix so that bbT + B has the same number of 
independent parameters as the A matrix. Diewert and Hill (2010) showed 
that replacing A by bbT + B still leads to a fl exible functional form.

The reparameterization of A by bbT + B is useful in our present context 
because we can use this reparameterization to estimate the unknown param-
eters in stages. Thus, we will initially set B = 0N×N, a matrix of 0’s. The result-
ing utility function becomes f (q) = (qTbbTq)1/2 = (bTqbTq)1/2 = bTq , a linear 
utility function. Thus, this special case of (32) boils down to the linear utility 
function model, which means that the goods are perfect substitutes for each 
other. We will add the matrix B into our estimation as described below but 
restrict it to be of less than full rank, so the matrix A will also be of less than 
full rank. As anticipated earlier (see the end of section 15.3.3), this means 
that A cannot be inverted and it will be necessary to work with the inverse 
demand curves of the KBF system, rather than the expenditure function or 
the associated Hicksian or Marshallian demand curves.

The matrix B is required to be negative semidefi nite. We can follow the 
procedure used by Wiley, Schmidt, and Bramble (1973) and Diewert and 
Wales (1987) and impose negative semidefi niteness on B by setting B equal 
to –CCT where C is a lower triangular matrix.21 Write C as [c1, c2, …, cN ] 
where ck is a column vector for k = 1, …, N. If  C is lower triangular, then 
the fi rst k – 1 elements of ck are equal to 0, k = 2, 3, …, N. Thus, we have the 
following representation for B:

(47) B = CCT = CkCkT

k=1

19

,

where we impose the following restrictions on the vectors ck in order to 
impose the restrictions Bq* = 0N on B:22

(48) ckTq* = 0; k = 1, …, N.

If  the number of products N in the commodity group under consider-
ation is not small, then typically, it will not be possible to estimate all the 

21. C = [cnk] is a lower triangular matrix if  cnk = 0 for k > n; that is, there are 0’s in the upper 
triangle. Wiley, Schmidt, and Bramble (1973) showed that setting B = -CCT where C was lower 
triangular was suffi  cient to impose negative semidefi niteness while Diewert and Wales showed 
that any negative semidefi nite matrix could be represented in this fashion.

22. The restriction that C be lower triangular means that cN will have at most one nonzero 
element, namely . However, the positivity of q* and the restriction cNTq* = 0 will imply that 
cN = 0N. Thus, the maximal rank of B is N – 1. For additional materials on the properties of 
the KBF functional form, see Diewert (2018).

 EBSCOhost - printed on 2/8/2023 7:48 PM via . All use subject to https://www.ebsco.com/terms-of-use



Estimating the Benefi ts of New Products    459

parameters in the C matrix. Furthermore, typically nonlinear estimation is 
not successful if  one attempts to estimate all the parameters at once. Thus, 
we estimated the parameters in the utility function f (q) = (qTAq)1/2 in stages. 
In the fi rst stage, we estimated the linear utility function f (q) = bTq . In the 
second stage, we estimate f (q) = (qT[bbT – c1c1T ]q )1/2 where c1T ≡ [c1

1
, c1

2
, …, c1

N
] 

and c1Tq* = 0. For starting coeffi  cient values in the second nonlinear regres-
sion, we use the fi nal estimates for b from the fi rst nonlinear regression and 
set the starting c1 ≡ 0N.23 In the third stage, we estimate f (q) = (qT[bbT – c1c1T – 
c2c2T ]q)1/2 where c1T ≡ [c1

1
, c1

2
, …, c1

N
], c1Tq* = 0, c2T ≡ [0, c2

2
, …, ] and c2Tq* = 0. 

The starting coeffi  cient values are the fi nal values from the second stage with 
c2 ≡ 0N. In the fourth stage, we estimate f(q) = (qT[bbT – c1c1T – c2c2T – c3c3T]
q)1/2 where c1T ≡ [c1

1
, c1

2
, …, c1

N
], c1Tq* = 0, c2T ≡ [0, c2

2
, …, ], c2Tq* = 0, c3T ≡ 

[0, 0, c3
3
, …, c3

N
] and c3Tq* = 0. At each stage, the log likelihood will generally 

increase.24 We stop adding columns to the C matrix when the increase in the 
log likelihood becomes small (or the number of degrees of freedom becomes 
small). At stage k of  this procedure, it turns out that we are estimating the 
substitution matrices of rank k – 1 that is the most negative semidefi nite 
that the data will support. This is the same type of procedure that Diewert 
and Wales (1988) used to estimate normalized quadratic preferences and 
they termed the fi nal functional form a semifl exible functional form. The 
above treatment of the KBF functional form also generates a semifl exible 
functional form.

15.4.5  The Estimation of KBF Preferences Using Price Equations

We considered two methods for estimating the KBF utility function. The 
fi rst used a stochastic version of the share equations (45).25 When we applied 
that method to predict prices for products that were actually available, it per-
formed rather poorly, giving us little confi dence that the reservation prices 
for products not available would be reliable. Accordingly, we switched from 
estimating share equations to the estimation of price equations. We con-
sidered the system of estimating equations using prices as the dependent 
variables, as was shown in (33):

(49) pit Et j=1
19 aijqjt / [ n=1

19
m=1
19 anmqntqmt] + it, t = 1,…, 39; i = 1,…,18,

where the A matrix was defi ned as A = bbT – c1c1T – c2c2T – c3c3T – c4c4T and 
the vectors b and c1 to c4 satisfy the same restrictions as the last model in the 
previous section. We stack up the estimating equations defi ned by (49) into 
a single nonlinear regression and we drop the observations that correspond 
to products i that were not available in period t.

23. We also use the constraint c1Tq* to eliminate one of the cn
1 from the nonlinear regression.

24. If  it does not increase, then the data do not support the estimation of a higher rank 
substitution matrix and we stop adding columns to the C matrix. The log likelihood cannot 
decrease because the successive models are nested.

25. See our working paper, Diewert and Feenstra (2019b).

 EBSCOhost - printed on 2/8/2023 7:48 PM via . All use subject to https://www.ebsco.com/terms-of-use



460    W. Erwin Diewert & Robert C. Feenstra

We used the fi nal estimates for the components of the b, c1, c2, c3 and c4 
vectors from the previous model as starting coeffi  cient values for the pres-
ent model. The initial log likelihood of our new model using these start-
ing values for the coeffi  cients was 415.6. The fi nal log likelihood for this 
model was 518.9, an increase of 103.5 as compared to using shares as the 
dependent variable. Thus, switching from having shares to having prices as 
the dependent variables did signifi cantly change our estimates. The single 
equation R2 was 0.945. We used our estimated coeffi  cients to form predicted 
prices pit* using equations (49) evaluated at our new parameter estimates. The 
equation- by- equation R2 comparing the predicted prices for the 19 products 
with the actual prices were as follows: 0.830, 0.862, 0.900, 0.916, 0.899, 
0.832, 0.913, 0.035, 0.244, 0.275, 0.024, 0.007, 0.870, 0.695, 0.421, 0.808, 
0.618, 0.852, and 0.287. The average R2 was 0.594. Of particular concern 
is product 12, which comes in and out of the sample and has a very low R2 
of only 0.007.

Since the predicted prices are still not very close to the actual prices, we 
decided to press on and estimate a new model, which added another rank 1 
substitution matrix to the substitution matrix; that is, we set A = bbT – c1c1T – 
c2c2T – c3c3T – c4c4T – c5c5T, where c5T = [0, 0, 0, 0, c5

5, …, c19
5 ] and the additional 

normalization c19
5 = n=5

18 cn
5. We used the fi nal estimates for the components 

of the b, c1, c2, c3 and c4 vectors from the previous model as starting coef-
fi cient values for the present model, along with cn

5 = 0.001 for n = 5, 6, …, 18. 
The initial log likelihood of our new model using these starting values for 
the coeffi  cients was 518.9. The fi nal log likelihood for this model was 550.3, 
an increase of 31.4. The single equation R2 was 0.950.

Since the increase in log likelihood for the rank 5 substitution matrix over 
the previous rank 4 substitution matrix was fairly large, we decided to add 
another rank 1 matrix to the A matrix. Thus, for our next model, we set A = 
bbT – c1c1T – c2c2T – c3c3T – c4c4T – c5c5T – c6c6T where c6T = [0, 0, 0, 0, c6

6, …, c19
6 ] 

with the additional normalization c19
6 = n=6

18 cn
6.We used the fi nal estimates 

for the components of the b, c1, c2, c3, c4 and c5 vectors from the previous 
model as starting coeffi  cient values for the new model along with cn

6 = 0.001 
for n = 6, 7, …, 18. The fi nal log likelihood for this model was 568.9, an 
increase of 18.5. The single equation R2 was 0.953. The present model had 
111 unknown parameters that were estimated (plus a variance parameter). 
We had only 680 observations and it was becoming increasingly diffi  cult 
to converge to the maximum likelihood estimates. Thus, we stopped our 
sequential estimation process at this point.

The parameter estimates for the rank 6 substitution matrix are listed 
below in table 15.3.

The estimated bn in table 15.3 for n = 1, …, 18 plus b19 = 1 are proportional 
to the vector of fi rst order partial derivatives of the KBF utility function 
f (q) evaluated at the vector of ones, ∇q f (119). Thus, the bn can be interpreted 
as estimates of the relative quality of the 19 products. Viewing table 15.3, 
it can be seen that the highest- quality products were products 6, 17, and 4 
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(b6 = 2.09, b17 = 1.58, b4 = 1.57) and the lowest quality products were products 
9, 10, and 15 (b9 = 0.57, b10 = 0.59, b15 = 0.71).

With the estimated b and c vectors in hand (denote them as b̂ and ĉk for k = 1, 
…, 6), form the estimated A matrix as Â b̂b̂T ĉ1ĉ1T ĉ2ĉ2T ĉ3ĉ3T ĉ4ĉ4T 

ĉ5ĉ5T ĉ6ĉ6T, and again denote the ij element of Â as âij for i, j = 1, …, 19. 
The predicted price for product i in month t is calculated using the new âij 
estimates. The equation- by- equation R2 that compares the predicted prices 
for the 19 products with the actual prices were as follows: 0.827, 0.868, 0.900, 
0.917, 0.896, 0.854, 0.905, 0.034, 0.328, 0.424, 0.052, 0.284, 0.865, 0.7280, 

Table 15.3 Estimated parameters for KBF preferences

Coef  Estimate  t Stat  Coef  Estimate  t Stat  Coef  Estimate  t Stat

b1 1.35 11.39 c3
2 –0.08 –0.11 c9

4 0.16 0.26
b2 1.31 10.77 c4

2 –0.71 –0.72 c10
4 –0.03 –0.05

b3 1.43 11.31 c5
2 –0.10 –0.24 c11

4 –0.61 –0.81
b4 1.57 11.54 c6

2 –0.64 –1.28 c12
4 –1.59 –1.13

b5 1.37 11.23 c7
2 –0.61 –1.38 c13

4 –0.23 –0.31
b6 2.09 11.89 c8

2 1.15 1.81 c14
4 –0.16 –0.24

b7 1.42 11.40 c9
2 –0.39 –1.35 c15

4 –0.67 –1.69
b8 0.82 9.02 c10

2 –0.54 –1.73 c16
4 –0.22 –0.30

b9 0.57 9.67 c11
2 1.00 2.14 c17

4 3.27 3.55
b10 0.59 9.48 c12

2 1.90 1.67 c18
4 –0.35 –0.44

b11 0.80 10.01 c13
2 –0.46 –1.48 c5

5 –0.06 –0.11
b12 1.10 9.16 c14

2 –0.73 –1.46 c6
5 –0.04 –0.12

b13 1.24 11.14 c15
2 –0.32 –0.80 c7

5 –0.10 –0.06
b14 1.61 11.12 c16

2 0.26 0.84 c8
5 –0.25 –0.04

b15 0.71 10.12 c17
2 0.02 0.01 c9

5 –0.62 –0.89
b16 1.34 11.47 c18

2 –0.50 –1.13 c10
5 –0.56 –0.80

b17 1.58 7.97 c3
3 1.36 5.41 c11

5 –0.11 –0.03
b18 1.37 11.40 c4

3 1.72 4.41 c12
5 –0.31 –0.04

c1
1 1.98 10.03 c5

3 1.03 5.10 c13
5 0.63 0.12

c2
1 1.66 6.65 c6

3 –0.43 –1.09 c14
5 0.05 0.01

c3
1 –0.25 –1.19 c7

3 0.90 2.43 c15
5 –0.08 –0.02

c4
1 0.13 0.55 c8

3 –0.46 –0.81 c16
5 0.76 0.13

c5
1 0.013 0.09 c9

3 –0.01 –0.04 c17
5 0.61 0.23

c6
1 –0.01 –0.05 c10

3 –0.08 –0.28 c18
5 0.48 0.05

c7
1 –0.38 –1.92 c11

3 –0.59 –1.06 c6
6 –0.01 –0.03

c8
1 –0.43 –1.86 c12

3 –0.14 –0.14 c7
6 0.18 0.38

c9
1 –0.02 –0.11 c13

3 –0.02 –0.09 c8
6 –0.76 –0.30

c10
1 –0.28 –1.58 c14

3 –0.45 –1.18 c9
6 –0.08 –0.02

c11
1 –0.96 –4.48 c15

3 –0.46 –2.03 c10
6 0.08 0.02

c12
1 –0.88 –2.69 c16

3 –0.01 –0.06 c11
6 –0.44 –0.27

c13
1 0.11 1.52 c17

3 –2.16 –2.38 c12
6 –0.95 –0.23

c14
1 –0.22 –1.02 c18

3 0.01 0.03 c13
6 –0.60 –0.11

c15
1 –0.13 –0.85 c4

4 –0.50 –0.71 c14
6 0.47 0.98

c16
1 0.14 1.25 c5

4 0.49 1.34 c15
6 0.39 0.34

c17
1 –0.68 –1.54 c6

4 0.27 0.47 c16
6 0.66 0.10

c18
1 0.08 0.45 c7

4 0.38 0.63 c17
6 0.12 0.00

c2
2  0.72  1.58  c8

4  –0.11  –0.12  c18
6  1.02  0.26
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0.487, 0.814, 0.854, 0.848, and 0.321. The average R2 was 0.642, which is a 
noticeable increase from the rank 4 model (average R2 = 0.594), and now 12 
of the 19 equations had an R2 greater than 0.70, while fi ve of the equations 
had an R2 less than 0.40 (product 12 had R2 = 0.284).26

15.4.6  The Gains and Losses Due to Changes in Product Availability

In this section, we consider a framework for measuring the gains or losses 
in utility due to changes in the availability of products that can be applied 
to the KBF (or any other) utility function. We suppose that we have data on 
prices and quantities on the sales of N products for T periods. The vectors of 
observed period t prices and quantities sold are pt = ( p1t, …, pNt) ≥ 0N and qt 
= (q1t, …, qNt) ≥ 0N, respectively, for t = 1, …, T. Sales or expenditures on the 
N products during period t are Et ≡ pt ∙ qt for t = 1, …, T.27 We assume that 
a linearly homogeneous utility function, f (q1, …, qN) = f (q), has been esti-
mated where q ≥ 0N.28 If  product i is not available (or not sold) during period 
t, the corresponding price and quantity, pit and qit, are set equal to zeros.

We calculate reservation prices for the unavailable products. We refer to 
these as predicted prices for the available commodities, where the predicted 
prices are consistent with our econometrically estimated utility function and 
the observed quantity data, qt. The period t reservation or predicted price for 
product i, pit*, is defi ned as the prices satisfying the fi rst- order conditions (22) 
using partial derivatives of the estimated utility function f (q) :

(50) pit* ≡ Et[∂f (qt) / ∂qi] / f (qt), i = 1, …, N; t = 1, …, T.

The prices defi ned by (50) are also Rothbarth’s (1941) virtual prices; they 
are the prices that rationalize the observed period t quantity vector as a 
solution to the period t utility maximization problem. Since f (q) is nonde-
creasing in its arguments and Et > 0, we see that pit* ≥ 0 for all i and t. If  the 
estimated utility function fi ts the observed data exactly (so that all errors in 
the estimating equations are equal to 0),29 then the predicted prices, pit*, for 
the available products will be equal to the corresponding actual prices, pit.

Imputed expenditures on product i during period t are defi ned as pit*qit for 
i = 1, …, N. Note that if  product n is not sold during period t, qit = 0 and 
hence pit*qit = 0 as well. Total imputed expenditures for all products sold dur-
ing period t, Et*, are defi ned as the sum of the individual product imputed 
expenditures:

26. The sample average expenditure shares of these low R2 products were 0.026, 0.026, 0.043, 
0.025, and 0.050, respectively. Thus, these low R2 products are relatively unimportant compared 
to the high expenditure share products.

27. We also assume that i=2
19 pitqit > 0 for t = 1, …, T.

28. We assume that f (q) is a diff erentiable, positive, linearly homogeneous, nondecreasing 
and concave function of q over a cone contained in the positive orthant. The domain of defi ni-
tion of the function f is extended to the closure of this cone by continuity and we assume that 
observed quantity vectors qt are contained in the closure of this cone.

29. This assumes that observed prices are the dependent variables in the estimating equations.
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(51) Et* i=1
N pit*qit, t = 1,…,T

= i=1
N qitEt[ f (qt) / qi] / f (qt), using definition (50)

= Et ,

where the last equality follows using the linear homogeneity of f (q) since by 
Euler’s Theorem on homogeneous functions, we have f (q) = i=1

N  qi∂f (q) / ∂qi. 
Thus, period t imputed expenditures, Et*, are equal to period t actual expen-
ditures, Et.

The above material sets the stage for the main acts: namely, how to mea-
sure the welfare gain if  product availability increases and how to measure 
the welfare loss if  product availability decreases. Suppose that in period 
t – 1, product 1 was not available (so that q1t–1 = 0), but in period t it becomes 
available, and a positive amount is purchased (so that q1t > 0). Our task is to 
defi ne a measure of the increase in consumer welfare that can be attributed 
to the increase in commodity availability.

Defi ne the vector of  purchases of  products during period t, excluding 
purchases of product 1 as q~1t ≡ [q2t, q3t, …, qNt]. Thus qt = [q1t, q~1t]. Since 
by assumption, an estimated utility function f (q) is available, we can use 
this utility function in order to defi ne the aggregate level of consumer utility 
during period t, Ut, as follows:

(52) Ut ≡ f (qt) = f (q1t, q~1t).

Now exclude the purchases of product 1 and defi ne the (diminished) util-
ity, U~1t, the utility generated by the remaining vector of purchases, q~1t, as 
follows:

(53) U~1t ≡ f (0, q~1t)

≤  f (q1t, q~1t) since f (q) is nondecreasing in the components of q

= Ut using defi nition (52).

Defi ne the period t imputed expenditures on products excluding product 1, 
E 1t* , as follows:

(54) E 1t* i=2
N pit*qit

= Et p1t*q1t using (51)

Et since p1t* 0 and q1t > 0.

It will be useful to work with the ratio of E 1t*  to Et, defi ned as

(55) λ1 ≡ E 1t* / Et ≤ 1 using (54).

Notice that the scalar λ1 is exactly the same as the term λt defi ned in (12), 
provided that we use the “common” set of goods I ≡ {2, …, N} in (12). In 
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other words, this is the period t expenditure on the set of goods {2, …, N } 
that were also available in period t – 1, relative to total expenditure. Then 
divide the vector of period t purchases excluding product 1, q1t, by the scalar 
λ1, and calculate the resulting imputed expenditures on the vector q~1t / λ1 
as equal to Et:

(56) i=2
N pit*qit / 1 = (1/ 1) i=2

N pit*qit

= (1/ 1)E1t* using definition (54)

= (Et / E 1t* )E 1t*  using definition (55)

= Et .

Using the linear homogeneity of  f (q ) in the components of  q , we are 
able to calculate the utility level, UA1t, that is generated by the vector q~1t /
λ1 as follows:

(57) UA1t ≡ f (0, q~1t / λ1)

= (1 / λ1) f (0, q~1t) using the linear homogeneity of f

= (1 / λ1)U~1t using defi nition (53).

Note that λ1 can be calculated using defi nition (55) and U~1t can be calculated 
using defi nition (53). Thus, UA1t can also be readily calculated.

Consider the following (hypothetical) consumer’s period t aggregate util-
ity maximization problem where product 1 is not available and consumers face 
the imputed prices pit* for products 2, …, N and the maximum expenditure on 
the N – 1 products is restricted to be equal to or less than actual expenditures 
on all N products during period t, which is Et:

(58) maxq s{ f (0,q2,q3,…,qN): i=2
N pit*qit Et} U1t

UA1t ,

where UA1t is defi ned by (57). The inequality in (58) follows because (56) 
shows that q~1t / λ1 is a feasible solution for the utility maximization prob-
lem defi ned by (58). We also know that the actual utility level in period t , 
Ut exceeds the maximized utility level U1t when good 1 is not available, so 
that we have

(59) Ut ≥ U1t ≥ UA1t.

We regard UA1t as an approximation (and lower bound) to U1t. Given that an 
estimated utility function f (q) is in hand, it is easy to compute the approxi-
mate utility level UA1t when product 1 is not available. The actual constrained 
utility level, U1t, will in general involve solving numerically the nonlinear 
programming problem defi ned by (58). For the KBF functional form, 
instead of maximizing (qTAq)1/2, we could maximize its square, qTAq , and 
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thus solving (58) would be equivalent to solving a quadratic programming 
problem with a single linear constraint. For the CES functional form, it 
turns out that there is no need to solve (58) because the strong separability 
of the CES functional form will imply that U1t = UA1t. In other words, for the 
CES utility function, when good 1 is not available, then the consumer will 
optimally choose to infl ate the purchases q~1t by (1 / λ1) in order to exhaust 
the budget Et.

A reasonable measure of the gain in utility due to the new availability of 
product 1 in period t, G1t, is the ratio of the completely unconstrained level 
of utility Ut to the product 1 constrained level U1t—that is, defi ne the product 
1 utility gain in period t as

(60) G1t ≡ Ut / U1t ≥ 1,

where the inequality follows from (59). The corresponding product 1 approxi-
mate utility gain is defi ned as

(61) GA1t ≡ Ut / UA1t ≥ G1t ≥ 1,

where the inequalities follow again from (59). Thus, in general the approxi-
mate gain is an upper bound to the true gain in utility due to the new avail-
ability of product 1 in period t.

Note that for the CES utility function we have GA1t = G1t since U1t = UA1t. 
Furthermore, using the shares in (39) assumed no measurement error in 
prices, so that pit = pit*, and we have

(62) GA1t =
Ut

UA1t

= 1t
Ut

U~1t

from definitions (57) and (61)

= i=2
N pit*qit

Et

Ut

U~1t

from definition (55)

= i=2
N aiqit

( 1)/

i=1
N aiqit

( 1)/

Ut

U~1t

from (39) with pit = pit*

= i=1
N aiqit

( 1)/

i=2
N aiqit

( 1)/

1/( 1)

from (3) with
1

1 =
1

1

= 1
i=2

N

sit

1/( 1)

from (39) once again.

So, for the CES case, the approximate measure of gain GA1t equals the true 
gain G1t, and these are exactly equal to the CES gain we defi ned earlier in (44) 
when applied to the case of new product 1. In other words, the earlier CES 
gain is identical to the approximate measure of gain that we have proposed 
in this section when applied to that functional form. But our defi nitions in 
this section also apply to any other functional form for utility, including 
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the KBF form, while recognizing that we are using the approximation (and 
upper bound) GA1t rather than G1t.

Now consider the case where product 1 is available in period t but it 
becomes unavailable in period t + 1. In this case, we want to calculate an 
approximation to the loss of utility in period t + 1 due to the unavailability 
of product 1. It turns out, however, that our methodology will not provide 
an answer to this measurement problem using the price and quantity data 
for period t + 1; we have to approximate the loss of utility that will occur 
in period t due to the unavailability of product 1 in period t + 1 by instead 
looking at the loss of utility that would occur in period t if  product 1 became 
unavailable. Once we redefi ne our measurement problem in this way, we can 
simply adapt the inequalities that we have already established for period t 
utility to the loss of  utility from the unavailability of product 1 from the 
previous analysis for the gain in utility.

A reasonable measure of the hypothetical loss of utility due to the unavail-
ability of product 1 in period t is the ratio of the product 1 constrained level of 
utility U1t to the completely unconstrained level of utility Ut to the product 1. 
We apply this hypothetical loss measure to period t + 1 when product 1 
becomes unavailable—that is, defi ne the product 1 utility loss that can be 
attributed to the disappearance of product 1 in period t + 1 as

(63) L1,t+1 ≡ U1t / Ut ≤ 1,

where the inequality follows from (59). The corresponding product 1 approxi-
mate utility loss is defi ned as

(64) LA1,t+1 ≡ UA1t / Ut ≤ L1,t+1 ≤ 1,

where the inequalities again follow from (59). Thus, in general the approxi-
mate loss is a lower bound to the “true” loss L1,t+1 in utility that can be 
attributed to the disappearance of product 1 in period t + 1. As was the 
case with our approximate gain measure, if  f (q) is a CES utility function, 
then LA1,t+1 = L1,t+1.

It is straightforward to adapt the above analysis from product 1 to product 
12 and compute the approximate gains and losses in utility that occur due 
to the disappearance of product 12 in period 10, its reappearance in period 
11, its disappearance in period 20, and its fi nal reappearance in period 23. 
These approximate losses and gains for the KBF utility function are listed in 
the third column of table 15.4. It is also straightforward to adapt the above 
analysis to situations where two new products appear in a period, which is 
the case for our products 2 and 4, which were missing in periods 1–8 and 
make their appearance in period 9. The approximate utility gain due to the 
new availability of these products in the KBF case is also listed in the third 
column of table 15.4. In the fourth column of table 15.4 we repeat the CES 
gain in utility from table 15.2 for period 9 due to the introduction of products 
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2 and 4, and the various impacts of the exit and entry of product 12. Thus, 
table 15.4 compares the gains and losses in utility for the KBF and CES mod-
els for the fi ve months in which there was a change in product availability.

In month 9, when products 2 and 4 become available, the CES model 
implies that the enhanced product availability increases consumers’ utility 
by 0.83 percentage points, while the KBF model implies a much smaller 
increase of  0.13 percentage points. Following that product introduction, 
we have the disappearance and reappearance of product 12 over all several 
months.

Recall that in our earlier calculation of the CES gain (see table 15.2), the 
net eff ect on utility of the entry and exit of product 12 canceled out, so that 
the overall utility gains came only from the initial entry or products 2 and 4. 
That result roughly holds in the KBF case, too, where product 12 now has 
only a very small impact on overall utility, increasing the utility gain from 
1.0013 (fi rst row of the third column in table 15.4) to 1.0014 (fi nal row of 
the third column).

So, product 12 has only a very minor eff ect on utility, and the principal 
impact comes from the month 9 introduction of products 2 and 4, where 
the CES gains are six times higher than the KBF gains in table 15.4 (and 
their bootstrapped 95 percent confi dence intervals do not overlap). That is 
a surprising result because our argument throughout this paper has been 
that the CES gains are at least twice as high as the Hausman gains obtained 
from a linear approximation to the demand curve. We have noted in section 
15.3.3 that the demand curves of the KBF utility function are convex, and 
since these convex demand curves lie above their linear approximation, the 
utility gain from a new product with KBF utility should exceed the utility 

Table 15.4 The gains and losses of utility due to changes in product availability

Month  Availability  
GA,KBF

LA,KBF  

GCES

(σ = 6.62)

9 2 and 4 new 1.0013
[1.0009, 1.0040]

1.0083
[1.0075, 1.0091]

10 12 disappears 0.9975 0.9959
[0.9935, 0.9996] [0.9955, 0.9963]

11 12 reappears 1.0030 1.0049
[1.0005, 1.0088] [1.0045, 1.0054]

20 12 disappears 0 .9988 0.9956
[0.9968, 0.9998] [0.9952, 0.9960]

23 12 reappears 1.0008 1.0035
[1.0001, 1.0020] [1.0032, 1.0039]

Cumulative Gain 1.0014 1.0083
    [1.0011, 1.0047]  [1.0075, 1.0091]
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gain along linear approximation. It follows that CES gains should be not 
much more than twice as high as the KBF gains, provided that those demand 
curves have the same elasticity at the point of consumption. Instead, we are 
fi nding in our estimation that we must divide the CES gain by about six to 
get the estimated KBF gain.

The resolution to these surprising empirical results is that the KBF and 
CES demand curves must have diff erent slopes at the point of consumption. 
But there is nothing in our estimation that will guarantee that result, and in 
fact our KBF utility function has more elastic demand on average for any 
products—including products 2 and 4 when they are introduced—than the 
estimated CES utility function. To illustrate the more elastic demand for the 
KBF function, we compute the Hausman approximation to the KBF gain 
as shown in (38) and to the CES gain as shown in (18). To be more specifi c, 
we single out each product and regard it as a product 1 in the approximate 
formulae (18) and (38). The remaining products are aggregated into product 
2. The share of this aggregate product 2 is simply s2t ≡ 1 – s1t.

30 With these 
modifi cations, we can calculate GH,KBF and GH,CES for each product and time 
period. That is, we pretend that each product is newly introduced in each 
time period and calculate the corresponding gains. Then we take the mean of 
these measures for each product over the 39 time periods for our estimated 
KBF and CES functional forms, as reported in table 15.5, together with the 
bootstrapped 95 percent confi dence intervals.31

From table 15.5, it can be seen that averaging over all products and all time 
periods, the approximate gain in utility from the introduction of a product is 
about 0.17 percentage points using our estimated KBF utility function and 
about 0.46 percentage points using our estimated CES utility function. So, 
the CES functional form gives a high estimate of the welfare gain by nearly 
a factor of three. The diff erence between them is explained entirely by the 
diff ering estimates of the inverse demand elasticities, as can be seen from 
equation (31). In order to have the Hausman approximation to the CES 
gains that are about three times as high on average as the Hausman approxi-
mation to the KBF gains, it must be that the elasticity of demand for the 
KBF function is about three times as high as for the CES.32 With the results 
shown in table 15.5, it is not surprising that the CES gains (from products 2 
and 4) are six times higher than the KBF gains in table 15.4: about three times 

30. The KBF shares that we use for this exercise are fi tted shares; that is, we use the actual 
quantities that are observed in period t, qit, and the estimated prices pit* ≡ f1(qt)Et / f (qt) where 
f (q) is the estimated utility function. In the CES case, we use the observed shares for simplicity.

31. The bootstrap uses 500 draws with replication. In some cases, the estimated coeffi  cient was 
below the 95 percent confi dence interval obtained by dropping the top and bottom 2.5 percent 
of observations. In those cases, we dropped fewer observations at the bottom and more at the 
top (still dropping 5 percent in total), so that the coeffi  cient was within the confi dence interval.

32. In appendix B of Diewert and Feenstra (2019b), table B1, we report some average elastici-
ties for each product that are quite similar to the elasticities of inverse demand.
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within this diff erence comes from having more elastic demand for the KBF 
than for the CES utility functions (so that the Hausman linear approxima-
tion to the gains in the CES case are nearly three times as high as in the KBF 
case), while the other two times comes from CES demand curves being more 
convex (with gains about twice higher) than KBF demand.

15.5  Conclusions

Determining how to incorporate new goods into the calculation of price 
indexes is an important, unresolved issue for statistical agencies. That issue 
becomes particularly important with the increased availability of scanner 
data to measure prices and quantities, because new and disappearing prod-
ucts at the barcode level occur frequently in such data. Our goal in this paper 
has been to compare several empirical methods to deal with new and disap-
pearing products: the proposal by Hausman (1999, 191; 2003, 27) to use a 
linear approximation to the demand curve to compute a lower bound to the 
consumer surplus, assuming that the true demand curve is convex; and with 
the estimation of two utility functions, the CES case and a quadratic utility 
function that we refer to as the KBF case. We have extended the approach 
of Hausman to apply to the analysis of  inverse demand curve (prices as 

Table 15.5 Gains from the appearance of each product for the estimated KBF and CES utility 
functions

Product  GH,KBF  GH,CES  Product  GH,KBF  GH,CES

1 0.0041 0.0042 11 0.0034 0.0034
[0.0029, 0.0139] [0.0039, 0.0046] [0.0011, 0.0129] [0.0031, 0.0037]

2 0.0008 0.0017 12 0.0021 0.0019
[0.0006, 0.0052] [0.0015, 0.0018] [0.0004, 0.0057] [0.0018, 0.0021]

3 0.0006 0.0026 13 0.0056 0.0221
[0.0004, 0.0038] [0.0024, 0.0029] [0.0039, 0.0108] [0.02037, 0.0239]

4 0.0008 0.0021 14 0.0009 0.0057
[0.0004, 0.0020] [0.0020, 0.0023] [0.0004, 0.0108] [0.0053, 0.0062]

5 0.0033 0.0095 15 0.0009 0.0017
[0.0026, 0.0091] [0.0088, 0.0103] [0.0003, 0.0075] [0.0016, 0018]

6 0.0001 0.0027 16 0.0031 0.01012
[0.0001, 0.0013] [0.0025, 0.0029] [0.0016, 0.0121] [0.0093, 0.0110]

7 0.0005 0.0030 17 0.0019 0.0021
[0.0005, 0.0040] [0.0028, 0.0033] [0.0003, 0.0034] [0.0020, 0.0024]

8 0.0010 0.0020 18 0.0011 0.0039
[0.0002, 0.0069] [0.0018, 0.0022] [0.0007, 0.0047] [0.0036, 0.0042]

9 0.0008 0.0020 19 0.0004 0.0041
[0.0006, 0.0038] [0.0019, 0.0022] [0.0004, 0.0165] [0.0037, 0.0044]

10 0.0005 0.0014 Mean 0.0017 0.0046
  [0.0003, 0.0031]  [0.0013, 0.0016]    [0.0017, 0.0041]  [0.0042, 0.0049]
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functions of  quantities) rather than direct demand curves (quantities as 
functions of prices), as needed in the KBF case.33 Then we have illustrated 
our results using the barcode data for frozen juice from one grocery store. 
While obviously limited in its scope, there are several tentative conclusions 
that can be drawn from the computations undertaken in this paper:

• The Feenstra CES methodology for dealing with changes in product 
availability is dependent on having accurate estimates for the elasticity 
of substitution. The gains from increasing product availability are very 
large if  the elasticity of substitution σ is close to one and fall rapidly as 
the elasticity increases, as discussed in section 15.3.1.

• It is not a trivial matter to obtain an accurate estimate for σ. Section 
15.4.2 developed one methodological approach to the estimation of the 
elasticity of substitution if  purchasers of products have CES prefer-
ences. These methods adapt Feenstra’s (1994) double log- diff erencing 
technique to the estimation of σ in a systems approach, where only one 
parameter needs to be estimated for an entire system of transformed 
CES demand functions.

• A major purpose of the present paper was the estimation of Hicksian 
reservation prices for products that were not available in a period. In 
the CES framework, these reservation prices turn out to be infi nite. But 
typically, it does not require an infi nite reservation price to deter a con-
sumer from purchasing a product. Thus, in section 15.3.3 we discussed 
the utility function f (q) ≡ (qTAq)1/2, which was originally introduced by 
Konüs and Byushgens (1926). They showed that this functional form 
was exactly consistent with the use of Fisher (1922) price and quantity 
indexes, so we called this the KBF functional form. The use of  this 
functional form leads to fi nite reservation prices, which can be readily 
calculated once the utility function has been estimated.

• We indicated how the correct curvature conditions on this functional 
form could be imposed and we showed that it is a semifl exible functional 
form that is similar to the normalized quadratic semifl exible form intro-
duced by Diewert and Wales (1987, 1988).

• In section 15.4.5 we estimated the unknown parameters in the A matrix 
using prices as the dependent variables. This approach generated sat-
isfactory point estimates for the KBF functional form, but because of 

33. Generally, it is challenging to estimate direct demand functions when there are new goods 
because the reservation prices for goods not available—which will infl uence the demand for 
available goods—are unknown. In some cases, the reservation prices can be solved as a function 
of observed prices and quantities for available goods, and therefore included in the estimation 
(see Feenstra and Weinstein (2017) for an application to a symmetric translog expenditure func-
tion). This problem does not arise when the inverse demand functions are estimated instead, 
because then the quantity for goods that are not available is simply zero, which can be used in 
the inverse demand equations for all goods that are available.
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the large number of parameters, many of the individual estimates are 
insignifi cantly diff erent from zero.

• The results presented in section 15.4.6 indicate that the Feenstra CES 
methodology for measuring the benefi ts of increases in product variety 
may overstate these benefi ts as compared to our semifl exible methodol-
ogy. We fi nd that the CES gains are about six times greater than the KBF 
gains: in rough terms, about three times within this diff erence comes 
from having more elastic demand for the KBF than for the CES utility 
functions (so that the Hausman linear approximation to the gains in the 
CES case are three times as high as in the KBF case), while the other 
two times comes from CES demand curves being more convex (with 
gains about twice higher) than KBF demand. Furthermore, the confi -
dence intervals for these estimates of gains in the KBF and CES cases 
do not overlap.

There is one other functional form that we have not explored in this paper, 
but which deserves more attention when examining new goods, and that is 
the translog expenditure function. In its most general form this function 
is fl exible, and under additional conditions the demand curves are convex 
with fi nite reservation prices for new goods. Feenstra and Shiells (1997) have 
examined the case of a single new good, and assuming that the translog and 
CES demand curves are tangent at the point of consumption, they argue 
that the gains from the new good in the translog case is one half as large as 
the CES gains. Feenstra and Weinstein (2017) have examined a simplifi ed 
symmetric translog expenditure function that has the same number of free 
parameters as the CES; that is, it is not a fully fl exible functional form. With 
that simplifi cation, they confi rm that the translog case is about one half  as 
large as the CES gains on a large dataset involving new imported products 
into the United States: they fi nd that the gains from new imports are about 
one half  as large in the translog case as what Broda and Weinstein (2006) 
fi nd in the CES case.34 Applying the translog functional form to scanner 
datasets would be a valuable exercise to see whether that method might be 
an alternative to the CES functional form, and we expect that the adjust-
ment for new and disappearing goods will be about one half  as large in the 
translog case as for the CES.

Our approach can be compared to the recent work of Redding and Wein-
stein (2020), who also use a CES utility function. They assume that this func-
tional form represents the “true” preferences, so that any observed deviation 

34. Note, however, that Feenstra and Weinstein (2017) fi nd another source of gains from 
new goods in the translog case, and that is a procompetitive eff ect on lowering the markups on 
existing goods. This procompetitive eff ect does not occur under a CES utility function because 
then markups are fi xed. When this procompetitive eff ect is added to the gains from new products 
in the translog case, the total gains are comparable in size to what Broda and Weinstein (2006) 
estimate as the gains from new products in the CES case,
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from the CES demand curves must represent a shift in tastes. For example, 
a good with a falling price and a very large increase in demand—a greater 
increase than what would be implied by the elasticity of substitution—must 
have a shift in tastes toward that good. They argue that the consumer gain 
from that price reduction is greater than what we would compute using 
constant tastes (which is the usual assumption of exact price indexes). So, 
in addition to the CES correction for new goods, they would propose a fur-
ther correction to allow for taste change. Our results in this paper show, in 
contrast, that once we move away from the CES case and consider alterna-
tive utility functions such as the KBF (or the translog case just mentioned), 
then the gains from new products will be less than that found for the CES 
utility function.
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