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Innovation is widely recognized as a central force for raising standards 
of  living. Yet innovative activity is riddled with market failures that can 
limit private investment. These market failures invite public policy to play 
a potentially critical role in promoting innovative eff ort. Indeed, such poli-
cies might be among the most important things governments can do to foster 
key social goals over the long run, including improved human health and 
rising socioeconomic prosperity. The purpose of this volume is to take stock 
of recent research that advances our understanding of innovation and the 
specifi c roles that public policy can play.

This project was generously funded by the Ewing Marion Kauff man 
Foundation through a grant to the National Bureau of Economic Research. 
The Kauff man Foundation has a long tradition of supporting research on 
entrepreneurship and innovation, in economics as well as other fi elds. We 
are very grateful for their support.

In building this volume, we were fortunate to recruit a set of authors who 
have made key contributions to innovation- policy research and who have 
come together here to synthesize the latest insights. The authors have pro-
duced a series of excellent chapters, each organizing cutting- edge research 
streams into coherent frameworks that can inform a large set of policy oppor-
tunities. With innovation playing a central role in improving standards of liv-
ing, the stakes in getting policy right are very large. In the individual chapters, 
and collectively, the authors have provided a concise and accessible guide.

We also thank Josh Lerner, Jim Poterba, and Scott Stern for suggesting 
that we undertake this project and supporting the eff ort throughout. Finally, 
we thank Chad Zimmerman, our editor at the University of Chicago Press, 
and Helena Fitz- Patrick at the NBER, who were both extremely helpful in 
managing the publication process.

Preface

 EBSCOhost - printed on 2/8/2023 7:51 PM via . All use subject to https://www.ebsco.com/terms-of-use



 EBSCOhost - printed on 2/8/2023 7:51 PM via . All use subject to https://www.ebsco.com/terms-of-use



1

Innovation is often seen as a central force for increasing economic prosper-
ity and improving health. From the early days of  the Industrial Revolu-
tion, policy makers have recognized the role of scientifi c and technological 
advancement. The British prime minister Benjamin Disraeli once observed, 
“How much has happened in these fi fty years. . . . I am thinking of those 
revolutions of science which . . . have changed the position and prospects 
of mankind more than all the conquests and all the codes and all the legisla-
tors that ever lived” (Lockyer 1903, 735). Disraeli’s observation is the more 
remarkable for having been made in 1870; it predated most of what we think 
of as the major innovations of the last 150 years—electricity, automobiles 
and airplanes, antibiotics and vaccines, agricultural advances, comput-
ers, the internet, biotechnology, and many others. Compared to 1870, US 
income per capita today is 18 times higher, and life expectancy at birth is 
35 years longer.1

Economists have come to understand the central role of  innovation 
through studies of economic growth (e.g., Solow 1956), industrial produc-
tivity (e.g., Griliches 1979), sectoral dynamics (e.g., Schumpeter 1942), and 

1. For historical real income per capita, see, for example, Jones (2016). For historical life 
expectancy, see Hacker (2010).

Introduction

Austan Goolsbee and Benjamin F. Jones

Austan Goolsbee is the Robert P. Gwinn Professor of Economics at the University of Chi-
cago Booth School of Business and a research associate of the National Bureau of Economic 
Research.

Benjamin F. Jones is the Gordon and Llura Gund Family Professor of Entrepreneurship and 
a professor of strategy at Northwestern University, and a research associate of the National 
Bureau of Economic Research.

For acknowledgments, sources of research support, and disclosure of the authors’ material 
fi nancial relationships, if any, please see https:// www .nber .org /books -  and -  chapters / innovation 
-  and -  public -  policy /introduction -  innovation -  and -  public -  policy.
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2    Austan Goolsbee and Benjamin F. Jones

the broader sweep of economic history (e.g., Mokyr 1990; Rosenberg 1982), 
among other means. US government policy, meanwhile, has come to pro-
mote innovation through a suite of mechanisms from systems of intellectual 
property embedded in the US Constitution to major postwar institutions 
such as the National Science Foundation and the Research and Experimen-
tation tax credit. Today, the role of public policy to support innovation—
and ultimately economic and public health—has perhaps never been felt so 
acutely. Writing this chapter in 2020, we are collectively facing the corona-
virus pandemic.2 Innovation—including better tests, therapeutic treatments, 
and new vaccines—will be essential to overcoming the current devastating 
consequences the pandemic has imposed for health and prosperity.

This volume collects new insights on innovation policy. The contributions 
study fi rst- order policy mechanisms and actionable ideas that can better fuel 
scientifi c and technological advance. Each analysis is based on the latest 
empirical evidence, understood within the context of existing policies and 
institutions.

In this introductory chapter, we present an overview of the new contribu-
tions, organized around fi ve subjects. The fi rst subject is the social returns to 
innovation investment, which is central to the case for public support. The 
second subject is human capital, which can constrain the nation’s innovative 
capacity. The third subject is scientifi c grant funding, which occurs mostly 
outside markets and is closely tied to government fi nancing. The fourth 
subject is tax policy, which can create incentives for and against innova-
tion investment in the private sector. The fi nal subject is entrepreneurship 
and ways in which government policy may eff ectively support new venture 
creation.

The following sections of this introduction consider each of these sub-
ject areas, summarizing key fi ndings and highlighting common themes and 
potential policy implications. Weighing the evidence in each area suggests 
numerous policy options that may expand the rate of innovative activity in 
the economy, with potentially high social returns. In the concluding section, 
we further summarize key themes.

Why Public Policy for Innovation?

The case for public support of innovation rests on two foundations. The 
fi rst is that innovation is obviously important for society—that is, for rais-
ing standards of living. The second is that markets are likely to underin-
vest in innovation from a society- wide perspective. While the fi rst point is 
well established, the second point calls for further examination. The private 

2. In tandem with this volume, the authors had planned to present their work at a major con-
ference in Washington, DC. Even though that meeting was canceled because of the pandemic, 
the research collected here provides the same content, in depth, and serves as an up- to- date 
and accessible resource for innovation researchers and policy makers.
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sector invests substantial resources in research and development—about 
2 percent of GDP (National Science Foundation 2020). What is the case 
for public policy to support this private investment or to create large public 
entities like the NIH and the National Science Foundation?

The answer depends on the social returns to innovation: the broad gains 
experienced by society from a given advance. If  innovation is important to 
rising standards of living, then these returns may naturally be high. But the 
case for public policy emerges, more precisely, when the social value created 
by innovation tends to exceed the value captured by the specifi c innovator. 
In this case, where innovation investment creates “positive spillovers” on 
others, the incentives to invest privately in innovation will be too low.

The most obvious form of such positive spillovers may be those follow-
ing investments in science and basic research. Vannevar Bush, the founding 
director of the National Science Foundation, described science as opening 
an “endless frontier” of progress and the “fund from which the practical 
applications of knowledge must be drawn” (Bush 1945, 17). Because basic 
research does not directly produce new products and new services, a private 
return through market sales of a scientifi c insight is essentially absent. Yet, 
to Bush’s point, progress in basic research may be essential to many down-
stream advances, and both anecdotes and broad empirical evidence on such 
spillovers abound (Ahmadpoor and Jones 2017; Dijkgraaf 2017; Flexner 
1939).

To take one example, consider the familiar market innovation of ride- 
sharing (e.g., Uber and Lyft). These businesses depend on the Global Posi-
tioning System (GPS), a network of satellites that allows drivers and riders 
to locate each other. These satellites, fi rst launched in 1978, depend in turn 
on many scientifi c breakthroughs, including Einstein’s theory of  general 
relativity, which is used explicitly to adjust the clock signals in GPS satellites, 
prior to launch. And Einstein’s theory of general relativity, developed in 
1915, depends critically on the initially obscure work of Bernhard Riemann, 
who in 1854 developed the necessary mathematical tools. These scientifi c 
breakthroughs, coming from basic research in mathematics and physics, 
ultimately opened doors to transformative marketplace innovations.

More broadly, spillovers may exist among marketplace innovations them-
selves, and these spillovers may be large. Such spillovers can occur through 
many channels, including the value downstream users receive from the inno-
vation, the value captured by competitors who imitate the innovation, and 
the value captured by future innovators who build on the new idea. Apple 
created the fi rst mass- market smartphone, providing large benefi ts to con-
sumers; it also facilitated imitative entry by other smartphone makers; and it 
enabled enormous downstream innovation, creating new applications, tech-
nologies, and businesses. Not all spillovers from marketplace innovations 
are necessarily positive, however. For example, through business stealing, an 
innovation may provide a high return to the innovating business in part by 
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4    Austan Goolsbee and Benjamin F. Jones

taking business from competitors, who lose out. Innovators may also crowd 
onto narrow avenues, duplicating and wasting each other’s eff orts. Whether 
or not spillovers are positive on net, and the scale of such spillovers, are 
empirical questions.

In chapter 1 of this volume, “A Calculation of the Social Returns to Inno-
vation,” Benjamin F. Jones and Lawrence H. Summers review the existing 
literature on the social returns to innovation and consider the social returns 
at an economy- wide scale. The chapter introduces a new method for calculat-
ing such returns that integrates across the many spillover margins and many 
types of innovation. The method further works to incorporate all innovation 
costs; it avoids picking winners (like the smartphone) and instead includes 
the costs of successes and failures, as well as innovation costs that go beyond 
narrow research and development expenditure. The central fi nding is that 
the social returns to innovation, as a whole, appear extremely large. Innova-
tion investment appears to pay for itself  many times over, with a conservative 
estimate suggesting that $1 in investment returns at least $5 in benefi ts on 
average. Altogether, integrating across this approach and many previous 
studies, the empirical evidence is robust and clear. The social returns to 
innovation appear very large and far in excess of the private returns.

Given the evidence for large positive spillovers, there appear to be substan-
tial market failures in innovation, where markets left to their own devices 
will underprovide innovation investment. This underinvestment in turn con-
strains growth in standards of living. The case for public investment and 
public policy to support innovation follows, and innovation policy emerges 
as a central sphere for governments to advance socioeconomic prosperity 
and human health. The next question then concerns the specifi c means of 
support, given the rich landscape of potential policy dimensions. The bal-
ance of the book investigates central dimensions of policy action.

Human Capital for Innovation

At the root of idea creation is innovative labor. This labor is a pipeline 
for new ideas and, when in limited supply, a potentially fundamental con-
straint on the rate of progress. The stock of available human capital in turn 
depends on specifi c government policies, including education and immigra-
tion policy. Chapters 2 and 3 in this volume consider the opportunity to 
expand the innovative workforce along these lines.

In chapter 2, “Innovation and Human Capital Policy,” John Van Reenen 
studies the sources of innovative human capital and the potential to expand 
it. He begins with a fundamental observation about innovative labor supply. 
Namely, increasing spending on innovation, holding the supply of inven-
tive labor fi xed, may result in higher prices for the labor rather than more 
innovation (Goolsbee 1998). By contrast, expanding the supply of inventive 
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labor can both accelerate innovation and reduce its cost. This suggests the 
key role that human capital policy can play.

Reviewing many margins to expand the pipeline of talent, Van Reenen 
examines K–12 education, university education, and broader barriers to 
entering innovative careers. Here we emphasize two of  the chapter’s key 
themes. The fi rst theme is that the pool of potential talent appears much 
larger than the number of people who enter the innovative workforce. For 
example, the pool of talent based on third grade mathematics test scores 
appears large compared to the set of individuals who migrate into technol-
ogy degrees and patenting (Bell et al. 2019a), and features of the child’s envi-
ronment, including household income, as well as gender and race strongly 
predict entry into patenting (Aghion et al. 2017; Akcigit, Grigsby, and 
Nicholas 2017; Bell et al. 2019a). Such fi ndings suggest that the national 
labor pool has a large number of talented individuals, including from under-
represented groups, who do not fi nd pathways into inventive careers.

The second theme is that specifi c interventions may help children track 
into inventive careers. For one, early exposure to inventive careers—
including through parent networks and through neighborhood exposure to 
local technology businesses—sharply predicts whether an individual will 
eventually patent (Bell et al. 2019a). These exposure factors appear causative 
and suggest that mentoring and other forms of career exposure not only 
could expand the inventive labor pool but also may be a relatively powerful 
means to do so (Bell et al. 2019b). School- level interventions also appear 
promising. Studies of student tracking into gifted or advanced classrooms, 
using careful research designs, show short-  and long- run advantages in math 
and science skills, and large increases in college enrollment among under-
represented groups (Card and Giuliano 2016; Cohodes 2020). Ultimately, 
education and career- exposure policies may draw substantially more talent 
into the innovative labor force, furthering growth. Because inventive careers 
are also relatively remunerative, these polices may simultaneously improve 
income mobility and reduce inequality.

Education- oriented policies can expand inventive labor supply over the 
longer run. More immediate advantages can come through immigration. In 
chapter 3, “Immigration Policy Levers for US Innovation and Start- Ups,” 
Sari Pekkala Kerr and William R. Kerr examine the role of immigrants in 
driving US- based innovation and consider various policy reforms that could 
accelerate US innovation through the immigration channel. A fundamental 
observation is that immigrants are especially innovative. In particular, while 
immigrants account for about 14 percent of the US workforce, they account 
for approximately one- quarter of all US patents and new ventures and one- 
third of all Nobel Prizes won in the United States. Overall, immigrants are 
an enormous source of science, engineering, and innovation talent.

Kerr and Kerr review the US immigrant system in detail and consider 
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6    Austan Goolsbee and Benjamin F. Jones

numerous margins for expanding innovative labor. Several reforms consider 
expanding the number of visas, including H- 1B visas and green cards, and 
the introduction of targeted visas, such as new forms of visas for entrepre-
neurs. Other policy reforms consider reallocations within existing quotas. 
For example, the green card system could relax its heavily binding country- 
specifi c caps, which work against countries like India that provide substan-
tial innovative labor. Relatedly, the lottery system used to allocate H- 1B 
visas can be redesigned to allocate more visas to scarce innovative talent. 
Although comprehensive immigration reform may be needed for changing 
the overall rate of immigration, several of Kerr and Kerr’s actionable policy 
ideas may achieve large gains by seemingly small adjustments to current 
practices.

An important set of ideas further connects immigration policy and the US 
education system. Indeed, US universities attract large numbers of foreign 
students into their programs, especially for science and technology degrees, 
and this pipeline of talent is much larger than the numbers of H- 1B and 
other employment visas available upon graduation. Currently, Optional 
Practical Training visas allow students to work for a limited time after 
graduation, but the binding green card and H- 1B quotas ultimately cause 
the United States to lose much of this available talent pool. In addition to 
potentially broadening extensions to H- 1B and green card quotas, targeting 
green cards to those with science and technology degrees (“stapling” green 
cards to their diplomas) and implementing related policy ideas may expand 
inventive labor in the United States in particularly targeted and relatively 
immediate ways.

Scientific Grant Funding

The US science system depends especially heavily on public support. Insti-
tutions like the National Institutes of Health (NIH), the National Science 
Foundation, the Department of Defense, and the Department of Energy, 
among many other US government agencies, are lead investors in basic 
research. This research is performed both in government laboratories and, 
in greater part, through grant funding to researchers outside government, 
especially in universities. Overall, the US government is the largest funder 
of basic research in the United States (National Science Foundation 2020).

In chapter 4, “Scientifi c Grant Funding,” Pierre Azoulay and Danielle 
Li consider these innovation policy tools. The authors consider the case for 
grant funding as a policy mechanism, review the history of science- funding 
institutions, and discuss key principles to guide these types of investment. 
They also discuss mechanisms to continually improve the effi  ciency and 
design of science- funding institutions.

The case for science grant funding emerges in both its social returns and 
its unpredictable uses. Drawing together recent empirical evidence, Azoulay 
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and Li show that the social returns to basic research appear high on aver-
age. Yet the exploratory nature of basic research means both that failure 
is common and that the range of ultimate applications is hard to predict, 
with returns occurring largely in unexpected spillovers. The example above, 
linking the market innovation of Uber back to the physics of Einstein and 
the mathematics of Riemann, shows just how unexpected these spillovers 
can be. Given this unpredictability, the authors then consider various types 
of funding mechanisms, comparing grants, prizes, and patents. The authors 
discuss why up- front grants may be eff ective when the applied endpoints are 
unknown and the returns are largely in the spillovers.

Azoulay and Li further investigate policy choices within scientifi c grant 
systems. The fundamental uncertainty of basic research suggests tolerance 
of failure. It further suggests a portfolio approach to science investment. 
Rather than pick a small number of  relatively safe avenues, and crowd-
ing grant dollars into these limited conduits, grant design can look across 
a wide range of independent research avenues, funding projects that may 
be individually more risky but produce higher collective rates of success. 
Azoulay and Li apply these design principles to analyze institutions like 
the NIH and the Defense Advanced Research Projects Agency (DARPA), 
and consider application areas like Alzheimer’s disease. The authors further 
analyze specifi c grant allocation mechanisms (such as peer review design) 
and the implications for grant management policies once awards are given.

Finally, the authors consider means of achieving continuous improve-
ment in the science grant system. They make the fundamental point that the 
scientifi c method itself  can be used to analyze science funding. Through ran-
domized controlled trials, as well as natural experiments, there are arrays of 
opportunities to evaluate and improve grant design, increasing the eff ective-
ness of the system and increasing the social returns science funding provides. 
The authors consider numerous measurement approaches that can help 
make regular, rigorous evaluation a practical and highly impactful reality.

Tax Policy

When the social returns to innovation exceed the private return, one policy 
approach is a “Pigouvian subsidy” to encourage innovative behavior. Such 
a subsidy can raise the private returns to align with the social returns. One 
way to implement such policies is through tax rate adjustments that aim 
specifi cally at innovation investments and outcomes.

In chapter 5, “Tax Policy for Innovation,” Bronwyn H. Hall analyzes how 
advanced economies use tax codes to encourage innovative activity. She 
highlights the two most common forms of these direct innovation incentives: 
R&D tax credits (in 42 countries), which help off set R&D investment costs, 
and so- called intellectual property (IP) boxes (in 22 countries), which reduce 
tax rates on income from IP. Policy makers face choices, and challenges, in 
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defi ning the set of activities that count for these tax incentives. Hall explores 
the practical diff erences between policies that subsidize the “input,” like the 
R&D credit, versus the “output,” like the IP box, and reviews the various 
policy designs conceptually, with examples from diff erent countries. The 
chapter then synthesizes the empirical evidence on the eff ectiveness of these 
tax instruments.

A substantial body of  work documents that private R&D responds 
strongly to changes in the R&D tax credit. This fi nding is consistent across 
many studies and in many diff erent national environments. Hall further 
examines the detailed design of the credit in the United States, with busi-
ness examples, and explains that the true size of the credit is much smaller 
than the statutory rate appears. The credit also ends up being substantially 
more generous in the United States for recent start- ups than for established 
companies.

A smaller, recent body of  work examines the eff ects of  IP boxes. This 
research shows that IP boxes appear to impact the location of patent rights 
across countries. At the same time, there is little evidence that this policy 
approach increases R&D investment or innovative output. While more stud-
ies are needed on IP boxes, R&D tax credits appear to be a more eff ective 
mechanism for increasing private innovative investment.

In chapter 6, “Taxation and Innovation: What Do We Know?,” Ufuk 
Akcigit and Stefanie Stantcheva broaden the tax analysis, presenting a 
framework for many additional margins on which tax policy can infl uence 
innovation. They review recent research on the indirect roles of corporate 
and personal income taxation (as opposed to the direct, innovation- focused 
tax policies that the Hall chapter emphasizes). Using data on individual 
inventors in the United States since 1920 and their associated patents and 
fi rms, and similar data internationally since 1975, Akcigit and Stantcheva 
consider how income taxes aff ect innovative behavior. Their fi ndings docu-
ment that state and national income tax rates and corporate tax rates can 
have signifi cant eff ects on where inventors and fi rms choose to locate and 
how much innovation they achieve. At the same time, the authors fi nd that 
geographic agglomerations substantially reduce the power of  tax policy: 
innovation becomes less sensitive to tax levels in locations where there is 
already substantial innovative activity.

Akcigit and Stantcheva further discuss the decline in business dynamism 
in the United States and the role tax policy can play. The declining entry of 
new fi rms, and the increasing dominance of incumbent fi rms, may suggest an 
unhealthy innovation environment, especially to the extent that new ventures 
play outsized roles in radical innovations. This decline in business dynamism 
may also be a contributing cause to the apparent slowdown in US produc-
tivity growth. A key observation for tax policy, then, is whether tax policy 
inadvertently privileges large, incumbent fi rms. Akcigit and Stantcheva dis-
cuss these important issues from a tax perspective as well as from political 
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economy perspectives, where large fi rms may infl uence rule setting to their 
advantage.

Entrepreneurship Policy

This fi nal section considers public policy intended to foster entrepreneur-
ship. In chapter 7, “Government Incentives for Entrepreneurship,” John 
Lerner begins by observing that a great deal of innovative activity in the 
economy comes from start- up fi rms, often backed by venture capital inves-
tors, rather than from within large companies. Knowing this, governments 
all over the world have attempted to encourage entrepreneurship, but with 
mixed success. Lerner presents a sobering overview of the challenges fac-
ing governments, drawing on examples from many countries. One chal-
lenge involves location. Policy makers often target innovation investments 
on fairness criteria—geographic equity, for example, leading to substan-
tial investment in places that have not seen much successful entrepreneur-
ship in the past. This emphasis can put new- venture policy in tension with 
power ful agglomeration economies that make innovation investments more 
successful in already thriving locations, and studies suggest that returns to 
public investment are much higher in places with substantial existing private 
venture activity. Another challenge involves timing, noting the boom- bust 
patterns that are prevalent in the venture capital system. Cycles in venture 
capital funding complicate the timing of government policies, which can end 
up funding new ventures at exactly the moments when the boom is most pre-
carious. Lerner also highlights human capital challenges, where government 
offi  cials typically have less expertise in the technology and market environ-
ments where they invest, compared to professional early- stage investors.

In light of these challenges, Lerner further considers how governments 
can raise the eff ectiveness of their entrepreneurship policies. The chapter 
emphasizes two design principles and some practical examples. The fi rst 
design principle is independence. The goal here is to insulate investment 
decisions from political pressures—following a similar model of  policy 
independence as that seen with central banks. The second design principle 
is private sector matching. By requiring matching funds from the private 
sector, government policies can leverage the expertise of venture capitalists. 
At root, these principles can help ensure that public investment achieves 
high expected returns. These lessons can prove useful at the local, state, and 
national government levels.

Conclusion

Innovation plays a central role in advancing economic growth and socio-
economic prosperity. Higher productivity leads to higher per- capita income, 
including higher wages, and makes nations and their workers more success-
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ful on the world stage. Scientifi c and technological advances can lead to 
longer and healthier lives. And innovations can be critical to overcoming 
specifi c and high- stakes challenges, from the coronavirus pandemic to cli-
mate change.

This book collects new evidence and new ideas concerning innova-
tion policy. It considers the case for public investment in innovation and 
reviews numerous levers by which policy can advance innovative activity. 
The chapters consider mechanisms for expanding the pool of  innovative 
labor, encouraging scientifi c breakthroughs, increasing corporate R&D 
investment, and accelerating new venture creation. From R&D tax credits 
to research grants to the immigration system, the book collects the latest 
empirical evidence and a range of actionable ideas. The overall picture is a 
rich menu of public policies that can accelerate scientifi c and technological 
advance and reap the rewards that innovation aff ords.
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1.1  Introduction

Standards of living in advanced economies have risen dramatically over 
the last two centuries, with US income per capita currently 25 times its level 
in 1820 (Council of  Economic Advisers 2011). Scientifi c and technologi-
cal advances, ultimately delivering valuable new products and services, are 
thought to be critical drivers of  these gains (Mokyr 1990; Solow 1956). 
Innovative advances also appear central to improving human health and life 
expectancy (e.g., Cutler, Deaton, and Lleras- Muney 2006). Yet measuring 
the social returns to scientifi c and technological advances has proven diffi  -
cult. The challenge lies in the many spillover margins that appear inherent in 
the innovation process and the diff use manner by which the fruits of research 
investments are often realized (e.g., Hall, Mairesse, and Mohnen 2010).

This chapter does three things. First, it introduces a new method for calcu-
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lating the average social returns to innovation. This method integrates across 
the many types of  spillovers that innovative investments create. Second, 
the chapter considers how the social returns vary according to potentially 
important but not commonly addressed features of innovation. These fea-
tures include the roles of diff usion delays, capital embodiment, learning- by- 
doing, productivity mismeasurement, health outcomes, and international 
spillovers. The robust fi nding is that the social returns to innovative invest-
ments appear large. If  a narrow set of  innovative eff orts (such as formal 
R&D) drive the bulk of productivity gains, then the social returns to these 
investments are enormous. If  a much broader set of innovative eff orts drives 
productivity gains, then the social returns to these broader activities appear 
merely large. In light of the high social returns, the fi nal part of the chapter 
discusses the prospects for increased innovative eff ort to accelerate improve-
ments in standards of living and economic growth.

The existing literature emphasizes that the social gain from a new idea may 
diff er substantially from the private gain captured by the original innovator 
(e.g., Griliches 1992; Nordhaus 2004). The divergence between private and 
social returns follows from various spillovers that appear integral to the inno-
vation process. Positive innovation spillovers may include benefi ts to users 
(e.g., Trajtenberg 1989), benefi ts to imitators (e.g., Segerstrom 1991), and 
intertemporal benefi ts where new ideas enable additional innovations in the 
future (e.g., Romer 1990; Scotchmer 1991; Weitzman 1998). One can look to 
examples like electricity, the computer, or the Human Genome Project—and 
the new products, businesses, and industries they have spurred—to realize 
that the private gains to the initial innovators may be small compared to 
the productivity or health gains that result for society as a whole. However, 
while such spillovers suggest that the social returns of an innovation may 
substantially exceed the private returns, other forces may lead innovators 
toward overinvesting in new ideas. Overinvestment could occur through 
business stealing (e.g., Aghion and Howitt 1998), research duplication (e.g., 
Dixit 1988), and/or intertemporal costs where fi nding new ideas today raises 
costs for fi nding new ideas later (e.g., Jones 2009; Kortum 1997). 

In light of these spillovers, researchers have long been interested in under-
standing the social returns to innovation, with an emphasis on formal R&D 
investment. Case studies of specifi c technologies (e.g., Griliches 1958; Mans-
fi eld et al. 1977; Tewskbury, Crandall, and Crane 1980) have counted up 
the R&D investments targeting specifi c products and then examined the 
benefi ts from the technologies developed. Other literature uses regressions 
to examine how fi rm and industry R&D investment pays off  in productivity 
gains (e.g., Bloom, Schankerman, and Van Reenen 2013; Hall, Mairesse, 
and Mohnen 2010). These regressions study spillovers by linking a given 
fi rm’s or industry’s productivity to the R&D performed by other fi rms or 
industries. Regression methods have also been deployed at the national level 
to study how aggregate productivity gains are associated with aggregate 
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R&D investment, including spillovers from R&D in other countries (e.g., 
Coe and Helpman 1995). Finally, macroeconomic growth models have been 
calibrated to data, and the social returns to R&D calibrated under various 
assumptions about functional forms and their parameter values (e.g., Jones 
and Williams 1998). These varied approaches typically reach broadly similar 
conclusions: the social returns to R&D are large.

At the same time, each of the above approaches faces methodological dif-
fi culties. Case studies of specifi c technologies raise the question of whether 
the results generalize to other technologies. This concern is more acute 
if  the case studies tend to “pick winners,” which would lead to overstatement 
of the typical R&D returns. The regression methods often face challenges of 
causative interpretation. Further, regression methods must delineate the 
scope of  spillovers, and distant spillovers or intertemporal spillovers are 
largely ignored. For example, these methods do not incorporate the role 
of basic research and the widespread but typically delayed infl uences that 
basic research may have on opening new avenues of commercial applica-
tion (Ahmadpoor and Jones 2017). Yet it is exactly the innovations with 
diff use implications—electricity, the computer, genetics research, machine 
learning—that may be especially important for society and for understand-
ing the returns to innovation investments.

Given these challenges, this chapter introduces a new and complementary 
methodology. We present new calculations for the social returns to innova-
tion investment, building on core features of  the innovation and growth 
literature. Our measures emphasize the advantages of examining the path 
of GDP, which acts to aggregate and net out complicated spillovers involved 
in the innovation process. The approach off ers a seemingly quite general 
means of  estimating the average social returns. Moreover, the simplicity 
of the method allows us to transparently examine the infl uence of other, 
potentially key features that are not typically addressed in studies of the 
social returns to R&D. These features include embodied versus disembod-
ied technological progress, diff usion rates, learning- by- doing, productivity 
mismeasurement, health benefi ts, cross- country spillovers, and other dimen-
sions for assessing the social returns.

The intuition for our approach is straightforward. Modern growth theory, 
following the work of Robert Solow, tells us under reasonably broad con-
ditions that the growth rate of GDP per person will be equivalent to the 
growth rate in total factor productivity (Solow 1956). In the absence of this 
productivity growth, per- capita income will remain constant. In advanced 
economies, long- run growth in productivity is often interpreted to come 
from investment in new ideas, which is the basis of  modern endogenous 
growth theory (e.g., Aghion and Howitt 1992; Romer 1990).

Taking this approach seriously, the average returns to innovative invest-
ments are determined by linking the aggregate cost of innovation investments 
to the aggregate production increase that results. Intuitively, by looking at 
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the net value- added gains in the GDP path, one can implicitly net out the 
spillover margins. By looking at total innovation investment, one includes 
both research successes and failures. A simple social returns calculation 
can proceed as follows. Let income per capita be y, innovation investment 
per capita be x, and the discount rate be r. If  a year’s worth of innovation 
investments creates a g percent increase in productivity, then the ratio of 
benefi ts to costs is:

=
g /r
x / y

.

The key idea here, as in endogenous growth theory, is that by investing a GDP 
share x / y in innovation today (i.e., once), we permanently raise productiv-
ity in the economy by g percent, the present value of which is g / r. Notably, 
this approach suggests that the average social returns to innovation may be 
enormous. For example, if  we take an R&D investment orientation, with 
the R&D share of GDP at its usual level in the United States, x / y ≈ 2.7%, 
and let these investments drive productivity growth, then we have g ≈ 1.8%.1 
Standard discount rates then imply that $1 of R&D investment today on 
average creates over $10 of economy- wide benefi ts in today’s dollars.2 This 
return is extremely large, but it follows from the basic mechanics of growth, 
as understood in advanced economies. That is, a permanent gain in living 
standards from a seemingly small investment in innovation will, by the above 
logic, tend to suggest enormous returns.

Having established this baseline, “R&D only” analysis, the chapter exam-
ines several reasons it may be too high. First, we consider the role of diff u-
sion, where the gains from R&D may pay off  slowly, delaying the benefi ts 
that are achieved and thus reducing their present value. Second, we consider 
the role of  capital deepening in accounting for some of the productivity 
gains and, relatedly, we consider the role of  capital- embodied technical 
change, where the value of R&D investments may only be realized through 
investments in new types of fi xed assets. Third, we consider the possibility 
that productivity growth occurs without formal R&D but due to other kinds 
of  activities, such as new- venture creation or learning- by- doing. In each 
case, we calibrate adjusted returns. All of these analyses act to reduce the 
estimated social returns to innovation investments, but we will also argue 
that under plausible assumptions the returns still appear very high.

The chapter then examines several reasons that, under the above calcula-
tion, the (already high) estimates of social returns may be too low. We fi rst 

1. We will consider the role of capital deepening and many other extensions to this simple 
calculation in the body of the chapter.

2. An alternative social returns calculation is the internal rate of return. This is the discount 
rate at which the benefi ts and costs are the same. This rate of return is r* = g / (x / y) for the simple 
calculation above. Using the same values for g and x / y, we then have r* = 67%.
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consider the role of infl ation bias, causing real GDP growth to understate 
gains due to product improvements and new product introductions. Second, 
we consider health, which is a main target of R&D investments and may 
bring large social returns, but where mortality and morbidity are not well 
accounted for in standard GDP per- capita measures. Third, we consider 
international diff usion, where economies around the world may also benefi t 
from the innovation investments undertaken in frontier economies.

Finally, the chapter considers the distinction between the average and the 
marginal social return to innovation investments. Our calculations through-
out are explicitly about the average return, which avoids having to assume 
very specifi c production functions. However, policy makers may naturally be 
more interested in the marginal investment returns. That is, policy choices 
will hinge on whether additionally increasing innovation investment lev-
els will see the same kinds of returns that the average return calculations 
indicate. We therefore consider how to bridge between marginal and average 
returns and present specifi c estimates of the marginal returns.

The rest of the chapter proceeds as follows. In section 1.2, we introduce 
our methodology and consider baseline calculations of the average social 
return. In section 1.3, we consider reasons that these baseline calculations 
may be too high, and then consider reasons the baseline calculation may be 
too low. In section 1.4, we consider distinctions between the average and the 
marginal social return and discuss the prospects for increased innovation 
investment to raise the rate of advance in socioeconomic prosperity. Sec-
tion 1.5 concludes.3

1.2  The Average Social Returns to R&D: A Baseline

In this section we introduce a baseline calculation of the average social 
returns to innovation investment. This method is meant to achieve three 
things. First, it acts to integrate across the many spillovers inherent to inno-
vation. Second, it clarifi es the basic logic for why the social returns to innova-
tion appear high. Third, it provides a foundation for discussing, and clarify-
ing, a range of additional and potentially fi rst- order issues that bear on the 
social returns, which we will consider in section 1.3.

1.2.1  Toward the Social Returns to Innovation

The social returns to innovation depend on the cost of innovation and 
the benefi t that results. That the social returns tend to appear high in vari-

3. Three appendices provide further context and results. Appendix A details the many types 
of spillovers that appear inherent to the innovation process and provides examples of each. 
Appendix B reviews the existing empirical literature that works to confront these spillovers 
and estimate the social rate of return. Appendix C provides proofs of the formal results in 
the chapter.
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ous analyses4 speaks to the fact that the costs often appear low yet the gains 
often appear substantial and durable. In particular, a new idea, method, 
design, etc., can be created at some up- front cost (i.e., paid once) but then 
raise productivity more or less forever. For example, calculus, invented in 
the 17th century, was a permanent advance in mathematics that has been 
used ever since.

More generally, the productivity gain can be seen to endure even if  a spe-
cifi c innovation becomes obsolete—that is, the earlier innovation is replaced 
by something better. For example, consider a software innovation that raises 
the productivity of workers by p1 percent. If  this were the last innovation 
ever produced, it would continue to provide this p1 percent gain forever. But 
let’s say instead that another software innovation comes along that replaces 
the original software and raises the productivity of workers by an additional 
p2 percent. We can think of this sequence of innovations in two ways. First, 
we can think of the original innovation as producing a permanent gain of 
p1 percent and the second innovation as, at some further innovation cost, 
producing an additional gain of p2 percent. In this sense, the gain from the 
original innovation remains. Alternatively, we might consider the average 
return to both innovations together. Here we add up the innovation costs 
and add up the total productivity gains (i.e., without attempting to parse 
individual contributions), so that the innovation investments have a perma-
nent eff ect in combination.

This kind of thought experiment lies behind the “case study” approach. 
Because innovations interact in complex ways, and many small innovations 
may together advance productivity in a given product line, separating out 
the marginal returns of each innovation is diffi  cult. The case study method 
thus often pools the innovation costs and benefi ts across many related inno-
vations and calculates an average social return to the broader technological 
advance, rather than the marginal return of each micro- innovation (e.g., 
Griliches 1958).

The limitation of case studies is one of representativeness, where they are 
unlikely to describe innovation investment returns in general. In particular, 
case studies of failures are rare, even though failure in innovation is com-
mon (Arrow 1962; Kerr, Nanda, and Rhodes- Kropf 2014). By leaving out 
failures, case studies may overstate the general social returns to R&D. Yet 
the advantages of the case study approach may still be had, separately from 
this limitation, by expanding the boundaries of the exercise. This occurs if  
one applies the approach to the economy as a whole. By aggregating across 
all innovation investment, one incorporates not only successful investments 
but also the “dry holes” of failed investments. Total innovation costs also 
incorporate the potential wasteful duplication of innovative eff orts. On the 
benefi t side, the path of aggregate productivity gains nets out the imitative 

4. See appendix B for a review.
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and business- stealing spillovers between and across fi rms and industries.5 
The long- run path of productivity gains also accounts for intertemporal 
spillovers and the benefi ts of basic research.

1.2.2  The Average Social Returns to Innovation

To develop this idea formally, consider two thought experiments. Both 
provide a baseline view of the social returns to innovation (which we extend 
further below). In the fi rst thought experiment, we “turn off ” all innovative 
investments forever and consider the costs and benefi ts (see fi gure 1.1). On 
the innovative investment side, we move from the observed level of innova-
tion investments to no innovation investment (fi gure 1.1A). On the output 
side, if  productivity advances cease with no further innovation, then we 
move from the observed level of  growth to a state of  no further growth 
(fi gure 1.1B). Thus, per- capita income remains constant (fi gure 1.1C). This 
alternative, no- growth state is also the outcome in modern endogenous 

5. That is, the path includes “creative destruction” where a new innovation makes an earlier 
one obsolete. The net gains in valued- added output incorporate this eff ect.

Fig. 1.1 Conceptual model of the economy- wide returns to innovation investment
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growth theory (Aghion and Howitt 1992; Romer 1990), but note that the 
key assumption here is more general than specifi c endogenous growth 
models.6

The average social returns to the observed level of innovative investments 
then follow directly. The cost of innovation is the present discounted value of 
the innovation investments. This is the present value of the rectangle in fi gure 
1.1A. The benefi ts of innovation are the present value of the discounted gain 
in per- capita income. This is the present value of the triangle in fi gure 1.1C. 
The ratio of the benefi ts to the costs then gives the social cost- benefi t ratio.

As shown in appendix C, the social cost- benefi t ratio is extremely simple 
and intuitive. It is

(1) =
g /r
x / y

.

The cost, in the denominator, is the ratio of innovation investment expendi-
ture (x) to GDP (y). The benefi t, in the numerator, is the growth rate (g) that 
results, discounted to the present at the discount rate (r). We are suppressing 
time in this expression to emphasize that the ratio of innovation investment 
expenditure to GDP and the growth rate of income are approximately con-
stant over time.

This expression, although derived over the entire time path of innovation 
expenditure and the entire time path of  productivity gains, produces an 
interpretation based on the intuitive nature of innovation gains. Namely, 
we can think of the cost- benefi t ratio as the cost of one year’s innovation 
(x / y) producing a stream of net output gains that are g percent higher. The 
present value of this permanent output gain is g / r.

As an alternative thought experiment, consider fi gure 1.2. Here we imag-
ine that we turn off  innovation investment for one year only (fi gure 1.2A) 
rather than forever (fi gure 1.1A). Since we do not innovate that year, we see 
no gain in productivity growth that year (fi gure 1.2B and 1.2C). However, 
at the end of the year, we start innovating again. In particular, we undertake 
exactly the same innovation projects as on the observed path. It should 
therefore be clear that the economy, with exactly the same innovations, leads 
to exactly the same productivity levels, only now the innovation costs occur 
with a one- year delay, and the economy arrives at each productivity level 
one year later.

In this alternative thought experiment, the present value of the innovation 
costs on the observed path versus the alternative path is one year’s innova-
tion costs, or x / y. The benefi ts are being g percent richer in each future 
period, the present value of which is g / r. These are the present values of the 

6. That is, if  there are diminishing returns to capital, then the absence of productivity growth 
means no growth in per- capita income.
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shaded areas in fi gure 1.2A (costs) and 1.2C (benefi ts). The social benefi t- 
cost ratio is then, again, exactly as in (1).

Finally, an alternative calculation is to measure the discount rate where 
the costs and benefi ts would be equal (i.e., where ρ = 1). This internal rate 
of return is written

(2) r* =
gy
x

,

providing a social internal rate of return as an alternative measure to the 
social benefi t- cost ratio.

1.2.3  The Average Social Returns: An “R&D Only” Baseline

With the expression (1), we can now calculate a baseline average social 
return to innovative investments. Taking the US economy, we have g = 1.8% 
as the average long- run growth rate. Using total public and private R&D 
investment to account for innovation investments (x), the long- run average 

Fig. 1.2 Alternative conceptual model of the economy- wide returns to innova-
tion investment
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value of x / y is approximately 2.7 percent.7 Taking a discount rate of 5 per-
cent, we then have

=
.018 / .05

.027
= 13.3 .

This says that $1 of R&D investment today produces, on average, a $13.3 
benefi t in today’s dollars. In other words, the baseline calculation suggests 
that the social returns to R&D are enormous.

An open question here is what discount rate to choose. The lower the 
discount rate, the greater the innovation benefi ts. The social discount rates 
used by governments range from 3.5 percent (United Kingdom) to 7 percent 
(United States). Some argue that social discount rates should be lower still, 
and equilibrium real interest rates have been trending downward for decades 
(Rachel and Summers 2019). US 30- year infl ation- protected government 
bonds point to a 1 percent discount rate on average over the last decade. 
Using such low discount rates would further amplify the social returns, 
but even high discount rates suggest the social returns are very large (see 
table 1.1).

As an alternative calculation, focusing on the internal rate of return, (2), 
and assuming again that g = .018 and x / y = .027, we have r* = 67%. By this 
standard, the social returns are also enormous. For example, if  a private 
citizen could access an investment with a 67 percent annual rate of return, 
that individual could become very rich very quickly. Of course, as a social 
return, this rate of return is not available to an individual investor. But it 
may be available to society as a whole. The question becomes whether and 
how society can further invest to take advantage of this high return (see 
section 1.5).

Overall, this simple baseline calculation based on R&D expenditure sug-

7. US R&D expenditure is based on numerous surveys of the National Science Foundation, 
and includes R&D performed and funded by private businesses with at least fi ve employees, 
federal and state governments, universities, and nonprofi t organizations.

Table 1.1 Average social returns by social discount rate

 
Social discount rate 

(r)  
Average social benefi t- cost ratio 

(ρ)  

1% 66.7
2% 33.3
3.5% 19.0
5% 13.3
7% 9.5

10% 6.7
 67%  1  
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gests that the average social returns to innovation are very large. This result 
aggregates across failed and successful R&D projects. It also incorporates 
the manifold spillovers involved in R&D, including intertemporal spillovers. 
In magnitude, the result reinforces the common fi nding in the prior litera-
ture, surveyed in section 1.2, and comes in at the upper range of existing 
estimates. We can now adjust this baseline calculation on numerous dimen-
sions to assess whether it may be too large or too small, which is the subject 
of the balance of the chapter.

1.3  Extending the Baseline

As an overarching framework for what follows, consider the following 
adjustment to the social return calculation. We write

(3) =
g / r
x / y

,

where the new term, β, provides for an upward or downward adjustment 
to the social return. In this section, we fi rst consider forces that make β 
less than one, so that the baseline calculation in table 1.1 is too high. We 
will then consider forces that make β greater than one, so that the baseline 
calculation is too low.

1.3.1  Reasons the Baseline Social Returns May Be Too High

1.3.1.1  Lags

The above baseline assumes that the payoff  from R&D investments occurs 
immediately. Yet there may be substantive delays in receiving the fruits of 
R&D investments. Other things equal, the longer the delays until the benefi ts 
are realized, the lower the return.

A simple approach to potential delays assumes that R&D investments 
borne today increase productivity permanently starting D years in the 
future. This leads to a straightforward correction to the present value of 
the benefi t stream. The calculation is the same as before, but we now must 
include a discount factor where8

(4) = e r̂D.

To make an explicit adjustment, we can consider various pieces of micro-
evidence. For businesses, the literature suggests a relatively short delay 
between R&D investment and product introduction. Mansfi eld et al. (1971) 
fi nd a three- year median delay. Ravenscraft and Scherer (1982) fi nd, in a 

8. The appropriate discount factor is r̂ = r g. This accounts for both the discount rate, r, 
for future income as well as income growth, g, which expands the income over which today’s 
innovation will ultimately be felt.
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survey, that 45 percent of  fi rms report a one-  to two- year delay, 40 per-
cent of fi rms report a two-  to fi ve- year delay, and only 5 percent of fi rms 
report a delay beyond fi ve years. Pakes and Schankerman (1984) impute 
a delay of 1.5–2.5 years between R&D investment and fi rst revenues. For 
fi rms included in the database Compustat, which focuses on mature fi rms in 
mature industries, Argente et al. (2020) estimate a one- year delay between 
R&D and product introduction.

The fi rst introduction of the product is not, however, the time at which 
use in the market peaks. Leonard (1971) studies 19 manufacturing industries 
and fi nds that the growth continues from the second year up until the ninth 
year after the R&D investment. In mature consumer sectors, the delays to 
market peak may be shorter. For example, Argente et al. (2020) fi nd that the 
new consumer products from publicly traded fi rms typically hit their sales 
peak one year after introduction. All told, studies of R&D, product intro-
ductions, and product sales suggest quite rapid linkages between up- front 
costs and peak market payoff s. A total delay of three to six years appears 
reasonable, and a 10- year delay appears very conservative.

For basic research, the delays are naturally longer. Using regression anal-
ysis, Adams (1990) suggests a 20- year lag between academic research and 
productivity growth in the relevant industry. One can also link specifi c pat-
ents to the underlying scientifi c research that each patent cites (Ahmadpoor 
and Jones 2017). Examining all US patents indicates an average delay of six 
years from the patent application to its direct precursor science publications. 
To the extent that basic research pays off  indirectly (i.e., basic research leads 
to further research that, eventually, becomes an input to marketplace inven-
tions), citation network analysis suggests that even remote basic research 
investments begin paying off  within 20 years.

Table 1.2 reconsiders the baseline social returns calculations using 
a range of  delays.9 Aggregating across the diff erent types of  research, a 
middle- of- the- road delay estimate may be 6.5 years, and a conservative 
estimate would be 10 years.10 An extremely conservative estimate would be 
20 years. Using any of  these delays, the average social returns to R&D still 

9. We use r̂ =5% in these calculations of the social benefi t- cost ratio. With a growth rate of 
g = 1.8%, this value for r̂ assumes a high discount rate of r = 6.8%. To the extent that appropri-
ate social discount rates are lower than this discount rate, the social benefi t- cost ratios in table 
1.2 are conservative.

10. The National Science Foundation (2020) reports that 63 percent of  recent US R&D 
spending represents product development (i.e., R&D targeted toward the development or 
improvement of  specifi c products or processes); 20 percent of  spending represents applied 
research (i.e., research that has a specifi c practical aim or objective); and the remaining 17 per-
cent of spending represents basic research (i.e., without any particular application in view). 
Taking a mainstream estimate of a three- year delay for product development R&D, a six- year 
delay for applied R&D, and a 20- year delay for basic R&D, the average delay (weighted across 
expenditure on each category) would be 6.5 years. Taking a conservative estimate of a fi ve- year 
delay for development R&D, a 10- year delay for applied R&D, and a 30- year delay for basic 
R&D, the average delay would be 10 years.
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appear very large. Even taking a very conservative 20- year average delay, 
which is well beyond what the microevidence indicates, one would still see 
a $4.9 present value benefi t for each $1 spent on R&D.11 The internal social 
rate of return declines relatively sharply from the baseline value of r* = 67% 
with extended delays, because high internal rates of  return heavily discount 
the future. With a delay of  20 years, the internal social rate of  return falls 
to 11 percent.

1.3.1.2  Incorporating Capital Investment

The baseline approach assumes that growth relies on the innovative invest-
ment x. This approach follows from the standard neoclassical idea that 
total- factor- productivity gains are necessary to achieve positive steady- state 
growth. Hence, one might accrue the benefi t of growth to R&D. However, 
this approach implicitly ignores potentially important features, including 
the contribution of capital investment. Here we will introduce capital invest-
ment explicitly into the observed and counterfactual growth scenarios.

One can incorporate the capital investment part of productivity growth—
or “capital deepening”—under two diff erent viewpoints. In one viewpoint, 
technological progress is “disembodied” from capital inputs. In the second 
viewpoint, new technologies must be embodied in new capital inputs, which 
bring additional costs. The roles of embodied versus disembodied technical 
progress have long been debated (Denison 1962; Jorgenson 1966; Jorgenson 
and Griliches 1967; Solow 1960), but all within the common conceptual 
viewpoint that the productivity growth must come from somewhere and be 
located in one place or another. Here we consider the disembodied and 
embodied perspectives in turn.

Disembodied Productivity Growth. In the disembodied perspective, the 
productivity gains from innovation are felt independently of capital invest-

11. A more sophisticated version of this delay adjustment doesn’t just consider a single delay, 
D, but rather uses the full distribution of delays in the micro literature. In practice, however, 
the more sophisticated approach leads to similar conclusions.

Table 1.2 Average social returns for diff erent benefi t lags

 

Delay in 
years 
(D)  

Corrective 
factor 

(β)  

Average social 
benefi t- cost ratio 

(ρ)  

Average social 
rate of return

(r*)  

0 1 13.3 67%
3 0.86 11.5 29%
5 0.78 10.4 23%

 6.5 0.72 9.6 20%
10 0.61 8.1 16%

 20  0.37  4.9  11%  
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ment. We can then parse per- capita income gains into two features. First is 
the direct (disembodied) gain from innovation that occurs holding capital 
fi xed; the second would be the capital deepening that these productivity 
gains further spark.

In standard neoclassical growth theory, where production is Cobb- 
Douglas, growth in per- capita income follows as

(5) gy = αgk + (1 – α)gA,

where gy is the growth in per- capita income, gk is the growth in capital per per-
son (capital deepening), and gA represents technological progress. The term α 
is the capital share of income, which empirically is approximately one- third. 
Thus, if  technological progress follows from innovative in vestments and 
these gains are felt in a fashion disembodied from capital investments, then 
we have a straightforward correction to our baseline. Namely,

= 1
2
3

.

It is then a simple matter to revise the estimates in table 1.1. Simply mul-
tiply the social benefi t- cost ratio by two- thirds. The returns to innovative 
investments with this correction still appear very large. The same is true if  
one applies this correction to table 1.2, which further accounts for potential 
delays.

Capital- Embodied Productivity Growth. Alternatively, we may believe that 
the economic gains from innovative investments are in large part realized 
through the embodiment of these ideas in new forms of capital. For example, 
an innovation in microprocessors is useful only if  it is built into microproces-
sors themselves. The same may be true for myriad forms of innovation that 
are embodied in capital equipment and structures. If  so, then the benefi ts 
from new ideas (and advances in standards of living) require both the R&D 
expenditure and the investment in building the new or improved capital 
inputs.

In short, the costs are more than just the R&D. We can no longer make 
a clean separation between the innovation and the capital- deepening com-
ponents, and the natural correction here is to include both investments 
together. The added piece is the cost of capital deepening. One can proceed 
empirically here and also consider theoretical bounds on these additional 
costs.

Empirically, since 1960, the annual net domestic investment of the US 
private sector has averaged 4.0 percent of GDP. This net investment, which 
does not include R&D expenditure, incorporates capital deepening. View-
ing these costs as necessary to realize the gains of  R&D, the total costs 
to innovative investments would then be viewed as the summation of the 
R&D investment (2.7 percent) and net domestic investment (4.0 percent), 
or 6.7 percent of GDP. Thus we could say empirically that
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2.7
6.7

= 0.40.

This “embodied” version of capital deepening thus reduces the social returns 
to R&D more than a “disembodied” innovation calculation. Nonetheless, 
given the baseline social returns presented in table 1.1, such a correction still 
points to extremely high social returns (see table 1.3).12

The above calculation can be further adjusted in several senses. First, 
net investment costs are not just about capital deepening; they also include 
investment costs that extend the capital stock over a growing population. 
The US population has grown annually at 1.0 percent on average since 1960, 
and the US workforce has grown at 1.5 percent annually. This makes the 
above adjustment conservative—tending to understate the social returns. 
Second, capital deepening might occur outside the net investment data from 
domestic businesses, including, for example, through infrastructure or other 
public investments. While private capital equipment investment may be espe-
cially important, other investment costs, if  unaccounted for, would make the 
above adjustment less conservative.

We can generalize as follows. Along the equilibrium growth path of the 
economy, the deepening component of investment is equivalent to the growth 
rate in per- capita income times the capital- output ratio. That is,

(6) 
ideep

y
=

k
y

g ,

where ideep is the cost of investment that increases capital per worker, and 
the other terms are defi ned as above. The ratio of the US capital stock to 
US GDP has averaged 3.5 since 1960. Thus, capital- deepening costs are 
approximately 3.5g. This suggests that the capital- deepening cost would, 
in total, be 3.5 × 1.8 percent, or 6.3 percent of  GDP. This correction is 
larger than the 4.0 percent net domestic investment cost taken from private 

12. For the capital- deepening component, the issue of lags is substantially less germane. 
In the embodied- innovation perspective, the costs of the capital investment occur very close 
to the time of use of these embodied ideas in the economy. Thus, the lag corrections in table 
1.2 do not apply to most of the innovation cost under this embodied- innovation perspective.

Table 1.3 Average social returns with capital costs

Capital costs to realize 
productivity gains  

Corrective 
factor 

(β)  

Average social 
benefi t- cost ratio 

(ρ)  

Average social 
rate of return 

(r*)

Disembodied technical change
— 0.66 8.9 44%

Capital- embodied technical change
Net domestic private investment 0.40 5.3 27%
All capital deepening  0.30  4.0  20%
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businesses. Adding in the 2.7 percent of GDP for R&D, the total cost of 
innovation (idea creation and implementation) rises to 9.0 percent of GDP. 
This suggests that β ≈ 0.3.

Table 1.3 summarizes these results. The conclusion is that accounting 
for capital deepening will reduce the social returns to innovation, and that 
embodied technical change reduces these returns more than disembodied 
technical change. Nonetheless, the main conclusion is that the social returns 
to innovation still appear extremely large.

Finally, note that incorporating capital investment doesn’t diminish the 
society- wide gains. Rather it acts to spread the gains over a broader set 
of investments, beyond R&D. The social returns to capital deepening thus 
appear much larger than the equilibrium private rate of return to capital 
investment would suggest. To the extent that embodiment is important, 
R&D investment and capital investment collectively unlock large social 
returns. From a policy point of view, supporting R&D and capital deepen-
ing together would then be important to attaining the high social returns 
from innovative investments.

1.3.1.3  Other Innovation Costs

The above analysis links productivity growth in the economy to R&D 
investment and capital investment. To the extent that innovations come from 
other types of investment, one would undercount true innovation costs and 
thus overstate the social returns. Here we consider these possibilities.

One potentially important source of  innovation is the eff ort of  entre-
preneurs. Most of these businesses are not growth oriented, representing 
self- employment or permanently small businesses like single- establishment 
restaurants, nail salons, and so on; however, a small set of new businesses 
is focused on creating transformative innovations (e.g., Azoulay et al. 2020; 
Guzman and Stern 2017). While the formal reported R&D of small busi-
nesses is not large, the broader activity of  growth- oriented new ventures 
may also be considered as innovative investment.13 A practical adjustment 
to account for these innovative startups can include total venture capital 
investment as an additional innovation cost. Since 1995, total annual ven-
ture capital investment in the United States has been as high as $130 billion 
(2018) but has often been less than $30 billion.14 On average, total venture 

13. Historically, R&D expenditure measures in the United States explicitly did not include 
the innovative activities of businesses with fewer than fi ve employees. However, beginning in 
2016, the National Science Foundation’s National Center for Science and Engineering Statis-
tics began collecting data on a nationally representative sample of businesses with one to four 
employees. This sample, the Business R&D and Innovation Survey—Microbusiness (BRDI- M), 
estimates that such businesses spent $4.8 billion on R&D in 2016 (see https:// www .nsf .gov 
 /statistics /2019 /nsf19325/), which amounts to a very small expenditure compared to total R&D 
expenditure in the United States.

14. Source: Pitchbook/NVCA, https:// pitchbook .com /media /press -  releases /us -  venture 
-  capital -  investment -  surpasses -  130 -  billion -  in -  2019 -  for -  second -  consecutive -  year.
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capital investment since 1995 is less than 0.3 percent of GDP. Adding all 
venture capital investment would therefore raise the costs of  innovation 
investments from 2.7 percent to 3.0 percent of GDP, suggesting β = 0.9. 
This adjustment only modestly aff ects the social returns.

Additional inroads to estimating other innovation costs come from busi-
ness surveys. Eurostat’s Community Innovation Survey asks fi rms to com-
pare their R&D costs with any additional innovation costs. In the 2016 
survey, these numbers are available for 28 countries (Eurostat 2019). Taking 
these countries as a whole, fi rms report that R&D expenditures amount to 
55 percent of total innovation costs. The non- R&D innovation costs are 
primarily investment in capital assets, including equipment, machinery, and 
software. These costs are linked to the adoption and diff usion of the innova-
tions (Brouwer and Kleinknecht 1997; Evangelista et al. 2010) and can thus 
be seen as a component of the capital- embodied productivity gains analysis 
in section 1.4.2. Thus, one could take β = 0.55 to account for these “other 
costs,” or one could use the broader β correction that already encapsulates 
broad forms of associated capital investment costs, as in table 1.3.15

1.3.1.4  Learning- by- Doing and Incidental Innovation

A diff erent challenge to the above estimates comes on the benefi t side. 
To the extent that productivity growth comes from other sources, assigning 
the productivity growth to explicit R&D investment, new venture invest-
ment, and capital investment would overstate the social returns to these 
investments. What happens if  new ideas, or the spark of ideas, come from 
outside the above processes? Some innovative ideas may emerge from inci-
dental inspirations among workers in the course of ordinary labor activities, 
rather than through focused investment expenditure. Learning- by- doing is 
typically seen as productivity improvements that come through accumulated 
experience and skill in a production process (Arrow 1961; Bessen 2015). Such 
advances might be seen as essentially “free” sources of productivity gains.

To relate this possibility to the social returns to innovation, consider three 
perspectives. First, canonical examples of learning- by- doing, like airframe 
manufacturing (Wright 1936) suggest that these productivity gains can be 
large. However, these gains typically hinge on and occur after the introduc-
tion of a new good or production process. In this sense, learning- by- doing 
acts as a kind of free innovation process that comes ex post of necessary 

15. Another cost dimension may be human capital investment. That said, if  the most rel-
evant marginal investment for R&D purposes is certain forms of graduate training, this is a 
very small share of GDP. Moreover, formal R&D costs (which are included in all the above 
social returns estimates) include wages to R&D workers, thus incorporating the annual cost 
of this human capital. A diff erent and perhaps more open dimension is skill- biased technical 
change, which can be thought of as the “human- capital- deepening” analog to physical capital 
deepening. Here, the embodiment of more ideas in people (via longer education) could be seen 
as an additional cost to innovation. Such human capital considerations are an interesting and 
potentially rich dimension for further analysis.
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up- front costs, such as the R&D investment in the airframe design or the 
capital investment in producing the manufacturing machinery and facilities. 
From this perspective, learning- by- doing is akin to the lag adjustment in sec-
tion 1.3.1, and one can therefore incorporate learning- by- doing by allowing 
for lags in the benefi ts of the up- front innovation investment costs.

Second, there may be “free ideas” that come to individuals, including 
individuals who do not participate in any measured R&D or investment 
process. Concretely, an individual may have an idea while driving to work, or 
while engaged in some work process, concerning things like a new jet engine 
design, computer application, web service, or medical device. Product users 
may also be an important source of new concepts (Von Hippel 1976). How-
ever, to the extent that the initial idea may appear to come for free (i.e., out-
side a measured investment process), the implementation of a new computer 
application, medical device, etc., will presumably bear further development 
costs and/or investments in fi xed assets. If  so, then using a broad measure 
of investment as featured in section 1.4.2 should still capture the total costs 
for achieving the productivity gain.

Finally, there may be free ideas that require no investment to imple-
ment. Returning to the learning- by- doing literature, the so- called Horndal 
Eff ect provides an example of productivity gains in a Swedish ironworks 
that appear to occur without any formal investment (Lundberg 1961). If  
such gains are actually investment- free, and are responsible for a substantial 
portion of productivity growth, then the average returns to the measured 
innovation investments above would be correspondingly lower. It is diffi  cult 
to assess this possibility in general. The reader can adjust the social returns, 
however, in a straightforward manner, by choosing β as the share of pro-
ductivity growth that hinges on actual investment. Taking the broad returns 
set forth in table 1.3, one could assume that half  of productivity gains are 
achieved without relying on any R&D investment, any new venture invest-
ment, or any capital investment, and still the average social returns to these 
measured innovation investments would be large.

1.3.1.5  Summary

Collectively, we have considered several independent reasons that the 
baseline social returns calculation may be too high. Analyzing each correc-
tion in isolation, the social returns to innovative investments tend to remain 
high. Analyzing several potential corrections at once, it is still diffi  cult to 
fi nd a result where the social returns are not high. The most important 
correction appears to be how we treat capital investment, especially if  the 
results of R&D must be embodied in capital equipment. Incorporating long 
delays between the up- front investments and the ensuing productivity gains, 
which can additionally incorporate learning- by- doing, the social benefi ts 
still substantially exceed the costs. As we will discuss next, there are also 
several forces pushing in the other direction, which suggest that the baseline 
calculation may be too low.
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1.3.2  Reasons the Baseline Calculation May Be Too Low

1.3.2.1  Productivity Growth Mismeasurement

Calculating the path of real GDP is challenging. Economists have long 
recognized various problems in infl ation statistics—including substitu-
tion bias, product improvement, and the introduction of new goods—that 
undermine the accuracy of infl ation indices. Since at least the Stigler com-
mission (Stigler et al. 1961), the economics consensus has been that infl ation 
in consumer and producer prices is overstated, and hence real GDP growth 
is understated. The Boskin Commission found that the consumer price index 
overstated infl ation rates by 1.10 percent per year, with a “plausible range” 
of 0.80 percent to 1.60 percent per year (Boskin et al. 1996). The most sub-
stantial source of  bias found (0.60 percent) was due to the introduction 
of  new goods and quality changes in existing goods—that is, outcomes 
of innovation itself, so that the benefi ts of innovation were understated in 
concrete ways. The Boskin Commission’s fi ndings and recommendations 
led to changes in price measurement approaches, and net of these changes 
the infl ation bias was subsequently estimated to be an approximate 0.65 per-
cent overstatement per year (Gordon 1999), although quality advances 
and new goods problems remain particularly challenging. The ongoing 
advance of  computing, the internet, and associated digital services has 
now led many economists to believe that infl ation bias may be much worse 
again today (Brynjolfsson, Collis, and Eggers 2019; Goolsbee and Klenow 
2018).

Applying these kinds of  biases to gross domestic product overall will 
substantially increase the growth rate of the economy. The baseline social 
return to innovation will consequently increase. The correction is

(7) = 1 +
inflation bias

g
.

Table 1.4 considers corrections to the baseline social returns, under various 
assumptions about infl ation bias. Taking the Boskin Commission’s central 
estimate (1.10 percent), which may be the right number historically, we see 

Table 1.4 Average social returns, correcting for infl ation bias

 
Infl ation bias 

(% per annum)  

Corrective 
factor 

(β)  

Average social 
benefi t- cost ratio 

(ρ)  

Average social 
rate of return 

(r*)  

0.00 1 13.3 67%
0.40 1.22 16.3 81%
0.65 1.36 18.1 91%
0.80 1.44 19.3 96%
1.10 1.61 21.5 107%

 1.60  1.89  25.2  126%
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that β = 1.6. Even with the more modest Gordon estimate of infl ation bias 
(0.65 percent), the social returns are elevated by more than one- third.

1.3.2.2  Health Outcomes

A large portion of  R&D, and related capital investment, is related to 
improving health and longevity. While health may infl uence productivity, a 
common target of health innovation is to extend life. Average life expectancy 
in the United States has risen considerably, from 47.3 in 1900 to 69.7 in 1960 
to 78.5 in 2018, and there has been vast progress against infant mortality.16 
Among the contributing factors to these health improvements, innovations 
play an important role, including the advent and advance of vaccines, anti-
biotics, cardiovascular treatments, diagnostic and imaging technologies, 
surgical methods, and oncology products.

From a social return point of  view, one could attempt to incorporate 
some portion of the health gains in the total benefi ts of innovation. Alter-
natively, one could remove health R&D from the cost side to produce an 
average return to non- health- related innovation. On the cost side, about 
20–25 percent of government- fi nanced R&D fl ows through the National 
Institutes of  Health (NIH). In the private sector, approximately 18 per-
cent of  private- sponsored R&D in the United States in 2016 came from 
pharmaceuticals and medicines alone.17 A broader collective estimate cal-
culates that total medical-  and health- related R&D in the United States 
rose from $143 billion to $182 billion between 2013 and 2017, amounting to 
approximately 30 percent of total US R&D expenditure.18 Adjusting R&D 
to remove health expenditure will cause the baseline social return to (non- 
health- related) innovation to consequently increase. The correction is

(8) =
x

x health R & D
.

Table 1.5 considers corrections for alternative measures of  health R&D 
investment. Taking an estimate where health expenditures are 20 percent 
of total R&D, the social returns to non- health- related innovation rise by 
25 percent. This estimate is somewhat conservative in terms of potentially 
understating health R&D costs. But it may be nonconservative in that it 
assumes that these health benefi ts stand fully outside productivity increases; 
for example, they support longevity or the health of retired individuals, as 
opposed to being investments in worker productivity.

Adjusting instead on the benefi t side, the most direct correction is to incor-

16. Infant mortality in the United States has fallen from 100 deaths per 1,000 live births (1915) 
to 26 deaths per 1,000 live births (1960) to 5.6 deaths per 1,000 live births in 2017. As Murphy 
and Topel (2006) point out, in 1900 in the United States, 18 percent of males did not reach 
their fi rst birthday, but by 2005 one didn’t achieve an 18 percent mortality rate until age 62.

17. Wolfe (2018), table 2.
18. National Science Board (2018); Research America (2018).
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porate the value of living longer. This is a diffi  cult calculation to make, even 
in principle. Economists often rely on the value of a statistical life, which 
can be based on observed expenditure to reduce the risk of death. Using 
this method and valuing life at $3 million in 1990 dollars, Nordhaus (2005) 
fi nds that rising life expectancy has produced annual gains for individuals 
that exceed the measured growth in the consumption of goods and services.19 
Murphy and Topel (2006) further fi nd enormous welfare gains in the United 
States from both increased longevity and higher quality of health while alive. 
In their estimation, the social benefi ts from improved health are several times 
the increased expenditure on health care overall.

Explicitly adjusting the social return calculation is somewhat diffi  cult, 
however, because one needs not just the change in value from improved 
health but also a diff erent baseline defi nition of real consumption that incor-
porates the value of being alive. That is, real GDP per capita is now higher 
in every period because of this “health consumption,” which we denote h. 
As we show in appendix C, an appropriate correction to the social return is

(9) = 1 +
sh

1 sh

gh

g
,

where gh is the growth rate in health consumption and sh is the share of health 
consumption in the augmented GDP measure. This correction shows that 

19. Nordhaus uses a somewhat conservative value of life measure, compared to other studies 
and to US government practice in performing cost- benefi t analyses.

Table 1.5 The average social returns, accounting for health

Health R&D/
total R&D 

(%)    

Corrective 
factor 

(β)  

Average social 
benefi t- cost ratio

(ρ)  

Average social 
rate of return 

(r*)

Social returns for non- health- related innovation

0 1 13.3 67%
20 1.25 16.7 83%
25 1.33 17.8 89%
30    1.43  19.0  95%

Health 
consumption share 

(%)  

Health consumption 
growth rate 

(%)  

Corrective 
factor 

(β)  

Average social 
benefi t- cost ratio

(ρ)  

Average social 
rate of return 

(r*)

Social returns including benefi ts of life extension
25 1.0 1.19 15.8 79%
30 1.5 1.36 18.1 90%
40 2.0 1.74 23.2 116%
50  2.5  2.39  31.9  159%
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adding positive growth in health consumption can only increase the social 
returns to innovation. The amplifi cation factor is increasing in both the 
growth rate of this health consumption and in the share of health consump-
tion in augmented GDP. Nordhaus (2005) estimates that gh ≈ 2% in the later 
half  of the 20th century, and one might take sh ≈ .25 as a conservative value. 
Table 1.5 considers adjustments for various values. These estimates are espe-
cially speculative given the challenges of the exercise but suggest that the 
social returns may go up substantially when accounting for health benefi ts.

The above returns credit the increase in longevity to innovations and, 
more particularly, to the broad range of R&D costs borne by society. Of 
course, several key advances in longevity have come from public health inter-
ventions, including the advance of clean water supplies in the early 20th 
century and antismoking campaigns in the later 20th century. Yet these kinds 
of eff orts were in turn based on research insights—for example, Pasteur’s 
germ theory of disease with regard to the importance of clean water, and 
widespread research about the harms of smoking. Studying the historical 
gains in life expectancy and, considering its various potential causes, Cut-
ler, Deaton, and Lleras- Muney (2006, 116) argue that “knowledge, science 
and technology are the keys to any coherent explanation.” At the same 
time, public health interventions, just like the innovations of safety glass, 
airbags, and other lifesaving features in automobiles, are rooted in research 
and coupled with follow- on investment. This perspective further suggests 
that incorporating capital investment (see section 1.3.1) may be appropriate 
for assessing social returns.

1.3.2.3  International Spillovers

We have focused on R&D expenditure in the United States. However, 
the benefi ts of innovation in one place often spread across borders, both 
because ideas spill over directly and because ideas are embodied in goods 
and services that are traded across borders. These international spillovers 
mean that innovation in the United States brings additional benefi ts beyond 
an increase in US standards of living. They also mean that some of the US 
gains are due to innovations that come from other countries.

To examine these international spillovers, one can broaden the lens to a set 
of advanced economies. Here we consider the G- 7 countries and the Organ-
isation for Economic Co- operation and Development (OECD).20 While it is 
diffi  cult to say which country is responsible for what portion of innovative 
benefi ts, we can look at the innovation expenditure and per- capita GDP 
paths in these economies collectively.

The US economy invests relatively heavily in R&D (2.7 percent of GDP). 

20. The G- 7 includes Germany, Japan, Great Britain, France, Italy, Canada, and the United 
States. The OECD has 35 member countries, including the G- 7, non- G- 7 members of  the 
European Union, Turkey, Mexico, Israel, and South Korea.
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By contrast, total R&D investment as a share of total GDP is somewhat 
smaller for both the G- 7 countries as a whole (2.5 percent of total GDP 
since 2000) and for the OECD members as a whole (2.2 percent of total 
GDP since 2000).21 At the same time, income growth per capita is higher in 
the G- 7 and the OECD than in the US economy. Looking since 2000, per- 
capita income growth rates across the G- 7 averaged 2.2 percent and across 
the OECD averaged 3.5 percent. Table 1.6 considers the implications for the 
average social returns.

Because R&D investment has declined compared to the baseline, and per- 
capita income growth rates have risen, the social returns to R&D investment 
appear higher. One may further want to include capital deepening as an 
important aspect in realizing these innovation gains. There is little diff erence, 
however, since 2000, in the rates of gross domestic capital formation between 
the United States and the OECD average. Thus, this additional correction, 
allowing for the role of capital embodiment, will be similar to that in table 
1.3. As in table 1.3, a broader and more conservative way to capture capital 
deepening is to allow for economy- wide deepening that maintains the overall 
capital- output ratio. Because output is rising faster on average in the G- 7 or 
OECD, this correction calls for greater net capital investment than in the US 
economy. We also consider this correction in table 1.6. Net of this greater 

21. These numbers are calculated using OECD data (https:// data .oecd .org /rd /gross -  domestic 
-  spending -  on -  r -  d .htm). R&D investment outside the United States has been increasing among 
the G- 7 and among OECD members over time.

Table 1.6 Average social returns, advanced economies as a whole

  
R&D 

(%GDP)  

Net 
investment 
(%GDP)  

Growth 
rate per 
capita 

(%)  

Corrective 
factor

(β)  

Average social 
benefi t- cost 

ratio
(ρ)  

Average 
social rate 
of return 

(r*)

USA
Baseline 2.7 — 1.8 — 13.3 67%
Net domestic private inv. 2.7 4.0 1.8 — 5.3 27%
All capital deepening 2.7 6.3 1.8 — 4.0 20%

G- 7
Baseline 2.5 — 2.2 1.32 17.6 88%
Net domestic private inv. 2.5 4.0 2.2 1.26 6.8 34%
All capital deepening 2.5 7.7 2.2 1.08 4.3 22%

OECD
Baseline 2.2 — 3.5 2.38 31.8 159%
Net domestic private inv. 2.2 4.0 3.5 1.59 8.5 57%
All capital deepening  2.2  12.3  3.5  1.21  4.8  24%

Note: The corrective factor β applied here is the ratio of the social returns to the relevant row for the 
US economy.
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investment cost, we still see an increase in the social returns compared to 
analyzing the United States alone.

Going further, international spillovers of  innovation do not stop at the 
boundaries of  the OECD members. The growth in standards of  living in 
developing countries, including China and India, also benefi ts from inno-
vations in advanced economies. This is true both for productivity gains and 
health benefi ts. These advances will be typically felt with a more substantial 
delay, as developing countries catch up later in many technologies, but 
with the OECD representing just 17 percent of  the world’s population, 
the potential scale of  these spillovers is large. While we do not attempt 
to calculate spillovers beyond the frontier economies, such broader spill-
overs suggest that the international spillover corrections in table 1.6 are 
conservative.

1.3.2.4  Summary

We have examined several reasons that the baseline calculation of  the 
average social returns to innovation investments may be too high or too low. 
Taking just the conservative corrections, the social benefi ts of innovation 
investments appear to exceed their costs, and substantially. Adding in natu-
ral corrections in the upward direction—due to infl ation bias, health gains, 
or international spillovers—further increases the social benefi t- to- cost ratio. 
Overall, it appears that a conservative estimate of the average social gain 
is about $5 in benefi t per $1 invested. Considering reasonable amounts of 
infl ation bias or health benefi ts can easily push the average benefi t to $10 or 
even $20 per $1 invested. These gains are just in terms of the US economy. 
Incorporating international spillovers extends the benefi ts further. In sum, 
analyzing the average returns form a wide variety of perspectives suggests 
that the social returns are remarkably high.

1.4  The Average Return versus the Marginal Return

The analyses in sections 1.2 and 1.3 are explicitly about the average social 
return to innovation investments. By focusing on the average return, we have 
gained several advantages. We deployed an aggregate- level analysis that can 
include all R&D costs, including successes and failures, and integrate across 
complex spillovers inherent to the innovation process. The method can 
also be leveraged in a transparent manner to assess forces that are not well 
addressed in the literature on social returns to R&D. These include issues 
of  capital embodiment, lagged eff ects, productivity measurement, health 
benefi ts, and international spillovers. By focusing on the average returns, 
we stepped past diffi  cult conceptual and empirical issues in how to assign 
returns to the various components. Overall, we fi nd that the average social 
returns to innovative investments appear very large.

At the same time, from a policy perspective, we may be particularly inter-
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ested in the marginal returns. That is, we are interested not just in the average 
social return to what society already does, but also in the social return to 
undertaking additional investment in innovation. In this section, we con-
sider the extent to which the average social returns are instructive regard-
ing the marginal social returns. Both micro and macro considerations help 
inform this question, as follows.

1.4.1  Empirical Studies on the Margin

A direct, empirical argument for high marginal returns comes from exist-
ing micro literature on the social returns to formal R&D. These studies 
mainly investigate how variation in R&D expenditure (i.e., marginal varia-
tion) within fi rms and industries predicts future productivity growth of 
these fi rms and industries. These studies tend to fi nd large social returns 
to increasing formal R&D, both through spillovers across fi rms within an 
industry and through technological spillovers on fi rms in technologically 
related industries (e.g., Hall, Mairesse, and Mohnen 2010). While these stud-
ies use regression methods and face diffi  culties in interpretation, some papers 
advance causal identifi cation strategies and fi nd large social returns from 
marginal increases in R&D expenditure by businesses (Bloom, Schanker-
man, and Van Reenen 2013).22 Appendix B reviews this complementary 
literature. Overall, the social rates of return seen in these fi rm and industry 
studies, like the average returns seen in our broader calculations, show that 
the social returns appear very high.

1.4.2  Microreasoning on the Margin

Two related conceptual perspectives can help explain why one would expect 
the average social returns and marginal social returns to both be high—and 
even similarly high. In particular, we can write the social returns as

rsocial = rprivate + rspillovers

for a given project.
Empirically, the calculations indicate that rsocial appears, on average, much 

larger than standard private rates of return, rprivate. This implies that rspillovers 
has a large positive mean. It then follows under many distributional assump-
tions relating rprivate and rspillovers that the marginal social returns will remain 
high. For example, if  the spillover from a given project is drawn indepen-
dently from the private return, or if  the spillover is drawn as some multiple 
of the private return, then the marginal social return would remain in excess 
of the marginal private return. To the extent that most of the social returns 
are in the spillovers (as suggested by our calculations), it is then natural that 
the average and the marginal social returns will both be high.

22. See also Azoulay, Zivin, and Li (2019) for a causal empirical analysis that fi nds high 
returns to increased NIH funding.
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A related point follows from the inherent uncertainty in innovation. As 
Arrow emphasized, it is typically unclear at the start whether a new R&D 
project is likely to bear fruit (Arrow 1962). Even when one gets close to 
market applications, failure is a regular occurrence. For example, most entre-
preneurial ventures fail (Kerr and Nanda 2009), and those who bet on new 
ventures—venture capitalists—have substantial trouble predicting which 
investments will succeed. Kerr, Nanda, and Rhodes- Kropf (2014) studied a 
prominent venture capital fi rm and found that the partners’ initial scoring 
of investment opportunities was almost entirely nonpredictive of the future 
returns to each startup.

This uncertainly is presumably even more acute for basic research, where 
failure appears very common and the ultimate applications of  ideas are 
hard to predict. For example, a basic research insight like Einstein’s general 
relativity turned out to be an essential tool underlying the Global Position-
ing System (GPS), which in turn is essential to many technology applica-
tions, including new business models like Uber and Lyft (Ahmadpoor and 
Jones 2017). Similarly, basic research insights into extremophile bacteria 
in Yellow stone National Park provided the essential gene replication tech-
nologies that underpin the biotechnology industry (see Azoulay and Li, 
chapter 4 in this volume). The connections between basic research and its 
ultimate applications appear broad, deep, and hard to predict (Ahmadpoor 
and Jones 2017; Azoulay, Graff  Zivin, and Li 2019).

Overall, the uncertain nature of  innovation suggests that it is diffi  cult 
to know the marginal return to an R&D investment, especially for basic 
research, applied research with uncertain endpoints, or bets on transforma-
tive business models. This uncertainty makes it diffi  cult for investors (private 
or public) to credibly assess the expected returns to such innovation projects. 
If  we are unable to predict the returns of such projects, then the marginal 
returns to additional investment in such projects may not be too diff erent 
from the average return of the investments undertaken.

1.4.3  Macroreasoning on the Margin

A fi nal and more explicit approach to assessing the marginal return to 
innovation is to use growth models. While the average return generalizes 
across a wide class of growth models, specifi c calculations of the marginal 
return will be model dependent. Here we consider the marginal returns by 
considering the two primary types of innovation models that feature promi-
nently in the endogenous growth literature.

The original approach to endogenous growth theory emphasizes that the 
rate of advance increases linearly in the level of R&D eff ort (Aghion and 
Howitt 1992; Romer 1990). In particular, assume for simplicity that

(10) gA = γLR,
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where LR is the number of R&D workers. Intuitively, this leads to the fol-
lowing result, which we show formally in appendix C.

Lemma 1: For the knowledge production function (10), the marginal social 
return to R&D is

(11) marginal =
g / r
x / y

.

That is, the marginal return to additional R&D eff ort is the same as its aver-
age return. This result is intuitive and follows because there are no dimin-
ishing returns to R&D eff ort. When an extra unit of eff ort at R&D creates 
a linear increase in the growth rate, the marginal return is identical to the 
average return. Thus, under classic, Romer- style endogenous growth models, 
the marginal return to additional R&D, which may be the relevant policy 
question, appears large and exactly in line with the calculations featured in 
prior sections of this chapter.

At the same time, there are strong empirical arguments in the growth 
literature that call for an alternative model of how innovative inputs map 
onto productivity growth. Namely, empirical evidence points to growing 
research eff ort as a requirement to drive a constant growth rate in produc-
tivity (Bloom et al. 2020; Jones 1995, 2009; Kortum 1997). The macro facts 
suggest a relationship of the form

(12) gA = δA(t)θ–1LR(t)σ,

which generalizes (10) on two dimensions. First, it allows for varying degrees 
of intertemporal spillovers: as the level of productivity, A(t), advances with 
time, further growth may become easier or harder according to the param-
eter θ. Second, this generalization allows for varying degrees of diminishing 
returns to R&D eff ort at a point in time, via the parameter σ. This model 
produces the steady- state solution where gA = [σ / (1 – θ)]n and n is the growth 
rate in eff ort applied to R&D.23

This empirically grounded knowledge production function leads to the 
following generalization of the marginal social return to innovation invest-
ments, which we show formally in appendix C.

Lemma 2: For the generalized knowledge production function in (12), the 
marginal social return to R&D is

(13) marginal = 1 + ( )(g / r)
g / r
x / y

.

23. The steady- state solution requires that θ < 1, which means that the degree of positive 
intertemporal spillovers cannot be too large.
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That is, the marginal return to additional R&D eff ort is a multiplicative 
factor of the average return we have calculated in sections 1.2 and 1.3. Con-
necting to our prior notation, we defi ne this multiplicative factor as βmarginal, 
where

(14) marginal = 1 + ( )(g / r)
.

This result has several straightforward properties. First, it reproduces the 
Romer- style marginal return when σ → 1 and θ → 1. Second, other things 
equal, increasing the degree of intertemporal spillovers (increasing θ) raises 
the marginal return. Third, other things equal, steeper diminishing returns 
to research eff ort (reducing σ) tend to lower the marginal return.24

We can take one step further and calibrate the marginal returns. The mar-
ginal return depends on several empirically measured variables (g, r, x, y, 
which we have used to determine the average return) and two unknown 
parameters (σ, θ). Thus we appear to have two parameters to calibrate. 
However, keeping in mind that the steady- state growth rate in this model is 
given by gA = [σ / (1 – θ)]n, we can write

(15) =
g
n

(1 ),

where we also observe the R&D eff ort growth rate n. Thus, we have in eff ect 
only one parameter to choose.25

Table 1.7 presents calibrations of βmarginal as well as the marginal social 
return. We use the values for g and r as in section 1.2 and use n = 2%, which 

24. This result requires θ < 1 and g < r as conditions for the existence of steady- state growth. 
Note also that it is possible that the marginal return exceeds the average return. This can occur, 
for example, if  there are increasing returns to research eff ort at a point in time (σ > 1) and the 
intertemporal spillovers are not too small.

25. If  we believe we have good information about the degree of intertemporal spillovers, θ, 
then we can infer σ. Or conversely we could infer θ if  we believe we have evidence on σ.

Table 1.7 Marginal social returns

Intertemporal 
spillovers 

(θ)  

Implied eff ort 
elasticity 

(σ)  

Marginal return 
factor 

(β)  

Marginal social 
benefi t- cost ratio 

(ρ)  

Marginal social 
internal rate of 

return (r*)

–0.75 1.58 0.86 11.4 101%
–0.5 1.35 0.81 10.8 87%
–0.25 1.13 0.75 10.0 73%
0 0.90 0.68 9.0 58%
0.25 0.68 0.59 7.8 45%
0.5 0.45 0.46 6.1 30%
0.75  0.23  0.28  3.7  16%
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is the growth rate of the US labor force since 1960. We then consider diff erent 
ranges of intertemporal spillovers from substantially negative (θ = –0.75) 
to substantially positive (θ = +0.75).

Table 1.7 suggests that the marginal social returns to additional R&D 
tend to be high. They diminish when there are steep diminishing returns to 
additional R&D. That is, as additional R&D eff ort becomes increasingly 
duplicative of existing R&D, or more broadly additional R&D workers at 
a point in time are increasingly ineff ective, the marginal returns drop.26

The literature does not provide clear empirical guidance on the degree of 
intertemporal spillovers (θ). In models where we “fi sh out” the pond of ideas 
or, more generally, the innovative search process becomes more costly as we 
advance, we expect θ < 0 (Jones 2009; Kortum 1997). However, to the extent 
that new ideas or tools (e.g., calculus, computers) become fruitful inputs into 
innovative search, we might expect θ < 0 (Weitzman 1998). Using a model 
of economic growth and population growth over the very long run, Kremer 
(1993) provides analysis that suggests a value of θ in the 0.1 to 0.4 range, 
which would suggest large marginal returns to additional innovative eff ort, 
but it’s not clear that such values apply in the modern era.

Embedded in the possibility of diminishing returns at the macro level are 
two underlying notions. First, there may be limited additional innovative 
lines to pursue, given the stock of current knowledge. Second, there may 
be limited additional innovative talent in the population. However, micro-
evidence appears inconsistent with these constraints. As discussed above, 
studies of  the returns to marginal increases in R&D by fi rms or in basic 
research at the NIH point to high marginal returns (Azoulay, Graff  Zivin, 
and Li 2019; Bloom, Schankerman, and Van Reenen 2013). These fi nd-
ings are inconsistent with substantial “idea constraints” in those settings. 
Regarding “people constraints,” there appear to be large opportunities to 
expand the innovative talent pool in the United States. Expansions in inno-
vative labor could occur through immigration channels (see Kerr and Kerr, 
chapter 3 in this volume) and through education and early childhood policies 
(see Van Reenen, chapter 2 in this volume). Key constraints on innovative 
human capital appear through limited exposure to these career pathways, 
not in available talent (Azoulay et al. forthcoming; Bell et al. 2019a, 2019b). 
Immigration, education, and career- exposure policies suggest substantial 

26. An interesting feature of this calibration is that more positive intertemporal spillovers 
make the marginal returns to additional innovation decline. While positive intertemporal spill-
overs seem directly to be an advantage to the social returns, the calibration here requires that 
large positive intertemporal spillovers be off set by increased diminishing returns (or vice versa). 
This is required to match observed growth rates. An implication is that, even if  one thinks there 
are steep diminishing returns to additional eff ort, the marginal social returns to additional 
eff ort can still tend to be high. For example, taking σ = 0.23 (see table 1.7), one is assuming 
that increasing the investment in innovation by 100 percent would increase innovative output 
by only 17 percent. Yet the internal social rate of return is still 16 percent per annum (see table 
1.7); large, positive intertemporal spillovers make this additional eff ort still highly valuable.
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short- run and long- run potential to cultivate additional innovative capacity 
and accelerate improvements in standards of living.

1.5  Conclusion

This chapter considers estimates of the social returns to investments in 
innovation. We have introduced a transparent method that incorporates 
both innovative successes and failures, while also incorporating manifold 
externalities at work in the innovation process, including imitation, busi-
ness stealing, congestion, and intertemporal spillovers. The approach can 
further engage a range of fi rst- order issues that are often not considered 
in assessing the social returns. These dimensions include the role of capi-
tal investment, diff usion delays, productivity mismeasurement, and health 
outcomes, among others.

Overall, we fi nd that the average social returns to innovation investments 
appear very large. If  formal R&D and new venture creation drive the bulk 
of productivity gains, then the social returns to these investments appear 
enormous. If  a much broader set of investments, including capital embodi-
ment, is needed to fulfi ll these productivity gains, then the social returns 
to these broader activities still appear large. Even under very conservative 
assumptions, it is diffi  cult to fi nd an average return below $4 per $1 spent. 
Accounting for health benefi ts, infl ation bias, or international spillovers can 
bring the social returns to over $20 per $1 spent, with internal rates of return 
approaching 100 percent.

We further consider how these average returns may relate to the marginal 
return of additional investment in innovation. Using various perspectives, 
motivated by the micro and macro literatures on innovation, there are good 
reasons to believe that the marginal returns are also high. The implication is 
that the potential returns to policies that support further innovation invest-
ment are high. Innovation investments can credibly raise economic growth 
rates and extend lives, paying for their costs many times over. And because 
the social returns exceed the private returns, public policy has a central role, 
and opportunity, in unleashing these gains.

The analysis also points to key areas for future work. This chapter’s meth-
odology calculates the overall social returns to innovation investments, pull-
ing together wide- ranging measurement considerations. At the same time, it 
leaves open the question of what specifi c innovative activities are especially 
fruitful. For example, basic research, applied research, and more incremen-
tal product development likely bring diff erent returns. Specifi c sectors also 
bear further investigation. For example, this chapter provides basic assess-
ment on the health line, but both the importance of health outcomes and 
the scale of health R&D call for much more expansive analysis. This chapter 
also considers how the social returns to R&D investment may be realized by 
embodying new knowledge through capital deepening, linking innovation 
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returns with other investment dimensions and raising additional avenues for 
research and policy consideration. Given high social returns to the collected 
suite of innovation activities, a broad expansion in innovative activities is 
likely to raise standards of living farther and faster. Future work assessing 
and pinning down the major drivers of these returns will help tailor policy 
choices to achieve yet higher social benefi t.

Appendix A

Spillovers and the Social Returns to Innovation

The society- wide gains from an innovation may diff er substantially from the 
private gains to the innovator. The diff erence comes from the many potential 
“spillovers” that can follow from the creation and introduction of new ideas. 
In this appendix, we discuss the range of these potential spillovers, which in 
turn make the measurement of the social return to innovation challenging.

Imitative Spillovers

The innovative investments made by one fi rm may not only raise the 
investing fi rm’s productivity, but also raise the productivity of other fi rms. 
In particular, other fi rms can imitate the advance (e.g., Segerstrom 1991). 
For example, consider computer manufacturers. When a more advanced 
microprocessor, memory chip, or monitor is created, competing fi rms will 
see and learn from these innovations and improve their own products. These 
“imitative” knowledge spillovers increase the social returns to innovation, 
even as imitation by competitors may reduce the private return to the origi-
nal innovator. Beyond product innovations, process innovations—such as 
Henry Ford’s assembly line, Geoff  Hinton’s artifi cial intelligence algorithms, 
or the World Health Organization’s surgical checklist—can also be learned 
and imitated by others, extending the benefi ts far beyond the original inno-
vator.

User Spillovers

An important, second potential spillover is the benefi t that accrues to 
users (e.g., Trajtenberg 1989). For example, more advanced computing 
machinery will presumably increase the productivity of  the downstream 
fi rms that purchase and deploy the machines. This user benefi t is not likely 
to be fully captured by the upstream innovator; in particular, the users who 
buy the product presumably expect a benefi t in excess of the product’s price. 
User spillovers can occur between fi rms in a vertical supply relationship. 
They can also occur for the end user—the consumer—creating consumer 
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surplus that is not captured by the innovating fi rm. The downstream benefi ts 
may be especially large when the upstream producers are competitive and 
imitate each other’s innovations (e.g., Petrin 2002).

Intertemporal Spillovers

A potentially central but diffi  cult- to- estimate spillover is intertemporal in 
nature, where a given advance may infl uence the capacity for future advances 
(e.g., Romer 1990; Scotchmer 1991; Weitzman 1998). This intertemporal 
element could involve opening research avenues in a given product line; 
a specifi c advance in jet engine design, say, may inspire a stream of future 
jet engine innovations. The spillovers may also be far more general. For 
example, technologies like electricity, computers, and mobile phones serve as 
platforms for enormous arrays of future innovations. Taking smartphones 
as one example, these tools have spurred the innovation of millions of new 
software applications.27 Mobile phones have also sparked the creation of 
transformative business models, including mobile payments and the ride- 
sharing industry.

When the intertemporal spillovers on future innovation are broad, it 
becomes diffi  cult to measure the social returns to the original innovation. 
With general purpose technologies like mobile phones, the internet, comput-
ers, lasers, and electricity, it is diffi  cult even to enumerate the full set of future 
applications that build on them. A question like “what is the social return 
to the internet?” is diffi  cult to answer because the applications are so varied.

This diffi  culty is also acute with basic research. By defi nition, basic research 
is not directed at specifi c marketplace innovations. Rather, it is intended to 
advance understanding and introduce new ideas on which future applica-
tions may build. Essentially, the marketplace returns to basic research are all 
in the intertemporal spillovers. And although basic research is an uncertain 
exercise riddled with failure, it also produces insights that are ultimately 
essential to marketplace innovations and socioeconomic prosperity. For 
example, without basic research breakthroughs in genetics—from Men-
delian inheritance to Watson and Crick’s structure of DNA to Kary Mullis’s 
polymerase chain reaction—there would be no biotechnology industry, and 
many of our most advanced medical treatments would not exist. Advances 
in mathematics, chemistry, solid- state physics, material science, and statis-
tics, to name just a few fi elds, underpin substantial marketplace applications 
(Ahmadpoor and Jones 2017). Asking “what is the social return to learning 
the structure of DNA?” or “what is the social return to calculus?” is obvi-
ously diffi  cult, because, once again, the applications are so varied.

The above discussion suggests that the intertemporal spillovers are largely 
positive, as an advance can facilitate future advances. But it is also possible 

27. In 2019, there are 2.47 million apps available on the Android platform and 1.80 million 
apps available on the Apple platform.
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that intertemporal spillovers are negative. The main reason for a negative 
intertemporal spillover is that we may fi nd discovery of new ideas increas-
ingly diffi  cult. For example, if  ideas are fruit on a tree, we may naturally 
pluck the low- hanging fruit fi rst. Then future innovation will become harder 
to achieve. There is substantial micro-  and macroevidence along these lines, 
where innovation requires more eff ort with time (Bloom et al. 2020; Jones 
1995, 2009). But it remains an open question whether the intertemporal 
spillovers are on net positive or negative.

Business Stealing

Returning to fi rms, additional issues could limit the social return to inno-
vation. In particular, in a competitive context it is possible that the social 
returns are actually below the private return. This eff ect comes from “busi-
ness stealing,” where the advance of one fi rm may come in part by stealing 
business from other fi rms (e.g., Aghion and Howitt 1998). Concretely, con-
sider a small innovation that allows a fi rm to produce a piece of machinery 
at a slightly lower cost than all the other fi rms in a competitive market. This 
innovating fi rm may then grow to take over the market and see an enormous 
private return, but the social return may actually be very small. More gen-
erally, any time a fi rm or industry grows at the expense of other fi rms and 
industries, looking narrowly at the private R&D returns to the advancing 
fi rm or industry will tend, other things equal, toward overstating the social 
returns.

Duplication

A fi nal kind of negative spillover comes within the R&D process itself, 
when research teams duplicate each other’s eff orts (e.g., Dixit 1988). For 
example, many fi rms may simultaneously seek to create the same new tech-
nology. Similarly, multiple teams conducting basic research may race toward 
the same experimental result. Because research teams do not internalize 
their eff ects on the other teams, there may be too much entry on a given 
research line.

Appendix B

Empirical Estimates of the Social Returns to R&D: 
Existing Literature

This appendix reviews existing approaches to calculating the social returns 
to R&D. We review technology case studies, fi rm-  and industry- level stud-
ies, and country- level studies. This literature use a variety of methods and 
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provides a series of informative fi ndings. The typical fi nding is that the social 
returns appear very large. At the same time, each approach has methodologi-
cal limitations.

Technology Case Studies

The “case study” approach compares R&D costs with their associated 
benefi ts for specifi c technologies and sectors. Griliches (1958), in a semi-
nal contribution, considered the development of hybrid corn in the United 
States. The R&D costs targeting hybrid corn are counted up over several 
decades. The benefi ts are calculated as the increased corn output that results, 
net of increased input costs. Both the R&D costs and the production ben-
efi ts are summed up at a point in time using an assumed discount rate. In 
Griliches’s central estimate, the social returns appear very large: $1 of R&D 
costs provides a $7 net present value benefi t.28

Other case studies have examined numerous agriculture innovations (e.g., 
Evenson 2001) and small sets of industrial innovations—including mechan-
ical, chemical, electronic, and consumer product innovations (Mansfi eld 
et al. 1977; Tewksbury, Crandall, and Crane 1980). Bresnahan (1986) stud-
ied mainframe computers in fi nancial services. Trajtenberg (1989) studied 
CT scanners and their benefi ts for health care. While estimates vary, these 
studies typically show large social returns. For example, studies of public 
agricultural research suggest social returns typically above 40 percent (Even-
son 2001). The fi ndings across 37 industrial innovations studied in Mansfi eld 
et al. (1977) and Tewksbury, Crandall, and Crane (1980) suggest a median 
social rate of return of 71 percent.

The primary challenge for case studies is whether they generalize. Hybrid 
corn, mainframe computers, and CT scanners were successful innovations. 
Case studies of failures are rare, even though failure in innovation is com-
mon (Arrow 1962; Kerr, Nanda, and Rhodes- Kropf 2014). By leaving out 
failures, case studies may overstate the general social returns to R&D. On the 
other hand, case studies focus on narrow innovations or applications. The 
social returns for far- reaching innovations—electricity, lasers, computers, 
gene sequencing—are very hard to calculate and yet may have the highest 
social returns of all. Thus, whether the case study evidence overstates or 
understates the average social returns is unclear.

Firm and Industry Analyses

A separate literature uses regression methods to study the social returns 
to R&D. In these regressions, the dependent variable is typically the output 

28. Griliches argues that this estimate is conservative. He uses a high discount rate (10 per-
cent) and other conservative assumptions to argue that the social returns are at least $7 per 
$1 spent. This equates to an internal rate of return of at least 35–40 percent.
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or productivity of the fi rm or industry. The explanatory variables are R&D 
expenditures. At the fi rm level, a private return is estimated by looking at 
how a fi rm’s own R&D expenditure predicts that fi rm’s output or productiv-
ity growth. Social returns are incorporated by further examining how the 
focal fi rm or industry’s output growth depends on the R&D investments by 
other fi rms or industries. This cross- fi rm or cross- industry spillover is esti-
mated in the regression context by including “outside R&D” as a separate 
predictor of a given fi rm or industry’s outcome.

Regression approaches often fi nd substantial social returns. Hall, Mai-
resse, and Mohnen (2010) review the regression evidence and suggest that 
private returns to R&D are most likely in the 20–30 percent range. Estimates 
of the cross- fi rm or - industry spillovers tend to be additionally positive, but 
these estimates vary considerably across studies and are often imprecise. 
For example, some studies have suggested that large returns can be captured 
from outsider R&D (Griffi  th, Redding, and Van Reenen 2004; Griliches and 
Lichtenberg 1984), while others have suggested that there can be little or 
no return from outsider R&D (Bernstein and Mohnen 1998; Bernstein and 
Nadiri 1989; Wolff  and Nadiri 1993).

The regression approach embodies a number of assumptions. First, to 
interpret a regression coeffi  cient as a rate of return, one must assume spe-
cifi c production functions relating R&D to productivity growth. Second, 
one must make assumptions about lags, since the output growth today may 
depend not just on last year’s R&D expenditure, but on R&D projects begun 
in prior years. In practice, regression methods typically assume a very rapid 
payoff  of R&D. Third, one must make assumptions about the scope of spill-
overs, where fi rms or industries that are nearer in technology may have more 
spillover potential. Hall, Mairesse, and Mohnen (2010) review the various 
assumptions authors have used about these dimensions, and the variety of 
assumptions may help explain variant results.

The regression results also do not imply causation. A positive correla-
tion between R&D expenditures and fi rm output could be due to reverse 
causation or omitted variables. Firms with high output growth may choose 
to do substantial R&D, so that the causation runs backward. And good 
technology prospects may cause all fi rms to do more R&D and also see 
output increases; the apparent spillover from “outside R&D” may then be 
a spurious association driven by common technology opportunities. Thus, 
interpreting private or social returns from simple regressions is not straight-
forward.

In light of these issues, two studies are notable for attempting to causa-
tively estimate the social returns. Bloom, Schankerman, and Van Reenen 
(2013) use changes in federal and state- level R&D tax incentives, which 
change the R&D costs of fi rms. These authors show that R&D expenditures 
go up when a fi rm’s tax costs go down. The resulting change in R&D invest-
ment in turn drives greater fi rm growth and greater spillovers on other fi rms. 
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Bloom, Schankerman, and Van Reenen (2013) estimate a private return of 
21 percent and a social return of 55 percent.29

A limitation for all regression models of spillovers is that they must take a 
stand on the boundary of spillovers. Anything “further outside” the outside 
R&D measures is, by construction, ignored. One omission is basic research, 
including that conducted in universities and government laboratories. These 
R&D investments are left out of industry studies but may have important 
eff ects. Azoulay, Graff  Zivin, and Li (2019) tackle basic research spillovers 
in the context of biomedical innovation. Using shocks to National Institutes 
of Health funding allows this study to make a causative interpretation. They 
fi nd that an additional $10 million dollars in NIH funding leads to 2.7 addi-
tional private- sector patents. By imputing market values to these patents, 
the authors calculate a commercial return of  at least $2 per $1 spent by 
the NIH. The social returns, which would require assessing the net health 
advantages of these innovations, would presumably be higher. An additional 
important fi nding is that half  of the patents come in disease areas outside 
the target of the NIH funding, which points to the broad scope of basic 
research spillovers.

Country- Level Analyses

Regression models can also be conducted at the national level. Here the 
dependent variable is national total factor productivity, and the R&D input 
is the total R&D expenditure within the country. Cross- country spillovers 
are examined by including other countries’ R&D as a separate explanatory 
variable. Coe and Helpman (1995) study 22 high- income countries. They 
fi nd a strong positive relationship between R&D expenditure and productiv-
ity growth at the national level. Taking the association as causative, the own 
rate of return to R&D averaged 123 percent in G- 7 countries and averaged 
85 percent in 15 other high- income countries. Cross- country spillovers also 
appear substantial, adding another 30 percent to the returns. Several studies 
consider alternative regression specifi cations to Coe and Helpman (1995) 
and alternative national- scale settings or sets of  countries. The nations’ 
returns to R&D always appear positive in these studies, but the magnitudes 
vary considerably, with some studies fi nding very large returns (e.g., Kao, 

29. An important feature of this study is that it confronts two dimensions of R&D spillovers. 
The eff ect of “outside R&D” is in principal a mixture of two forces above. First, there may 
be knowledge spillovers, where technology advances in one fi rm are absorbed by other fi rms, 
raising these other fi rms’ productivity. Second, there may be business stealing, where the gains 
by one fi rm may come at the expense of other fi rms’ business. Bloom, Schankerman, and Van 
Reenen (2013) distinguish these channels by separately considering fi rms that are close together 
in technology space (allowing knowledge spillovers) and fi rms that are close together in product 
space (allowing business stealing). The fi nding that the social returns are 55 percent nets out 
both channels, suggesting that knowledge spillovers dominate.

 EBSCOhost - printed on 2/8/2023 7:51 PM via . All use subject to https://www.ebsco.com/terms-of-use



A Calculation of the Social Returns to Innovation    49

Chiang, and Chen 1999) and others fi nding more modest returns (Nadiri 
and Kim 1996; Westmore 2013).

An important advantage of aggregation to the national level is that it can 
include all R&D (including basic research expenditure) and net out R&D 
spillovers across fi rms and industries, including knowledge spillovers and 
business- stealing eff ects. The “own return” in a national regression is thus 
conceptually much closer to a social return than the narrower technology- , 
fi rm- , or industry- level analyses. The cross- country aspect of Coe and Help-
man (1995) and ensuing studies adds a further dimension of spillover, where 
the benefi ts of innovations extend beyond national boundaries.

The disadvantage of country- level regression approaches are similar to 
above, especially with regard to causative identifi cation. One may be par-
ticularly concerned at the national level about spurious associations that dis-
rupt interpretation. For example, R&D investment is responsive to business 
cycles, leading to reverse causation problems (Aghion et al. 2012; Ouyang 
2011). More broadly, omitted variables may bias the correlations.

An alternative macroeconomic approach is model driven. Here authors 
use specifi c growth models to calculate the marginal return of additional 
R&D spending. Jones and Williams (1998) take this approach and show 
under fairly broad theoretical conditions that private returns to R&D seen in 
the micro literature will tend to understate the social returns. They conclude 
that optimal R&D investment is two to four times greater than observed 
investment. Many ensuing studies build specifi c endogenous growth models 
and calibrate them to micro-  and macroevidence (e.g., Grossman, Steger, 
and Trimborn 2016; Jones and Williams 2000; Sener 2008). This work arrives 
at the similar broad conclusion where the marginal social returns to addi-
tional R&D are high and that advanced economies underinvest in R&D.

Summary

Using diff erent methods and data, the existing literature suggests that the 
social returns to R&D are high. At the same time, the scope of spillovers 
considered is often limited, especially with studies focused on specifi c tech-
nologies, fi rms, and industries. Intertemporal spillovers, which may play out 
in diff use ways and with long delays, are typically ignored. And each of the 
above methods has specifi c limitations. Despite these diff erences and limita-
tions, the diverse approaches seen across the literature reach similar conclu-
sions: the social returns appear very high. The complementary calculation in 
this chapter, which addresses several limitations, further indicates that high 
social returns to innovation investments appear robust.
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Appendix C

Formal Results

Baseline Average Social Returns

Here we derive the baseline estimate for the social rate of return to aggre-
gate investment in innovation. The average social returns are calculated by 
comparing the observed growth path with the counterfactual growth path 
that would emerge in the absence of innovation investments. We will look at 
the benefi ts in terms of per- capita income. For the observed growth case, we 
see the path of GDP per capita, y(t), and the path of innovation investment 
per capita, x(t). For the counterfactual case, we have an alternate path of 
GDP per capita, ŷ(t), given an alternate path of investment, x̂(t).

The social returns, ρ(t), are calculated by comparing the ratio of the net 
present value of the benefi ts, B(t), to the net present value of the costs, C(t). 
Namely,

(t) =
B(t)
C (t)

.

Let’s say the counterfactual path begins at some time t0. Then, comparing 
the observed and counterfactual investment paths, the present value of the 
innovation benefi ts is

B(t0) =
t0

[ y(t) ŷ(t)]e r(t t0)dt

and the present value of innovation costs is

C(t0) =
t0

[x(t) x̂(t)]e r(t t0)dt.

To proceed to our baseline estimate, we fi rst must defi ne a counterfactual of 
interest. In particular, we want to consider the average return to all innova-
tion investment, aggregating across the many spillovers associated with this 
process. As a thought experiment, we can do this by “turning off ” innovation 
at time t0. Thus, by defi nition, we write x̂(t) = x(t) for t < t0, and we write 
x̂(t) = 0 for t ≥ t0.

The remaining question concerns the counterfactual path of income per 
capita. For a simple baseline, we write ŷ(t) = y(t) for t < t0, and we write 
ŷ(t) = y(t0) for t ≥ t0. That is, we assume that per- capita income stops grow-
ing in the absence of further innovation investments. This baseline counter-
factual path embeds a set of assumptions, and relaxing those assumptions is 
the subject of section 1.4. But note that, while simplistic, this counterfactual 
path is broadly consistent with neoclassical growth theory, where (1) follow-
ing Solow, growth in per- capita income requires gains in productivity, and 
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(2) following endogenous growth theory, gains in productivity come from 
explicit investments in innovation.

For simplicity, take the stylized facts of a balanced growth path, where the 
observed path of y(t) grows at a constant rate g, and measured innovation 
investment (i.e., R&D) is an approximately constant share of GDP, and thus 
also grows at rate g. The present value of the benefi ts of innovation are then

B(t0) = y(t0)
1

r g
1
r

and the present value of the costs of innovation are

C(t0) = x(t0)
1

r g
.

It then follows that the social benefi t- cost ratio (the amount of benefi t 
per unit of cost) is

=
g / r
x / y

,

where we have dropped the time notation, t0, given that we are looking at 
a balanced growth path, where x(t) / y(t) is constant. Alternatively, one can 
describe the social rate of return, r*. This is the discount rate for which the 
benefi ts would equal the costs (ρ = 1). That is,

r* =
gy
x

.

Discrete Time Analog

As an alternative derivation, we can consider a discrete time analog. Here 
innovation is not “turned off ” forever but rather for just one period. This 
approach may better clarify that our counterfactual path doesn’t change the 
intertemporal spillovers from innovation, as this counterfactual preserves 
the exact same path of productivity gains, but with a one- period delay.

In particular, let there be a series of investments, xt, that improve pro-
ductivity, At. As a counterfactual, we imagine that in some year t0, no such 
investments are made, and thereafter exactly the same investments are made 
as on the observed path, only one period later. That is, we consider the 
innovation investment path where x̂t = xt for t < t0; x̂t = 0 for t = t0; and 
x̂t = xt 1 for t > t0. Since these are truly identical investments (i.e., the same 
innovation projects), we imagine that they must have the same ultimate eff ect 
on productivity. Thus it must be, ultimately, that At = At–1. Now, in neo-
classical growth theory, we have yt /At equal to a constant. This implies that, 
ultimately, yt = yt–1.
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In a simple, “immediate innovation eff ect” model, we have ŷt = yt for t ≤ t0; 
and ŷt = yt 1 for t > t0. We take this as our baseline counterfactual case, com-
mensurate with the baseline approach in discussed section 1.2.

What are the social returns? The net present value of the diff erence in 
investment costs along the observed path and counterfactual paths is

Ct0
= xt0

r
r g

.

And the net present value of the diff erence in the benefi ts along the observed 
and counterfactual growth paths is

Bt0
= yt0

g
r g

.

Then, along a balanced growth path we have, once again,

=
g / r
x / y

.

Social Returns with Health Benefits

To incorporate health benefi ts into the social returns, we fi rst expand the 
defi nition of GDP to include a “health consumption” component, which 
represents the fl ow value of being alive. Denote this health consumption 
fl ow as h, and defi ne “augmented GDP per capita” as y*, which includes 
this health consumption. That is,

y* = y + h .

Similarly, denote the growth rate of augmented GDP per capita as g*. Based 
on the above defi nition of augmented GDP per capita, it follows that

g* = g(1 – sh) + ghsh,

where sh = (h / y)* is the share of health consumption in augmented GDP, 
and gh is the growth rate of h.

The true social returns to innovation will then be

* =
g*/ r
x / y*

,

which makes two adjustments compared to the baseline calculation of the 
social returns to innovation. First, the relevant benefi t measure is based on 
g*, which incorporates progress in health. Second, the relevant cost measure 
is still total innovation expenditure, x, but it is now viewed as a share of the 
augmented GDP per capita measure, y*.

Using the expressions for y* and g*, the health- augmented social rate of 
return to innovation can be written as
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* = 1 +
sh

1 sh

gh

g
g / r
x / y

as presented in the text.

Proof of Lemmas

Lemma 1: For the knowledge production function (10), the marginal social 
rate of return to R&D is ρmarginal = (g / r) / (x / y).

Proof: The output path of the economy is Y(t) = A(t)LY(t), with work-
ers paid a competitive wage w(t) = A(t). The R&D expenditure path is X(t) 
= w(t)LR(t). In per- capita terms, income per capita is y(t) = A(t) and R&D 
expenditure per capita is x(t) = A(t)[(LR(t)] / [L(t)].

We compare the observed balanced growth path with a counterfactual 
path in which R&D expenditure per capita is raised by υ percent. Comparing 
the observed income path, y(t), and the counterfactual income path, ŷ t( ), 
the net present value of the benefi ts of increasing innovation investment is

(16) B(t0) =
t0

( ŷ(t) y(t))e r(t t0)dt =
t0

(Â(t) A(t))e r ( t t0)dt ,

where the counterfactual path begins at time t0. Comparing the observed 
innovation expenditure path, x(t), with the counterfactual innovation invest-
ment path, x̂ t( ), the net present value of the costs of increasing innovation 
investment is

(17) C(t0) =
t0

(x̂(t) x(t))e r (t t0)dt = (x / y)
t0

(Â(t)(1 + ) A(t))e r(t t0)dt ,

where the resource allocation, [LR(t)] / [L(t)] = x / y, is a constant on the 
observed balanced growth path and is a constant that is proportionally 1 + υ 
higher on the counterfactual growth path (which is also balanced in this 
case).

To consider the social returns to R&D, we can then integrate these expres-
sions. Using the Romer- style knowledge production function, (10), we have30

A(t) = A(t0)e LR (t t0)

Â(t) = A(t0)e (1+ )LR (t t0)

for the observed and counterfactual paths of productivity. The net benefi ts 
from increased innovation investment are then

30. Recall that the Romer- style growth models require constant population for a balanced 
growth path.
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B(t0) =
A(t0)

r LR

LR

r (1 + ) LR

and the net costs from increased innovation investment are

C(t0) =
1

x / y
A(t0)

r LR

r
r (1 + ) LR

.

The social return to any adjustment of size υ is then

=
B(t0)
C (t0)

=
LR /r
x / y

,

where we note that the steady- state growth rate on the observed path is 
g = γLR. Thus we have

marginal =
g / r
x / y

,

which was to be shown.

Lemma 2: For the generalized knowledge production function in (12), the 
marginal social return to R&D is

marginal = 1 + ( )(g / r)
g / r
x / y

.

Proof: Using the same approach as in Lemma 1 will not work here, 
because in general the counterfactual path Â(t) is not simply a constant, 
proportional change in the growth rate, as in the Romer model. However, 
the counterfactual path still has a closed- form solution. In particular, we 
now have the generalized knowledge production function (12)

(12) A(t) = A(t) LR(t) .

This knowledge production function is a separable, nonlinear diff erential 
equation. Separating and integrating both sides, we have solutions of the 
form

(18) 
t

Â( ) dÂ( ) =
t0

L̂R( ) d +
t0

t

L̂R( ) d .

On the counterfactual path, the number of R&D workers follows

L̂R(t) =
LR(t), t < t0

(1 + )LR(t), t t0

,

where LR(t) = LR(t0)e
n(t–t0) grows at a constant exponential rate n. We there-

fore integrate (18) and solve for the counterfactual productivity path as
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(19) Â(t) = A(t0) [1 + (1 + ) (e n(t t0) 1)]1/(1 ) ,

where A(t0) = Â(t0) = {[(1 ) LR(t0) ] / n}1/(1 ) .
The path Â(t) cannot be integrated easily into a net present value. How-

ever, one can still produce an analytic solution for the marginal social return 
as follows. First, write the social return as

=
B(t0)
C(t0)

= t0
(Â(t) A(t))e r(t t0)dt

(x / y)
t0

(Â(t)(1 + ) A(t))e r(t t0)dt
=

1
x / y

1
1 + Q( )

,

where

Q( ) = t0
vÂ(t)e r (t t0)dt

t0
(Â(t) A(t))e r (t t0)dt

.

We seek the marginal return, where υ is small. While the limit lim 0Q( ) is 
not defi ned in the above form, we can instead use L’Hopital’s rule to write

(20) lim
0
Q( ) = lim

0
t0

Â(t)e r (t t0)dt +
t0

v( Â(t) / v)e r (t t0)dt

t0
( Â(t) / v)e r (t t0)dt

.

The derivative of the path Â(t) with respect to ν, using (19), is

Â(t)
v

=
A(t0)
1

(1 + ) 1(e n(t t0) 1) Â(t) /A(t0) .

We can then integrate out the expressions in (20), noting that lim 0 Â(t)
=A(t), and take the limit of Q(υ) as

lim
0
Q( ) =

r g
g

.

With some algebra, we can thus write

marginal = 1 + ( )(g / r)
g / r
x / y

as was to be shown.
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2.1 Introduction

Since the 1970s, productivity growth in the United States has slowed—
refl ected in falling total GDP growth from 4 percent in the postwar years, 
to under 3 percent from the mid- 1970s, and to under 2 percent since 2000. 
Average real wage growth has also slowed over this period, especially for less 
educated workers. Moreover, at the time of writing, the COVID pandemic 
has damaged growth by more than any other shock in living memory.

For the most economically advanced countries like the United States, 
innovation is the critical ingredient to long- run productivity growth. For 
less developed countries, much productivity can come from catching up 
to leading nations through diff usion of technological know- how. Even in 
richer nations, many organizations are behind the technological frontier, 
and interventions such as upgrading management practices (e.g., Bloom and 
Van Reenen 2007), speeding up adoption, and reducing the misallocation 
of resources are extremely valuable. Nonetheless, innovation policy design 
is a key part of any solution for revitalizing America and can lead to large 
increases in well- being.

2
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The attraction of human capital policies for innovation is that they act 
directly on the supply side, to increase the number of potential and actual 
innovators. Romer (2001) emphasized the advantage of supply side policies. 
Demand side policies such as tax credits and direct government research and 
development (R&D) grants can be eff ective in increasing fi rms’ incentives to 
do more R&D—and there is an impressive body of microeconomic research 
on this (Akcigit and Stantcheva 2020; Bloom, Williams, and Van Reenen 
2019). However, if  the supply of R&D workers is very inelastic, then there 
is a risk that the increase in demand merely drives up the equilibrium cost 
of R&D without increasing its volume. In other words, the incidence of the 
subsidy is on innovation prices rather than innovation quantities. This is 
what Goolsbee (1998) found in aggregate US data—scientists’ wages rose 
substantially with increased federal R&D spending. Microeconomic anal-
ysis might miss this, as the wage increase is a general equilibrium eff ect, 
absorbed away by the time dummies typically included in standard evalua-
tions. Furthermore, since R&D workers are above median- pay employees, 
this type of demand side policy could increase inequality as well as providing 
little in the way of aggregate innovation.

In reality, the elasticity of supply of R&D workers is unlikely to be com-
pletely fi xed, especially when we consider immigration into the United States 
(see below). However, in the short run, supply could be relatively hard to 
expand, so these concerns are real.

A supply side increase in the quantity and quality of R&D workers carries 
fewer of these risks. Unless the new workers are dramatically less productive 
than the existing stock or large quantities “leak out” out into noninnovative 
activities, we would expect a direct increase in innovation. Furthermore, the 
increase in the supply of R&D workers should reduce the equilibrium cost 
of R&D—meaning that a successful supply side policy provides a further 
indirect boost to the amount of innovation as fi rms face lower R&D costs. 
The work in this chapter focuses on such human capital supply side policies.

The structure of  the chapter is as follows. I provide some background 
R&D and workforce statistics in section 2.2; in section 2.3, we discuss the 
rationale for (and evidence on) innovation subsidies; in section 2.4, we dis-
cuss the evidence for four types of human capital supply policies. Section 
2.5 off ers some concluding comments.

2.2 Background: R&D and the Scientific Workforce1

In 2015, spending on R&D performed in the United States was just under 
half  a trillion dollars. Figure 2.1 shows R&D spending as a fraction of GDP 
for major industrialized countries. The United States spends more on R&D 
than any other, accounting for roughly 28 percent of global R&D spending. 

1. Most of the data facts in this paper are drawn from National Science Board (2018).
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It has maintained an R&D- to- GDP ratio of between 2.5 and 2.7 percent 
since 1981 (up from 1.3 percent in 1953).

Looking at the time series, however, the situation is less reassuring. China 
has clearly had a spectacular boom in R&D intensity, but most countries 
have also enjoyed an increase. Furthermore, the composition of US R&D 
expenditure has changed signifi cantly: the fraction of government funding 
has declined precipitously and the share of private- sector funding has risen 
(see fi gure 2.2). This matters because the government often supports more 
basic and higher- risk research than the private sector. Consequently, public 
R&D will tend to produce the inventions that create the highest knowledge 
spillovers in the long run. Moreover, there is some evidence that even within 
private- sector- funded R&D, basic research has declined relative to applied 
research (e.g., Arora, Belenzon, and Patacconi 2018). The decline in basic 
research in both public-  and private- sector R&D spending may be one rea-
son why the productivity of American R&D appears to have fallen over time, 
as documented by Bloom et al. (2020).

Colleges and universities are particularly important for basic research 
(mostly funded by the federal government; they account for just under half  
of this total). Refl ecting that distribution of federal funds across fi elds, the 
top agencies supporting federally funded academic R&D are the Depart-
ment of Health and Human Services, the Department of Defense, and the 
National Science Foundation.

These statistics focus on R&D spending, but perhaps more germane to 

Fig. 2.1 R&D as a proportion of GDP in selected countries, 1981–2017
Source: OECD (2018).
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our focus on innovative human capital is the scientifi c workforce. Table 2.1 
shows that the fraction of all US workers who are researchers has grown 
consistently since 1981, just like the R&D to GDP ratio. There were about 
5.3 researchers per thousand workers in 1981, 7.3 in 2001, and 9.2 in 2017. 
However, the growth was faster in other advanced economies. France, Ger-
many, and Japan all had lower numbers in 1981, but have overtaken the 
United States in the most recent years. The most dramatic change over that 
period has been in South Korea, where the ratio of researchers per thousand 
employees rose from 6.3 in 2001 to 15.3 today. China’s fraction of research-
ers looks less impressive than its R&D spending in fi gure 2.1, but it has still 
more than doubled the researcher proportion since 2001 from 1.0 to 2.4.

Another way of approaching the measurement of science workers is to 
look at high- skilled visas: J- 1 (exchange visitors), H- 1B, and L- 1 (intracom-
pany transferee). There was an increase from around 150,000 to over 330,000 

Fig. 2.2 US R&D, by source of funds, 1953–2015
Source: National Science Board (2018).
Notes: R&D spending is categorized by funder rather than performer. Other nonfederal 
funders include, but are not limited to, higher education, nonfederal government, and other 
nonprofi t organizations.

Table 2.1 Number of researchers per 1,000 employees, selected countries

  United States  China  France  Germany  Korea  Japan  United Kingdom

1981 5.28 3.78 4.65 5.23 5.25
2001 7.29 1.02 6.83 6.63 6.32 9.87 6.57
2018 9.23  2.41  10.9  9.67  15.33  9.88  9.43

Source: OECD, Main Science and Technology Indicators, https:// stats .oecd .org /Index .aspx 
?Data Set Code = MSTI _PUB #downloaded11 .21 .20.
Note: US fi gure is for 2017, as 2018 was not yet published at time of writing.
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between 1991 and 2015 for J- 1s, the largest category. There was an increase 
of 52,000 over this same time period in H- 1B visas to 175,000. This growth 
was focused in nonprofi t research facilities, universities, and government 
research labs.

2.3 The Case for Government Promotion of Innovation

Jones and Summers (2021) examine the arguments on why government 
should support R&D, so we briefl y summarize the arguments here (see 
Bloom, Williams, and Van Reenen 2019 for more detail). In short, theory 
and evidence imply there are too few innovation workers in America. 

The main theoretical argument for government intervention is that there 
are externalities from R&D as knowledge has characteristics of  a public 
good. The agents who invest their time and resources in innovation expect to 
see some return, even if  it is uncertain. However, many other parts of society 
will benefi t without having to pay much, if  any, of this R&D cost. These 
include fi rms who imitate the innovation or build on the knowledge created 
by the inventor’s R&D eff orts. There are also the consumers (at home and 
abroad) who enjoy the benefi ts of the innovation but whose purchase price 
may be only a tiny fraction of the cost. Indeed, in his Dictionary of Received 
Ideas, Gustave Flaubert (1911) ruefully defi ned inventors as follows: “All die 
in the poor house. Someone else profi ts from their discoveries, it is not fair.” 

Since the fi rms and workers engaging in R&D do not capture all of the 
value of the innovations produced, there will tend to be underinvestment. 
In other words, the social benefi ts of R&D will be higher than the private 
investment in a decentralized market economy. Consequently, there needs 
to be some government action to promote innovation and bring social and 
private returns more into line with each other. 

There are likely to be many other market failures that mean the level 
of R&D is suboptimal. For example, Arrow (1962) emphasized fi nancial 
market failures due to the risk, uncertainty, absence of collateral, and asym-
metric information inherent in raising money for innovation (see Hall and 
Lerner 2010 for empirical evidence). Fundamentally, an inventor wanting 
to raise fi nance for her idea will have to convince an external investor of the 
idea’s value. Since the only way to do this is to share more information on 
the idea, the inventor will be rightly concerned that the information will leak 
out and be stolen by someone else (such as the fi nancier himself). Hence, 
R&D will tend to be internally fi nanced within fi rms, and many good ideas 
may end up being unrealized.

Another market failure can be traced to product market rivalry. Once we 
leave the textbook model of perfect competition, an important incentive to 
innovate is that one fi rm gains nontrivial market share from another. This 
“business stealing” motive was germane to Schumpeter’s notion of creative 
destruction and is at the heart of Industrial Organization models and endog-
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enous growth theory, in particular Aghion and Howitt (1992). This means 
that fi rms may be in an R&D “arms race” and this can lead to duplicative 
eff ort and too much R&D. From a social point of view, a pure reshuffl  ing 
of market shares is of little value if  there is not much fall in quality- adjusted 
prices. An example would be in parts of the pharmaceutical industry where 
“me- too” drugs of minor therapeutic improvement can lead to large shifts in 
market share as doctors and patients want only the best drug (and because 
of insurance, there is often little sensitivity to price).

A further issue is that the policies that are designed to create incentives 
to innovate can themselves create other distortions. For example, the intel-
lectual property system generates a temporary monopoly for inventors to 
overcome the knowledge spillover problem through patents. Of course, these 
property rights themselves create a consumer loss through higher prices. 
Further, many patents can be “designed around” and off er little protection. 
Perhaps most worryingly, the patent system can be abused to create many 
barriers in order to protect minor increments to knowledge, such as “patent 
thickets” (see Jaff e and Lerner 2007 for a general discussion). 

Given all these complexities, whether the social benefi ts of R&D exceed 
the private returns cannot be answered by theory. It is an empirical question. 
One approach for answering the question is to use case studies. For example, 
there are many case studies of government interventions that were failures 
(Lerner 2005), such as the Anglo- French supersonic aircraft Concorde. On 
the other hand, there are also many examples of major successes, such as jet 
engines, radar, nuclear power, GPS, and the internet (Janeway 2012; Maz-
zucato 2013), that began with government funding (often around military 
spending, with civilian spin- off s an expected spillover benefi t). Despite their 
richness, these historical examples can be hard to assess, although there 
have been some attempts at more quantitative case studies, beginning with 
Griliches’s (1958) famous hybrid corn analysis. It is still an issue, as Griliches 
himself  emphasized, that it is hard to generalize from case studies, as they 
are single technologies selected precisely because they appear interesting 
and successful.

The modern econometric literature on spillovers has tried to look over a 
wider range of technologies, fi rms, and industries. One important strand of 
the literature uses patent citations. The idea is that that a citation is a paper 
trail indicating that one idea has built upon another (Trajtenberg 1990; Jaff e, 
Trajtenberg, and Henderson 1993; Griffi  th, Lee, and Van Reenen 2011). As 
is well known, however, not all innovations are patented and not all patents 
are innovations. An alternative approach is to look at the impact of R&D on 
the productivity not only of the fi rm who performs the research but also of 
other fi rms (“neighbors”) who have spillover benefi ts. The key issue is how to 
empirically determine who else benefi ts and who does not—this is a generic 
problem in social science when thinking about “peer eff ects” (Manski 1993).

Using panel data on US corporations from 1980 onward, Bloom, Schan-

 EBSCOhost - printed on 2/8/2023 7:51 PM via . All use subject to https://www.ebsco.com/terms-of-use



Innovation and Human Capital Policy    67

kerman, and Van Reenen (2013) suggest a methodology based on “distance 
metrics.” The idea is to characterize pairs of fi rms as close or far apart in 
technological distance, for example, as proxied by the technological classes 
where the fi rms have taken out patents in the past (Jaff e 1986). A fi rm that 
is close to another technologically is more likely to benefi t from its neigh-
bor’s R&D than one that is more distant. A symmetrical argument can be 
made for business stealing through R&D by characterizing the closeness of 
multiproduct fi rms in product market space depending on their sales across 
their product portfolios.2 In this case, R&D by a neighboring fi rm close in 
product market space is more likely to cause harm. Empirically, the authors 
show that although both knowledge spillovers and business rivalry eff ects 
from R&D are signifi cant, the knowledge spillover eff ects quantitatively 
dominate. Note that a strong correlation between changes in a fi rm’s pro-
ductivity and growth in its neighbors’ R&D (even controlling for the fi rm’s 
own R&D and other factors) is not necessarily causal. Other factors, such 
as a demand shock or an opening up of scientifi c opportunities, could drive 
up both the fi rm’s own productivity and neighbors’ R&D. To tackle this 
question, the authors use innovation policy changes as natural experiments, 
such as the diff erential exposure of  fi rms to changes in state and federal 
R&D tax credits. These policy changes successfully shifted the incentives to 
perform R&D across fi rms, generating instrumental variables for the spill-
over terms and enabling the authors to identify the causal eff ects of R&D 
spillovers. 

For the US economy as whole, Bloom, Schankerman, and Van Reenen 
(2013) fi nd that social returns to R&D were about three times higher than 
private returns between 1980 and 2000. Lucking, Bloom, and Van Reenen 
(2020) confi rm this conclusion using the same methodology, but on more 
recent data running through 2015. 

The fi nding that on average social returns to R&D exceed private returns 
(primarily due to knowledge spillovers) even with the level of support the 
US government provides is the current empirical consensus. 

2.4 Human Capital Innovation Policies

There are many possible policies to deal with the innovation defi cit. We 
now turn to consider explicit human capital policies to deal with the problem.

2.4.1 Undergraduates and Postgraduates

The most commonly discussed policy here is to increase the infl ow of 
individuals trained in STEM (science, technology, engineering, and math-

2. The distance-based methods can be extended in other dimensions such as geography. 
Diff erent fi rms with inventors who are colocated, for example, might be more likely to benefi t 
from each other’s R&D activity (e.g., Lychagin et al. 2016).
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ematics). The direct way would be to subsidize PhDs and postdocs in these 
subjects, increasing the generosity of  support for training in these fi elds. 
Indirectly, training and subsequent careers in these fi elds could be made 
more attractive through more grants and support, especially in labs.

More generally, one can imagine support for raising educational attain-
ment at an even younger age (undergraduates and even K through12). There 
is a huge literature documenting the complementarity between human capi-
tal and new technologies (“skill- biased technical change”), so increasing 
human capital could have a positive eff ect on technical change (e.g., Autor, 
Goldin, and Katz 2020; Van Reenen 2011). However, this literature is usually 
focused on the diff usion of technologies (e.g., adoption of information and 
communications technology) rather than on pushing forward the techno-
logical frontier. For innovation to the economy (rather than to a fi rm), it is 
likely that postgraduate qualifi cations are much more important.

Much macroeconomic analysis has been conducted of  the impact of 
human capital on growth (see, e.g., Sianesi and Van Reenen 2003 for a sur-
vey). However, the literature is rather inconclusive because of the diffi  culty 
of fi nding credible instruments at the macro (or industry) level. The large 
number of other confounders at the aggregate level makes it hard to infer 
causality. There is a vast literature looking at the impact of schooling on 
wages, but there is rather a paucity of work looking at more specifi c interven-
tions on the STEM workforce.

2.4.2 University Expansion

Many papers examine the role of universities in economic prosperity in 
general and in innovation in particular. A major idea in these papers is that 
the founding and subsequent expansion in universities increases the supply 
of workers with STEM qualifi cations, and that these STEM workers then 
increase innovation. Geographically, places with strong science- based uni-
versities also seem to have substantial private- sector innovation (e.g., Route 
128 in Massachusetts or Silicon Valley in California).

Valero and Van Reenen (2019), looking at 50 years of subnational data 
across more than 100 countries, fi nd that the founding of  a university 
increases local GDP per- capita growth in subsequent years (which also spills 
over nationally). The Jaff e (1989) paper was a pioneer in this area by docu-
menting that state- level spending on university research in certain indus-
tries seems to generate higher local corporate patenting. Acs, Audretsch, 
and Feldman (1992) use innovation counts instead of patent data and fi nd 
even stronger eff ects for spillovers from university research. Related fi ndings 
of the positive eff ects of university location on patenting has been found 
in more recent datasets by Belenzon and Schankerman (2013), Hausman 
(2018), and Andrews (2020). Furman and MacGarvie (2007) studied how 
universities with stronger academic research profi les increased the growth of 
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local industrial pharmaceutical labs from 1927 to 1946. They used land grant 
college funds under the Morrill Acts to generate some exogenous variation 
in the location of universities to argue that the correlation is causal. In the 
biotech industry, Zucker, Brewer, and Darby (1998) show that fi rms tend to 
locate near universities to take advantage of star scientists.

However, universities may also have other eff ects on innovation over and 
above the supply of graduates. First, research by university faculty, some-
times in collaboration with local private- sector fi rms, could directly increase 
innovation. The vast literature on clustering has this as one of the mecha-
nisms. Secondly, universities may infl uence local democratic participation 
and institutions, which may also have an eff ect on innovation. If  universities 
have an eff ect on innovation (or growth) over and above the impact on human 
capital, then they are not valid instruments for human capital, as this violates 
the exclusion restriction. Valero and Van Reenen (2019) found that univer-
sity expansion was associated with more graduates, more innovation, and 
stronger institutions. Of course, the reduced form eff ect of universities on 
innovation is still interesting if  it is causal, but the mechanism through which 
universities raise innovation may not be solely (or even at all) through the 
human capital channel.

2.4.2.1 Graduate Supply

To make progress in isolating why universities may have an impact on 
innovation as key suppliers of  STEM workers, Toivanen and Väänänen 
(2016) fi nd that people who grew up around a technical university in Fin-
land had a higher probability of  becoming engineers when they reached 
adulthood. These technical universities rapidly expanded in the 1960s and 
1970s in and off ered postgraduate engineering. This also led to more patent-
ing: establishing three technical universities caused on average a 20 percent 
increase in US Patent and Trademark Offi  ce patents by Finnish inventors. 
In a similar vein, Carneiro, Liu, and Salvanes (2018) compare municipali-
ties in Norway where there was an upsurge in government college start- ups 
in the 1970s to synthetic cohorts of areas where the expansion did not take 
place. They document evidence for more R&D and a speed up in the rate 
and direction of technological progress about a decade after the colleges’ 
founding (if  they were STEM focused).

Bianchi and Giorcelli (2019) present the most direct test of the role of uni-
versities in increasing STEM supply in Italy. The enrollment requirements 
for STEM majors changed, and this generated a big increase in graduate 
numbers. In turn, innovation then increased, especially in medicine, chem-
istry, and information technology. Notably, however, they document that 
many STEM graduates ended up working in areas such as fi nance, rather 
than in the R&D sector. This “leakage” problem is a general one in just 
increasing the supply side, rather than targeting R&D per se. 
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2.4.2.2 Research Grants to Academics (and Beyond)

One variety of government programs that seek to encourage innovation 
is through the direct provision of grant funding (e.g., through the National 
Institutes of Health, or NIH), either to academic researchers or more widely. 
Spending public R&D subsidies on universities is intuitive because knowl-
edge spillovers from basic academic research will likely be greater than those 
from corporate near- market applied research.

The challenge with evaluating whether R&D grants work is that they 
will tend to target the most promising projects, researchers, and problems. 
Hence, there could have been positive outcomes even without the grant. 
Public grants could even crowd out private funding. More optimistically, the 
grants could also crowd in matched private money (funders certainly try to 
obtain such “additionality”).

Administrative data on US NIH grant applications have been used by 
Jacob and Lefgren (2011). They implement a “Regression Discontinuity 
Design” (RDD) that compares applicants that just received a large grant to 
those that just missed out by using the evaluators’ scores given to grant 
applicants. They fi nd that the grants lead to an increase of about 7 percent 
(one additional publication over a fi ve- year period). One explanation for 
the small eff ect is that those who “just lost” a grant often found alternative 
sources of funding. 

Public R&D grants may aff ect private fi rms in several ways. First, aca-
demic work can spillover to private fi rms. Using variation in NIH funding 
across multiple research areas, Azoulay et al. (2019) fi nd that on average there 
are an extra 2.7 additional patents fi led by private companies following a 
$10 million increase in academic funding. Second, government- conducted 
R&D spending (e.g., in labs) can aff ect private fi rms. Military R&D spend-
ing, for example, is usually driven by exogenous political changes (e.g. 
Sputnik, the end of  the Cold War and 9/11). Moretti, Steinwender, and 
Van Reenen (2019) use such changes in defense R&D spending and fi nd 
that there was an elasticity of 0.4 between private and public R&D (i.e., a 
4 percent increase in private R&D followed a 10 percent increase in publicly 
funded R&D). This implies that public R&D crowds in private R&D. 

Third, government money can be directly given to private fi rms. Marginal 
winners and losers from the Department of Energy’s Small Business Inno-
vation Research (SBIR) grant applicants are compared by Howell (2017). 
She fi nds that early- stage (Phase I) SBIR grants double the chances a win-
ner obtains future venture capital funding (a marker of commercializable 
innovation potential). They also increase patenting and sales. Howell et al. 
(2021) fi nd that SBIR grants in the US Air Force also have positive eff ects on 
venture capital funding, technology transfer to the military, and patenting, 
using a Regression Discontinuity Design.
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2.4.2.3 National Labs

Governments also fund their own R&D labs that may generate more 
research activity and jobs in the lab’s specialist technological area and in its 
geographical location. Jaff e and Lerner (2001) analyze national labs, such 
as Stanford’s SLAC (National Accelerator Laboratory) and document evi-
dence of spillovers. Helmers and Overman (2017) also document spillovers 
from Britain’s Synchrotron Diamond Light Source. However, this appeared 
to be primarily through relocation of activity within the UK rather than any 
aggregate nationwide increase.

2.4.2.4 Academic Incentives

How can policies be designed that allow university discoveries to be made 
in commercializable innovations? The 1980 Bayh- Dole Act changed the own-
ership of inventions developed with public R&D giving universities more 
ownership in the intellectual property. Many schools created “technology 
transfer offi  ces” to support this process and Lach and Schankerman (2008) 
fi nd that larger ownership of this intellectual property by scientists gener-
ated more innovation. Hvide and Jones (2018) look at Norway and fi nd that 
when academics obtained full innovation rights, they became more likely 
to launch entrepreneurial start- ups and take out patents. Financial returns 
for academics seemed to get more ideas out of universities and turned into 
real products.

2.4.3 Immigration

An important mechanism for increasing human capital is through immi-
gration. The United States historically has a more open immigration policy 
to other advanced nations. Immigrants account for about 14 percent of 
the US workforce but make up 17–18 percent of  college graduates and 
52 percent of STEM doctorates. They also account for about a quarter of 
all patents and a third of all US Nobel Prizes.

Kerr and Kerr (chapter 3 in this volume) go into more detail on immi-
gration and innovation, and on survey policy options around migration. 
Much research has found that US immigrants (especially the more high 
skilled) increase innovation. For example, using state panel data from 1940 
to 2000, Hunt and Gauthier- Loiselle (2010) fi nd that increasing the share 
of immigrant college graduates by one percentage point boosts patenting 
per person by 9–18 percent. Using changes in policies over H- 1B visas, Kerr 
and Lincoln (2010) fi nd positive eff ects and argue that these come through 
the innovation eff orts of  immigrants themselves. When an inventor dies, 
this is an exogenous shock to team productivity. Bernstein et al. (2018) fi nd 
large spillover eff ects of immigrants on native innovation from such changes 
(large spillovers are also found by Hunt and Gauthier- Loiselle 2010).
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In the early 1920s, the American government introduced immigration 
quotas with diff erential degrees of strictness for diff erent countries. North-
ern Europeans, like Swedes, were less strongly aff ected than southern Euro-
peans, like Italians. This variation has been exploited to examine how immi-
gration reductions aff ected innovation. Biographical data in Moser and San 
(2019) show that these quotas discouraged southern and eastern European 
scientists from migrating to America. This in turn, depressed US aggregate 
invention. Negative eff ects of the quotas are also found in Doran and Yoon 
(2018). In a similar vein, the arrival in the US in the 1930s of Jewish scientists 
expelled by the Nazis boosted innovation in American chemistry (Moser, 
Voena, and Waldinger 2014). 

Some work pushes back against this generally positive view of the impact 
of immigration on innovation. Smaller eff ects are seen from H- 1B visas by 
Doran, Gelber, and Isen (2015) than Kerr and Lincoln (2010) when lotter-
ies are used to examine the impact. Indeed, Borjas and Doran (2012) argue 
that publications by US mathematicians actually fell following the fall of 
the Soviet Union. Their work does not estimate aggregate eff ects, however. 
In addition, Moser, Voena, and Waldinger (2014) estimate that most of 
the eff ect of immigration on innovation comes from new entry, rather than 
incumbents. It may also be that be that Borjas and Doran’s (2012) fi ndings 
refl ect special features of academic publishing, in particular the sharp short- 
run constraints on the size of journals and departments.

In summary, my reading of the literature is that there is good evidence 
demonstrating that immigration, especially skilled immigration, raises inno-
vation. The benefi t- cost ratio is particularly high because the cost of educat-
ing immigrants has been borne by other countries rather than by American 
taxpayer subsidies, and, unlike many other supply side policies, the increase 
in human capital can occur very quickly. However, there are severe political 
problems with relaxing immigration policy (see Tabellini 2020).

2.4.4 Increasing the Quality of Inventors: Lost Einsteins

2.4.4.1 New Facts on Inventor Backgrounds

There has long been interest in the background of inventors, with statisti-
cal analysis of this beginning with Schmookler’s (1957) study. More recent 
work has documented many features of inventors in near population datas-
ets. Bell et al. (2019a) measure inventors by those individuals who are named 
as inventors on the patent document (both applied and granted patents), 
not just those who are granted the intellectual property rights (typically the 
assignees will be the companies that the inventors works for, rather than 
the individuals themselves). Looking at about 1.2 million inventors since the 
mid- 1990s, they fi nd that many groups are highly underrepresented, such as 
women, minorities, and those born into low- income families.

Using the inventor data matched to deidentifi ed US IRS data, Bell et al. 
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(2019a, 2019b) are able to follow potential inventors across their life cycles. 
Figure 2.3 shows the fraction of children who grow up to be inventors by 
the percentile of their parents’ income. There is a strong upward- sloping 
relationship, showing that being born to wealthier parents dramatically 
increases the likelihood of becoming an inventor later in life. Compared to 
kids born to parents in the bottom half  of the income distribution, those 
born into the top 1 percent are an order of magnitude more likely to become 
inventors in the future. This is not due to wealthier children simply produc-
ing low- value innovations: conditioning on the top 5 percent of the most 
highly cited patents produces nearly identical results.

An obvious explanation for the dramatic diff erences in fi gure 2.3 could 
be that kids in poorer families have worse innate abilities than their richer 
counterparts. For example, if  wealthier parents are smarter, their kids are 
likely to be smarter and, since intelligence and inventiveness are correlated, 
this could explain the patterns. To examine this hypothesis, Bell et al. (2019a) 
match math (and English) test score results from third grade and later, which 
are available for a subsample of the data. There is indeed a strong correla-
tion between third grade math scores3 and the probability of becoming an 

3. Bell et al. (2019a, 2019b) cannot observe math scores before third grade, but it is likely 
that these partly refl ect nurture rather than nature. As the work by Heckman and others has 
shown, early childhood experience has eff ects on cognitive and noncognitive outcomes at very 
young ages.

Fig. 2.3 Probability of growing up to be an inventor as a function of 
parental income
Source: Bell et al (2019a), p. 665; Intergenerational sample. Reprinted by permission of Ox-
ford University Press on behalf  of  the President and Fellows of Harvard College.
Notes: Sample of children is 1980–1984 birth cohorts. Parent Income is mean household in-
come 1996–2000.
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inventor in later life. However, these early test scores account for only under 
a third of the innovation gap; they cannot account for the vast majority of 
the innovation- parental income relationship.4 Figure 2.4 illustrates this by 
separating the inventor- ability gradient by whether a child was born in the 
top quintile of the parental income distribution or bottom four quintiles. 
For both “rich” and “poor” children the probability of growing up to be an 
inventor rises with math ability and is especially strong for kids in the top 
10 percent of the test score distribution. However, even for kids who are in 
the top 5 percent of talent for math, fi gure 2.4 shows that those from richer 
families are far more likely to become inventors.

Interestingly, later test scores become more informative for inventor sta-
tus: eighth grade math test scores account for just under half of the inventor- 
parental income gradient. By the time we know which college young people 
attended (e.g., MIT or Stanford), the role of  parental income is tiny. Of 
course, being born to a poor family means that the chances of  going to 
a top college are very, very low. This suggests that an important part of 
the transmission mechanism between parental income and later outcomes 

4. For example, we can statistically “give” the distribution of math test scores of rich kids to 
poor kids using the DiNardo, Fortin, and Lemieux (1996) reweighting technique.

Fig. 2.4 Relationship between math test scores and probability of becoming 
an inventor
Source: Bell et al (2019a), p. 672; New York City sample. Reprinted by permission of Oxford 
University Press on behalf  of  the President and Fellows of Harvard College.
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is through the quality of schooling—something we return to below when 
discussing policy.

A similar story holds for gender and race (e.g., Cook and Kongcharoen 
2010). About 18 percent of inventors born in 1980 were female, up from 
7 percent in the 1940 cohort. At this rate of improvement, it would take 
another 118 years to achieve gender parity. Looking at the New York City 
data, there is essentially no diff erence in the third grade math ability distri-
bution for boys and girls (even in the right tail). With regard to race, 1.6 per 
1,000 white children who attended New York City public schools become 
inventors compared to 0.5 per 1,000 Black children. Early ability accounts 
for only a tenth of these diff erences.5

Rather than ability diff erences, an alternative explanation for the patterns 
in fi gure 2.3 is that it refl ects a misallocation of talent. There has been a fl our-
ishing of work in recent years suggesting that large amounts of productivity 
are lost due to such frictions (e.g., Celik 2018; Hsieh and Klenow 2009). 
Hsieh et al. (2019), for example, estimate that 40 percent of the growth in US 
GDP per person between 1960 and 2010 is due to reductions in discrimina-
tion against women and Black people. Under this view, if  disadvantaged 
groups were given the same opportunities as their similarly talented but 
more privileged peers, many more of them could have pursued an inventor 
career and increased the quality and quantity of aggregate human capital. 
For example, Bell et al. (2019b) estimate a potential quadrupling of aggre-
gate US innovation from reducing such barriers.

Bell et al. (2019a) document that diff erential exposure rates to inventors 
in childhood is a very important cause of the lower invention rate of disad-
vantaged groups. They measure exposure by family environment, proxies 
for the work network of parents, and innovation rates in the commuting 
zones where kids grew up. They fi nd a strong association between the prob-
ability of growing up to be an inventor and measures of childhood exposure 
to inventors. Figure 2.5, for example, shows that children growing up in a 
commuting zone with a high density of inventors are much more likely to 
become inventors as adults. About 5.5 children in 1,000 in the San Jose, 
California, commuting zone (which encompasses Silicon Valley) become 
inventors, compared to about 1 in 1,000 in Brownsville, Texas.

The relationship between place and outcomes appears to be causal. For 
example, it is not simply the fact that kids who grow up in Silicon Valley 
are more likely to be inventors; they are more likely to invent in the detailed 
technology classes (relative to other classes) that the valley specializes in (say, 
software compared to medical devices). Girls who grow up in places where 
there is a disproportionate fraction of female compared to male inventors 
are more likely (than boys are) to grow up to become inventors. Further-

5. Cook (2014) shows that racist violence between 1870 and 1940 led to 1,100 “missing pat-
ents,” compared to 726 actual patents among African American inventors.
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more, kids who move to high- innovation areas at an earlier age are more 
likely to become inventors than kids who move at a later age, again suggest-
ing a causal impact of place.

This “exposure- based” view of invention could lead to much larger wel-
fare losses than in the standard talent misallocation models. In Hsieh et al. 
(2019), for example, barriers to entry into occupations (the R&D sector, in 
our case) mean a loss of talent. However, since their model is a fully ratio-
nal Roy sorting model, only the marginal inventors are discouraged from 
becoming inventors. Great inventors—like Einstein or Marie Curie—will 
never be put off . In the exposure- based model, however, even very talented 
people from (say) a poor family may end up not becoming inventors because 
they are never exposed to the possibility. Bell et al. (2019b) show evidence in 
favor of this and argue for large welfare losses.

2.4.4.2 Some Policies toward the “Lost Einsteins”

If  we took seriously the idea that much talent is being lost because of a 
lack of exposure to the possibility of becoming an inventor, what are the 
appropriate policy responses?

A classic set of responses would focus on improving conditions in disad-

Fig. 2.5 Growing up in a high- innovation area makes it much more likely you will 
become an inventor as an adult
Source: Bell et al (2019a), p. 691; 100 most populous commuting zones. Reprinted by permis-
sion of Oxford University Press on behalf  of  the President and Fellows of Harvard College.
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vantaged neighborhoods, particularly in schools. These are justifi ed on their 
own terms, but the misallocation losses add to the usual equity arguments. 
It would make sense to target resources on those most likely to benefi t, such 
as disadvantaged kids who show some early promise in STEM. Figure 2.4 
shows that being in the top 5 percent of third grade math scores was a strong 
predictor of future inventor status. This suggests looking into programs that 
identify early high achievers from underrepresented minorities.

One example is Card and Giuliano (2016), who review the eff ect of in- 
school tracking for minorities. They look at one of the largest US school 
districts, where schools with at least one “gifted/high achiever” (GHA) 
fourth-  (or fi fth- ) grader had to create a separate GHA classroom. Since 
most schools only had a handful of gifted kids per grade, most seats in the 
GHA classroom were fi lled with nongifted students who were high achievers 
in the same school grade. They served as upper- track classes for students 
based on past achievement. Moreover, since schools were already in eff ect 
highly segregated by race and income, the program eff ectively treated a large 
number of minority students who would typically not be eligible for stan-
dard “gifted and talented” interventions.

Card and Giuliano (2016) use a regression discontinuity design to exam-
ine the causal eff ects on students who are tracked since selection is based 
on a continuous measure of past achievement with a threshold. They fi nd 
that students signifi cantly improved their math, reading, and science when 
assigned to a GHA classroom, but these benefi ts were overwhelmingly con-
centrated among Black and Hispanic participants. Minorities gained about 
0.5 standard deviation units in math and reading scores, a result that per-
sisted until at least the sixth grade (where their data end). These are very 
substantial gains, comparable in magnitude to “high performance” charter 
schools evaluated by Angrist, Pathak, and Walters (2013). A concern is 
that the gains of the participating minorities were at the expense of those 
who were left behind. To address this, the paper uses a cohort diff erence- 
in- diff erences design comparing schools that tracked to those that did not. 
They fi nd no evidence of negative (or positive) spillovers from this analysis. 
The eff ects do not appear to be coming from teacher quality or peer qual-
ity. Rather, the authors suggest that teacher expectations may play a very 
important role in exposing students to the possibility of greater learning.

Changing to in- school tracking has little fi nancial cost, as there is not an 
expansion of the number of teachers, classes, or school day. The in- school 
tracking results from a reallocation of existing resources. This suggests that 
such interventions could yield very large benefi ts in terms of growth as well 
as equity.

Card and Giuliano (2016) look at the short- term outcomes of within- 
school tracking. By contrast, Cohodes (2020) examines the long- term eff ects 
of a similar program in Boston Public Schools’ Advanced Work Class (AWC) 
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program. Pupils who do well on third grade test scores are placed in the 
AWC program and receive a dedicated classroom with high- achieving peers, 
advanced literacy curricula, and accelerated math in later grades. While the 
students who participate in AWC tend to be more advantaged than Boston 
Public School students as a whole, about half  of AWC students are Black or 
Latino, and two- thirds of them receive subsidized school lunch.

Cohodes (2020) estimates the eff ect of the program using a fuzzy regres-
sion discontinuity design by comparing those who scored just above and 
just below the admissions threshold. There is a large increase in high school 
graduation for minority students. Perhaps most importantly, AWC boosts 
college enrollment rates. The program increases college enrollment by 
15 percentage points overall, again with gains primarily coming from Black 
and Latino students. This results in a 65 percent increase in college enroll-
ment for Black and Latino students, most of  it at four- year institutions. 
Using estimated earnings associated with colleges from Chetty et al. (2017) 
as a measure of college quality, AWC appears to increase college quality 
by about $1,750 for all students and $8,200 for Black and Latino students, 
though these diff erences are not statistically signifi cant.6

Bui, Craig, and Imberman (2014) is often seen as a counterexample, as 
their analysis of a gifted and talented program found no eff ect. However, 
the paper does fi nd an eff ect on science outcome, which may be the critical 
element for inventors. Furthermore, the paper does not look at heterogeneity 
of the treatment eff ect by parental income or minority status.

Another set of targeted policies is around mentorship. Many nonprofi t 
foundations (e.g., the Lemelson Foundation and the Conrad Foundation) 
run “inventor education” programs targeting disadvantaged children in 
middle and high schools. Important parts of  the program are hands- on 
experience of problem solving in the local community, and meeting inven-
tors who look like the targeted groups (e.g., women scientists for girls). More 
generally, one can imagine internship and work exchange programs aimed 
at young people who would not normally be exposed to high- innovation 
environments.

Gabriel, Ollard, and Wilkinson (2018) have developed a useful survey of 
a wide range of “innovation exposure” policies focusing on school- age pro-
grams. Although there is a large number of such programs (science competi-
tions being a leading example), they tend to be dominated by students with 
higher- income parents, boys, and nonminorities. Moreover, the programs 

6. Although attending an AWC class boosts the average test scores of peers by over 80 per-
cent of a standard deviation, Cohodes (2020) fi nds little evidence to support peer eff ects as an 
explanation for AWC impacts. While AWC teachers have a higher value added, the change is not 
large enough to account for the gains in college attendance observed here. Instead, it appears 
that AWC is the beginning of a chain of events that causes participants to stay on track for 
college throughout high school.
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are almost never subject to evaluation. One immediate priority should be 
devoting resources to researching their impact.

2.5 Conclusions

Innovation is at the heart of growth, and increasing the supply of poten-
tial inventors would seem the natural place to start to think about innovation 
policy. Yet the literature has tended to focus much more on policies that 
raise the demand for innovation through the tax system or through direct 
government grants, rather than policies that intervene on the supply side. 
At one level, this is surprising: if  supply is inelastic, then demand side poli-
cies may do little to the volume of innovation and may merely increase the 
wages of R&D scientists. On another level, it is unsurprising: supply side 
policies will tend to work better in the long run, which makes them harder 
to empirically evaluate.

In this chapter, we have looked at several diff erent human capital policies 
for innovation: increasing STEM, immigration reform, university expan-
sion, and exposure policies for the disadvantaged. Clean causal identifi ca-
tion of policies is rarer here than in other areas, but there have been some 
recent and encouraging contributions. In the short run, liberalizing high- 
skilled immigration is likely to yield a high return. In the longer run, I suggest 
that exposure policies may produce the greatest eff ect, but much more work 
needs to be done in evaluating the eff ectiveness of such policies.

When considering which policies to adopt, it is important to look carefully 
at the existing evidence and evaluate its strengths and weaknesses, as I have 
tried to do in this chapter. However, policy makers will frequently consider 
many other things rather than just a policy’s cost- benefi t ratio and how long 
it takes to see results. First, there is usually a close eye on the distribution of  
the benefi ts across people and places. “Lost Einstein” policies score well in 
this respect, as they both improve aggregate innovation and reduce inequal-
ity of opportunity. Gruber and Johnson (2019) have emphasized the need 
to spread innovation subsidies (such as new technology hubs) more widely 
in the US to embrace “left behind” geographical areas that have the capa-
bility to benefi t due to existing education and are much cheaper than the 
high- cost clusters on the coasts. Secondly, rather than the usual economist 
practice of evaluating one policy at a time, we should consider the multiple 
interactions between innovation policies. Incorporating these in a growth 
plan involves building a portfolio of policies to address the most important 
missions facing Americans, particularly climate change, but also the chal-
lenges of improving health and security. Such a plan for growth (e.g., Van 
Reenen 2020) is likely to be more politically sustainable than a piecemeal 
approach and in the long run may produce greater gains in human well- 
being.
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3.1  Introduction

US policy makers are always on the hunt for levers that can boost entre-
preneurship and innovation. Especially in a time of declining business dyna-
mism (Decker et al. 2014) and an aging workforce, entrepreneurship and 
innovation raise economic growth, provide jobs, and rebuild government 
coff ers. As America works to rebuild from the devastating eff ects of  the 
COVID- 19 pandemic, these stimulants become ever more important. This 
chapter reviews potential reforms to the US immigration system that could 
enhance the contribution of immigrants to the nation’s entrepreneurship 
and innovation.

Policy makers are well aware of  high- profi le immigrant examples like 
Tesla and SpaceX founder Elon Musk and Microsoft CEO Satya Nadella, 
whose images grace the covers of magazines and who are called to testify 
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before Congress. They may be less aware, however, of the exceptional depth 
that lies below these prominent examples. Immigrants account for about a 
quarter of US start- ups and patents each year, a share that has been increas-
ing for decades. Section 3.2 reviews some recent economic research about 
immigrant entrepreneurship and innovation and its surprisingly deep infl u-
ence on the US economy.

Section 3.3 then discusses adjustments to US immigration policy that 
could boost innovation. We mostly focus on feasible reforms that would 
operate within the current immigration structure by adjusting the alloca-
tion of visas granted for employment- based purposes. The most prominent 
reform would replace the lottery used for the oversubscribed H- 1B visa sys-
tem with an allocation mechanism that prioritizes specifi ed uses. We also 
provide a short discussion of comprehensive immigration reform, which 
could increase the relative share of immigration for employment- based pur-
poses compared to family- reunifi cation purposes.

Section 3.4 considers policies connected to immigrant entrepreneurs. 
While the United States has visas that cover individuals capable of making 
substantial business investments, its immigration structure is less accom-
modating than those of other countries for the admission of business found-
ers lacking existing fi nancial capital (e.g., an immigrant college student on 
an F- 1 student visa who wants to start a company after graduation). We 
review the approaches of several countries to start- up visas, common traits 
of recent US legislative proposals, and estimates of the potential economic 
impact.

Throughout this review, we strictly follow the National Bureau of Eco-
nomic Research’s guideline that papers not advocate a particular policy 
approach. Our goal is to collect and present economic research on how 
policy makers can infl uence US entrepreneurship and innovation outcomes 
through the immigration process. We thus skip discussion of policies that 
indirectly infl uence immigrant entrepreneurship and innovation. An example 
is the work of Akcigit, Baslandze, and Stantcheva (2016), which shows that 
top inventors are very sensitive to taxation rates when deciding where to 
conduct their research. Many of these policies are covered elsewhere in this 
volume and in Bloom, Van Reenen, and Williams (2019), and these levers 
often operate in part by making the United States more attractive to skilled 
immigrants. Similarly, we do not quantify what an overall expansion of US 
immigration rates would do for entrepreneurship and innovation, as most 
of the impact would simply come from the larger economy (Clemens 2011).

Our focus is narrower and arguably more useful to policy makers in 
today’s immigration discussions. In America and abroad, recent growth in 
populism and nationalism has pushed back at many forms of global integra-
tion, including skilled-  and employment- based migration. Questions about 
the appropriateness of global linkages will further intensify following the 
COVID- 19 crisis. Yet the combination of a knowledge- intensive economy 
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and a rapidly aging populations in most advanced economies suggests 
that competition for the world’s mobile entrepreneurs and innovators will 
increase in the decades ahead. Understanding what policy margins could be 
adjusted is an important foundation for thinking through future national 
strategies for immigration and the best mechanisms to implement them.

3.2  Immigrants as Founders and Innovators

While the literature on immigrant entrepreneurship and innovation is not 
very extensive, it is nonetheless too large to be fully reviewed here. We instead 
outline some key research fi ndings that provide important background for 
the immigration visa discussions in the next two sections.1

1. Immigrants account for about a quarter of US entrepreneurship and inno-
vation. A signifi cant body of work over the past two decades has quantifi ed 
these contributions.2 Measuring this is harder than it fi rst appears, which 
results in a range of techniques and estimates. Nevertheless, research con-
sistently fi nds that immigrants account for about 25 percent of new fi rms 
and patents. As a corollary, the propensity of immigrants toward entrepre-
neurship and innovation is higher than it is for US natives.3 Immigrants 
account for about 14 percent of the US workforce and 17–18 percent of 
US college graduates, according to the 2016 American Community Survey. 
Looking specifi cally at science and engineering, immigrants account for 
29 percent of the United States’ college- educated workforce and 52 percent 
of its doctorates.

2. Most of the heightened impact of immigrants on US entrepreneurship 
and innovation comes from a greater propensity of immigrants to possess 
the educational backgrounds for the work. Hunt (2011, 2015) shows that 
immigrants’ propensities toward entrepreneurship and innovation can be 
mostly explained through their greater educational attainment and their 
greater focus on the STEM fi elds (science, technology, engineering, and 
mathematics). While immigrants are more represented at the upper tail of 
scientifi c achievement4—accounting, for example, for a third of US- based 
recipients of Nobel Prizes—their most signifi cant impact on the economy 
comes through the large quantity of immigrant workers trained for pursu-
ing STEM work.

1. Kerr (2019a) provides a book- length review. Summary articles include Fairlie and Lof-
strom (2014), Kerr (2017), and Kerr et al. (2016, 2017).

2. For example, Anderson and Platzer (2006); Azoulay et al. (2020); Bernstein et al. (2019); 
Brown et al. (2019); Kerr and Kerr (2017, 2020); Kerr and Lincoln (2010); Saxenian (1999, 
2002); and Wadhwa et al. (2007).

3. The diverse literature spans Borjas (1986); Clark and Drinkwater (2000, 2006); Fairlie 
(2012); Fairlie and Lofstrom (2014); Fairlie, Zissimopoulos, and Krashinsky (2010); Hunt 
(2011, 2015); Lofstrom (2002); and Schuetze and Antecol (2007).

4. See, for example, Hart and Acs (2011); Kerr (2019a, 2019b); Peri (2007); Stephan and 
Levin (2001); and Wadhwa et al. (2007).
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3. Chinese and Indian immigration have been particularly strong drivers for 
growth in immigrant entrepreneurship and innovation. To provide an extended 
time horizon, fi gure 3.1 uses the ethnic- name- matching algorithms of Kerr 
(2008) to quantify the signifi cant growth in US patents granted to individu-
als of Chinese and Indian ethnicity working in America. Chinese and Indian 
ethnic inventors accounted for less than 3 percent of US patents in 1975, 
but more than 22 percent in 2018. As we discuss later, this concentration is 
leading to long delays in obtaining US permanent residency for immigrants 
from China and India due to the US allocation procedures that cap the 
annual number of green cards that can go to petitioners who were born in 
any given country.

4. Immigrant entrepreneurship and innovation are quite clustered spatially 
and show no evidence of crowding out native activity in local areas. More than 
half  of entrepreneurs in the San Francisco Bay Area are foreign- born, and 
many other leading technology clusters show high immigrant shares (Kerr 
and Kerr 2020). Empirical studies using geographic variation almost always 
fi nd positive or no impact from high- skilled immigration on native employ-
ment and output in innovative activities in the same city.5 This clustering 

5. For example, Buchardi et al. (2019); Ghimire (2018); Hunt and Gauthier- Loiselle (2010); 
Kerr (2010); Kerr and Lincoln (2010); and Peri, Shih, and Sparber (2015). Lewis and Peri (2015) 
provide a theoretical framework and review of literature on the eff ects of immigration on local 
areas. Analyses of industries or technology areas have shown more mixed outcomes (e.g., Borjas 

Fig. 3.1 Ethnic share of patents fi led by inventors living in United States
Source: Data from US Patent and Trademark Offi  ce. Series uses ethnic naming conventions 
applied to inventors based in the United States.
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has substantially shifted the economic geography of innovation in America, 
and the lack of a crowding- out eff ect allows the spatial concentration of 
innovation to persist and grow. We note later the potential role of regional 
visas to counteract some of this concentration.

5. Immigrant contributions are similarly concentrated within fi rms, with 
mixed evidence for whether native employment grows or declines. Firms such 
as Microsoft and Google employ skilled immigrants to a greater degree than 
Procter and Gamble and Boeing. These diff erences can be explained in part 
by their physical locations and industries. Studies on whether the hiring 
of skilled immigrants boosts the overall employment of fi rms show mixed 
results (e.g., Dimmock, Huang, and Weisbenner 2019; Doran, Gelber, and 
Isen 2015; Kerr, Kerr, and Lincoln 2015b; Mayda et al. 2018), an ambiguity 
connected to the many ways the US visa system can be used, as described in 
the next section. There is evidence that high- skilled immigration is a lever 
used by employers to keep tech workforces younger (e.g., Kerr, Kerr, and 
Lincoln 2015a, 2015b; Matloff  2003).6

6. Skilled immigrants receive wages at a rate comparable to similarly skilled 
natives. Studies on whether immigrants receive higher or lower wages than 
natives yield mixed results. Legal factors, like the prevailing wage require-
ment for an H- 1B worker, limit the extent to which pay diff erences could 
exist. Moreover, even to the degree that skilled immigrants are slightly 
underpaid relative to natives of similar age and background, the economics 
of the fi rm suggest a rather limited scope for this diff erential to infl uence hir-
ing decisions. The larger wage gaps instead appear between younger skilled 
immigrants and older native workers, connecting to the observation above 
that high- skilled immigration can be a mechanism for fi rms to keep work-
forces younger.

7. A substantial portion of skilled immigration to America begins with 
migration for schooling. Immigrants who contribute to US entrepreneurship 
and innovation migrate at many life stages: Sergey Brin of Google migrated 
as a child, while Elon Musk fi rst moved to the United States for college. The 
reforms below focus on entrepreneurial and employment opportunities after 
schooling, but Kato and Sparber (2013) demonstrate a strong link between 
the opportunity to remain in the United States for work and the attractive-
ness of US colleges to migrants. Likewise, policies that govern school- to- 
work transitions play an important role.

and Doran 2012; Bound, Khanna, and Morales 2017; Doran and Yoon 2019; Moser and San 
2020; Moser, Voena, and Waldinger 2014). The clustering of entrepreneurs from a country in 
a narrow occupation is widespread and studied by Chung and Kalnins (2006), Fairlie, Zissi-
mopoulos, and Krashinsky (2010), Kerr and Mandorff  (2015), and Patel and Vella (2013). See 
also the self- employment studies of Akee, Jaeger, and Tatsiramos (2013), Fairlie and Meyer 
(2003), and Lofstrom (2002).

6. The transition period for native workers who are displaced appears longer in STEM- 
connected work than elsewhere (Kerr and Kerr 2013). Glennon (2019) considers how access 
to skilled immigrants infl uences the overseas operations of US fi rms.
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3.3  Visas for Innovators

The research fi ndings described in section 3.2 provide a foundation for 
exploring how the US immigration process can be adjusted to increase levels 
of entrepreneurship and innovation. This section commences by discussing 
the role of immigrants in invention and innovation. The bulk of these con-
tributions come through the actions of paid employees in US businesses, and 
thus we focus on the frameworks that connect to the quantity and composi-
tion of these workers. Section 3.4 considers the special case of immigrant 
entrepreneurs who are not well aligned for employment- based visas.7

3.3.1  A Brief  Summary of the US Immigration System

The US immigration system is vast and exceptionally complex, and we 
highlight here just a few important background pieces.8 Most of the poli-

7. This chapter describes the policy environment in April 2020, when the chapter was pre-
pared. From April 2020 until the chapter went to press in November 2020, there were a number 
of temporary and potentially long- term changes to US immigration policy and enforcement. 
Some of these actions were framed as a response to health and employment concerns related to 
the COVID- 19 pandemic, and other countries restricted migration to some degree during the 
pandemic’s spread. In June 2020, the Trump administration suspended new H- 1B and L- 1 visa 
issuances to most individuals outside the country through the end of the year. These restrictions 
followed on other restrictions emanating in April 2020, and a federal judge later issued a pre-
liminary injunction against them. In early October, the Trump administration introduced two 
“interim fi nal” regulations that would forego normal notice and commentary periods. The fi rst, 
through the Department of Labor (DOL), immediately changed the calculation of the required 
wage for H- 1B employees, eff ectively increasing minimum salaries. The second, through the 
Department of Homeland Security (DHS), required that the degrees of H- 1B candidates be 
directly related to the proposed occupation (e.g., a candidate with a degree in mechanical 
engineering cannot fi ll a job designated for computer programming), and limited visa duration 
to one year for H- 1B holders who work at customer or third- party sites. The DHS regulation 
was set to take eff ect in December 2020, and both DOL and DHS regulations are being legally 
challenged. The Trump administration also proposed a new rule to eliminate the H- 1B lottery 
in favor of a wage- ranking system. With the November 2020 election of Joe Biden to the presi-
dency, the future of these changes is uncertain. See White House, “Proclamation Suspending 
Entry of Aliens Who Present a Risk to the U.S. Labor Market Following the Coronavirus Out-
break,” Executive Order, July 22, 2020, https:// trumpwhitehouse .archives .gov /presidential 
-  actions /proclamation -  suspending -  entry -  aliens -  present -  risk -  u -  s -  labor -  market -  following 
-  coronavirus -  outbreak/; Employment and Training Administration, “Strengthening Wage 
Protections for the Temporary and Permanent Employment of Certain Aliens in the United 
States,” Federal Register, October 8, 2020, https:// www .federalregister .gov /documents /2020 
/10 /08 /2020 -  22132 /strengthening -  wage -  protections -  for -  the -  temporary -  and -  permanent 
-  employment -  of -  certain -  aliens -  in -  the; Department of Homeland Security, “Strengthening 
the H- 1B Nonimmigrant Visa Classifi cation Program,” Federal Register, October 8, 2020, 
https:// www .federalregister .gov /documents /2020 /10 /08 /2020 -  22347 / strengthening -  the -  h -  1b 
-  nonimmigrant -  visa -  classifi cation -  program; Department of Homeland Security, “Modifi ca-
tion of Registration Requirement for Petitioners Seeking to File Cap- Subject H- 1B Petitions,” 
October 28, 2020, https:// www .dhs .gov /sites /default /fi les /publications /20 _1028 _uscis _h -  1b 
-  registration -  selection -  by -  wage -  levels -  nprm -  508 .pdf.

8. For a primer, see Julia Gelatt, “Explainer: How the U.S. Legal Immigration System 
Works,” Migration Policy Institute, April 2019, https:// www .migrationpolicy .org /content
 /explainer -  how -  us -  legal -  immigration -  system -  works.
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cies discussed below fall under the US Citizenship and Immigration Services 
(USCIS) within the Department of Homeland Security.

Other than citizenship, immigration to America culminates in obtain-
ing permanent residency, also known as the “green card.” Approximately 
1 million green cards are granted every year, with family- based immigration 
being the largest category. There is no annual limit on green cards to reunite 
immediate family members (e.g., spouses, parents, and children) of Ameri-
can citizens, and up to 480,000 additional visas are provided annually for 
extended family. Green cards granted for employment- based purposes are 
subject to an annual cap of 140,000 individuals, including family members 
accompanying the worker. Smaller numbers of visas are issued for other 
purposes, such as refugee/humanitarian concerns.

In parallel, temporary visas authorize individuals to visit, study, and work 
in the United States. These visas are termed “nonimmigrant” as the individ-
ual does not have permanent rights to stay in the country. Temporary visas 
are often a predecessor to permanent residency, as more than 80 percent of 
employment- based green cards are issued to individuals already living and 
working in the United States. On the other hand, many skilled migrants 
work in the United States for a period of  time but have no intention to 
stay permanently. Consequently, the levers by which policy makers might 
impact entrepreneurship and innovation extend beyond permanent resi-
dency admissions to cover temporary visas and, as we will return to below, 
how these two structures interface with each other. This section continues 
by describing temporary visas for employment- related purposes (versus to 
study or to visit).

A distinctive feature of the US temporary visa system is that it is “employer 
driven,” meaning that a company like Microsoft or General Motors selects 
the worker it wants to employ and applies for a visa on behalf  of the worker. 
This individual could be living/working abroad or be a student at a US 
school on a nonemployment visa. This employer- driven approach contrasts 
conceptually with a points- based system that scores and selects potential 
immigrants based on their attributes (e.g., degree, age, language skills, 
income). Kerr (2019a) reviews the trade- off s between the two approaches 
and the de facto hybrid nature of many nations. The United States has some 
elements of a points- like structure in that priority temporary visa categories 
(and permanent residency admissions) exist for persons of “extraordinary 
ability,” but the bulk of skilled immigrant workers are admitted through 
temporary visas that rely on employers to select migrants.

The largest of these temporary employment- based categories is the H- 1B 
visa for skilled foreigners working in “specialty occupations” (i.e., those 
requiring theoretical and practical application of specialized knowledge like 
engineering or accounting). Virtually all H- 1B holders have a college educa-
tion or higher, and the substantial majority of visas are used for computer-  
and STEM- related occupations. In 2017, immigrants from India accounted 
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for 72 percent of  H- 1B visas, and immigrants from China were awarded 
another 13 percent. These shares have steadily risen and demonstrate the 
fl exibility of the system to be used in ways that employers deem fi t, with 
computer-  and STEM- related occupations being attractive opportunities 
for fi rms.

H- 1B holders are tied to their sponsoring fi rm, although visa portability 
is feasible with approval from the government (e.g., Depew, Norlander, and 
Sorensen 2017). Firms can petition for permanent residency on behalf of the 
worker. This “dual- intent” feature—where one can be a temporary migrant 
but also apply for permanent residency—is attractive to many immigrants. 
The H- 1B visa is for three years and can be renewed once. If  permanent 
residency is not obtained, the H- 1B worker must leave the United States at 
the end of the second visa period for one year before applying again.

Firms must pay the visa holder the higher of (1) the prevailing wage in 
the fi rm for the position or (2) the prevailing wage for the occupation in 
the area of  employment. Congress designed these restrictions to prevent 
H- 1B employers from abusing their relationships with foreign workers and 
to protect the wages and employment of  domestic workers. In 2016, the 
average salary for H- 1B visa holders was $80,000, but there was a broad 
range, from midskilled employees of outsourcing fi rms earning $60,000 to 
higher- skilled workers earning greater than $150,000 (Kerr 2019b; Ruiz and 
Krogstad 2018).9

Figure 3.2 shows the annual cap on the number of new H- 1B visas that 

9. The minimal wage eff ects on R&D workers from expanding skilled immigration for inno-
vation is diff erent from wages being bid up from R&D stimulus described by Goolsbee (1998).

Fig. 3.2 Evolution of H- 1B cap by fi scal year
Source: Data from US Citizenship and Immigration Services.
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can be issued to for- profi t fi rms. The original 65,000 cap was not binding in 
the early 1990s, but became so by the middle of the decade. Legislation in 
1998 and 2000 sharply increased the cap over the next fi ve years, to 195,000 
visas. These short- term increases expired during the high- tech downturn, 
when visa demand fell short of the cap. The cap returned to the 65,000 level 
in 2004 and became binding again, despite being subsequently raised by 
20,000 through an “advanced degree” exemption. The overall cap of 85,000 
remains in place as of 2020.

Another widely used but lesser known employer- based visa is the L- 1. 
Available for the temporary migration of foreign employees within a multi-
national fi rm, there were about 78,000 L- 1 visas (including renewals) issued 
in 2017. Only employees who have been employed by the fi rm for at least 
one of the previous three years are eligible, and the visa has a maximum stay 
of seven years. Similar to the H- 1B, the L- 1 is a dual- intent visa, whereby it 
provides an opportunity to apply for a green card. Yeaple (2018) provides 
additional discussion of the L- 1 visa.

3.3.2  Potential Reforms within the Existing System

Lawmakers have proposed several reforms that could boost entrepreneur-
ship and innovation by, more or less, adjusting the existing system (i.e., not 
requiring the comprehensive immigration reform described at the end of 
this section). We discuss these reforms, working backward from the green 
card decision.

3.3.2.1  Remove Country Caps on Employment- Based 
Permanent Residency

The United States grants 140,000 green cards for employment- based (EB) 
purposes each year, a fi gure that includes the focal worker and his or her 
accompanying family members. This is not the only pathway through which 
an immigrant inventor or entrepreneur can obtain permanent residency as, 
for example, the individual may marry an American citizen and apply for 
permanent residency through family- based allocations. Others enter the 
diversity lottery that off ers 50,000 green cards randomly to applicants from 
countries with low rates of admission to America. Nevertheless, the EB allo-
cation is the most central and broadly accessible channel for employment- 
connected immigration.

In addition to these caps on the type of green card to be awarded (which 
we discuss in greater detail below in the context of comprehensive immigra-
tion reform), the US system has an important country- level cap. A provi-
sion within the Immigration Act of 1990, which remained in eff ect as of 
2020, stipulated that “the total number of immigrant visas made available 
to natives of any single foreign state or dependent area” not exceed 7 per-
cent. This provision was partly designed to encourage diversity in source 
countries of migrants.
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A consequence, however, has been the development of long waiting lists 
for employment- based migrants from several large nations until they can 
obtain a green card (e.g., Kahn and MacGarvie 2018). EB immigrants from 
China and India face particularly long waiting times given the huge demand: 
recall that 85 percent of H- 1B visas go to immigrants from these two coun-
tries, and fi gure 3.1 showed their prominent role in US innovation growth. 
Wait- time projections for some categories of Indian migration can stretch 
into the decades (priorities and wait times depend on the skill level of the 
EB category). Though the H- 1B temporary visa can be extended beyond 
the typical six years (initial plus renewal) while the immigrant is waiting for 
a green card, the long wait times impair worker mobility across employers 
and their capacity to launch new ventures.

Over the last decade, attempts have been made in both the House and the 
Senate to amend this policy. Proposals have suggested increasing the country 
cap from 7 percent to 15 percent or 25 percent, and avoiding any residual, 
unused visas. A prominent recent example is the Fairness for High- Skilled 
Immigrants Act of 2020, proposed in both the House and the Senate, which 
sought to “eliminate the per- country numerical limitation for employment- 
based immigrants.” Diff erent forms of the proposal passed the House and 
Senate but were not reconciled before the 116th Congress ended its session.10

This adjustment would likely increase the attractiveness of  the United 
States to foreign entrepreneurs and innovators. For immigrants doing inno-
vative work in large organizations, the prospect of long waiting times can 
deter migration due to the uncertainty and possibly slower wage growth 
while on temporary status. Hunt (2017) fi nds that mobility is reduced by 
about 20 percent when waiting for green card processing. The weakened 
mobility of workers may also reduce the match quality between a fi rm and 
a worker, leading to lower productivity. Prospective entrepreneurs can also 
be discouraged if  they need the permanent residency transition to start their 
business, due either to legal factors (visa requirements) or to the necessary 
confi dence that the United States will be their long- term home.

3.3.2.2  Increase the Number of H- 1B Visas

The most frequently proposed and debated reform to temporary migra-
tion is to raise the annual cap on the H- 1B program for for- profi t fi rms. As of 

10. This section is sourced from the following (accessed December 2019): 8 U.S. Code § 1152, 
Numerical Limitations on Individual Foreign States, https:// uscode .house .gov /view .xhtml 
?req = (title: 8 %20section: 1152 %20edition: prelim; Startup Act, S. 1877, 115th Congress, 2017, 
https:// www .congress .gov /bill /115th -  congress /senate -  bill /1877 /text #toc -  H6343391472A44B
F0884BAD0CFF83B119; Fairness for High- Skilled Immigrants Act of 2019, S. 386, 116th Con-
gress, 2019, https:// www .congress .gov /bill /116th -  congress /senate -  bill /386 /text; Fairness for 
High- Skilled Immigrants Act of 2020, H.R. 1044, 116th Congress, 2019, https:// www . congress 
.gov /bill /116th -  congress /house -  bill /1044 /text; Fairness for High- Skilled Immigrants Act of 
2019, S. 386, 116th Congress, 2019, https:// www .congress .gov /bill /116th -  congress /senate -  bill 
/386 /actions; Fairness for High- Skilled Immigrants Act of 2019: Roll Vote No. 437, Congres-
sional Record, July 10, 2019, http:// clerk .house .gov /evs /2019 /roll437 .xml.
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early 2020, the H- 1B visa cap was 65,000 with an additional 20,000 visas for 
individuals with advanced degrees from US schools. Many proposals fall in 
the range of 115,000 to 195,000 visas. Some prominent business leaders like 
Eric Schmidt, Google’s former CEO, go further to advocate for an unlimited 
number of visas.11 Policy makers might also consider indexing future caps 
to economic conditions and related factors so that Congress does not need 
to spend multiple years debating one- off  adjustments to a nominal fi gure.

It is likely that such a cap increase would spur US innovation to some 
degree. Empirical and quantitative studies of  the prior cap adjustments 
when binding12 suggest this conclusion, although a study of marginal visa 
awards in the non- cap- binding years of 2006 and 2007 does not (Doran, 
Gelber, and Isen 2015).

The most frequent objection raised to a potential innovation boost is that 
most H- 1B visa holders are not conducting innovative work (being employed 
in computer-  and STEM- related positions more broadly). Although this is 
true, it remains the case that innovation would likely grow if  the overall pro-
gram expanded. By analogy, an expansion of the Department of Defense’s 
budget would likely result in more tanks, even though tanks are only a small 
portion of the department’s budget. What this objection surfaces, though, 
is that we do not know how the overall composition of the applicant pool 
would change under an expanded program. The composition could stay 
the same, deteriorate on average (e.g., if  fi rms apply for more marginal visa 
uses), or increase (e.g., if  the greater assurance of a visa led to higher- quality 
immigrants and to fi rms prioritizing more to locate in the United States).

While many advocates propose cap expansions without reference to other 
policies, the interaction of such an expansion with other aspects of the immi-
gration pathway should be considered by policy makers. Most important, 
without potential adjustments to the 7 percent country cap regarding how 
EB green cards are allocated, the backlog of temporary visa holders from 
China and India waiting for green cards would grow substantially if  only 
the H- 1B cap were increased.

3.3.2.3  Adjust the H- 1B Visa Allocation Mechanism

Additional proposals consider how the United States could adjust the 
allocation of H- 1B visas. Prior to fi scal year 2021, the visa application period 
opened on April 1 of each year. In most years, the government received more 

11. Schmidt said in 2017, “The single stupidest policy in the entire American political sys-
tem was the limit on H- 1B.” S. A. O’Brien, “Alphabet’s Eric Schmidt Says H- 1B Visa Cap Is 
‘Stupid,’” CNN, May 4, 2017, https:// money .cnn .com /2017 /05 /04 /technology /eric -  schmidt 
-  h1b -  visa/. Hira (2010), by contrast, provides an example of a very skeptical view on the pro-
gram. In a 2019 survey of Harvard Business School alumni (Porter et al. 2019), 70 percent of 
respondents favored an increase in the H- 1B cap of  50 percent or more. In a parallel poll 
of the general public, 30 percent of Democrats and 20 percent of Republicans expressed inter-
est in such an increase.

12. For example, see Bound, Khanna, and Morales (2017); Kerr, Kerr, and Lincoln (2015a, 
2015b); Kerr and Lincoln (2010); Mayda et al. (2018); Peri, Shih, and Sparber (2015).
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applications than the available cap within the fi rst week. The policy of the 
government in these oversubscribed years was to keep accepting applications 
for a whole week and then conduct a lottery for the applications received. 
Should the cap not be reached in the fi rst week, applications were processed 
on a fi rst- come, fi rst- served basis until the cap was reached later in the year 
(and on that fi nal day, USCIS conducted a mini lottery for the applica-
tions received on the day when the cap was reached). Figure 3.3 shows how 
rapidly the cap fi lls in most years. USCIS received 201,011 applications by 
April 5, 2019, for the 2020 fi scal year.13 In March 2020, USCIS implemented 
a new two- step application process for fi scal year 2021, with a fi rst registra-
tion from March 1, 2020, through March 20, 2020, followed by a lottery 
selection. Early data suggested that the government received approximately 
275,000 registrations, again well in excess of the cap. At the time of writing 
this chapter, it was uncertain if  the USCIS would further modify this new 
process for future years.

The lottery has important implications. A lottery randomizes applications 
and thus gives an equal chance to an applicant performing basic code testing 
for an outsourcing company as it does to one performing artifi cial intel-
ligence research with a proposed salary tenfold higher. Indeed, the lottery 
system likely even tilts the application pool further toward more mundane 
uses: it is easier for a company to submit multiple applications for a routine 

13. See Kumar, “H1B Visa Cap Reach Dates History FY 2000 to 2021—Graph—USCIS 
Data,” Redbus, February 3, 2021, https:// redbus2us .com /h1b -  visa -  cap -  reach -  dates -  history 
-  graphs -  uscis -  data/.

Fig. 3.3 Months until H- 1B cap is reached from fi ling start date by fi scal year
Source: Data from US Citizenship and Immigration Services.
Notes: Cap was not reached in fi scal years 2002–2003.
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software developer role, knowing that the overall odds per applicant are in 
the range of 40 percent, than it is for a company to submit multiple applica-
tions for a scarce skill set like artifi cial intelligence research. (In a comparable 
way, it is likely that the lottery favors large companies submitting many H- 1B 
applications over smaller companies who have more discrete needs.)

One recent change shifted in subtle ways the skill composition. USCIS has 
historically conducted the 20,000 visa lottery for candidates with a master’s 
education from US schools before the 65,000 regular lottery. As candidates 
with master’s degrees from US schools could enter both lotteries, this lot-
tery order meant that fewer candidates with master’s educations entered the 
regular lottery because they had already been selected. USCIS reversed the 
lottery order starting with the H- 1B applications received in April 2020 for 
fi scal year 2021. By reversing the order, more of the dual lottery applicants 
will be chosen via the 65,000 lottery (and thus will drop out of the 20,000 
exempt lottery). Estimates suggest that this change will increase by 4,000 to 
5,000 individuals the number of H- 1B visas awarded to holders of master’s 
degrees. There have been some legal challenges to the proposed change, and 
others have argued against the switch in lottery order by noting, for example, 
that it would deprioritize applicants with doctorate degrees from non- US 
schools.14 Pathak, Rees- Jones, and Sönmez (2020) provide an extensive anal-
ysis of this rule change and its optimality under the existing H- 1B structure.

A move away from the lottery system altogether would likely increase 
the innovative output of  the H- 1B program. One mechanism frequently 
debated is to rank applicants by their proposed wage (which is included as 
part of an H- 1B application). This technique would use the worker’s wage 
as an imperfect proxy for the value of the potential immigrant to the US 
economy. A potential advantage of this approach is that the procedure is 
easy to understand and convey to the public. To the degree that wages and 
skills are correlated, such a prioritization would also raise the skill content 
of the H- 1B system signifi cantly. Sparber (2018) calculated that this change 
would generate a $27 billion surplus over six years, with gains even higher 
should better talent become more incentivized to apply.

14. From an applicant’s perspective, one site estimated that the new lottery order would 
increase the likelihood that the holder of a US master’s degree would obtain a visa from 51 per-
cent to 55 percent, while reducing others from 38 percent to 34 percent. See AM22Tech Team, 
“What Is H1B Lottery System, Chances of Selection in Apr 2021?,” AM22Tech, December 25, 
2020, https:// www .am22tech .com /h1b -  lottery -  system -  changes/. Signifi cant recent debate has 
also centered on the H- 4 authorization that allows dependent spouses of H- 1B workers with 
approved green card petitions to work. As of April 2020, the USCIS was considering an end 
to this authorization. Some H- 1B holders have expressed concern that they will not be able to 
aff ord to live in the United States without a second income. It is not clear that this rule change 
would impact the innovation and entrepreneurship outcomes that are the focus of this chapter. 
Finally, several additional processing actions taken by the Trump administration appear to have 
aimed at reducing the number of H- 1B visas awarded to IT service providers. In March 2020, 
a court invalidated several of these actions, and the future legal path is uncertain (Anderson, 
2020a, 2020b).
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There are some potential disadvantages that would need to be addressed. 
First, wage ranking would naturally favor some higher- priced cities and 
industries (e.g., New York City for fi nance, San Francisco for tech) over 
others, established companies over smaller ones, and established workers 
over younger ones and new college graduates. Lawmakers would need to 
consider what additional adjustments should complement and support wage 
ranking, such as regional and/or occupational caps, adjustments of school- 
to- work transitions, etc.15 Second, the status implications to the temporary 
worker of  subsequent cuts in salary compared to the initial off er use for 
wage ranking will need to be specifi ed. Finally, wage ranking might also face 
legal challenges from groups that favor the current system, especially Indian 
outsourcing companies that argue the visas are compliant with the World 
Trade Organization’s General Agreement on Trade in Services.16

Two other proposals are worth noting. One, which could complement 
wage ranking, is to establish a minimum salary level for an H- 1B worker 
(e.g., $100,000), possibly with buff er mechanisms that would save unused 
visas and add them to subsequent years when demand spikes again. These 
thresholds would ensure that visas are allocated to purposes other than just 
cost minimization in IT roles.

Another proposal is to auction visas to companies (e.g., Peri 2012). Auc-
tions would likely bring many of the same skill increases and innovation 
gains as wage ranking. Auctions would diff er in that more of the economic 
surplus that immigration generates would be captured by the government, 
which could then use the funds as it deems fi t. A challenge is that auc-
tions would likely raise the share of H- 1B visas going to companies that are 
already large and doing well, as they have the greatest fi nancial capacity to 
bid for visas.

3.3.2.4  Adjust School- to- Work Transitions

This chapter focuses on policy reforms and how they might impact entre-
preneurship and innovation in the for- profi t sector. We do not provide here 
an in- depth treatment of potential reforms to immigration and the educa-
tion system (Bound et al. 2020), which is an important early pathway for 

15. Regional or occupation caps are also mentioned as potential H- 1B reforms independent 
of wage ranking. Such reforms, depending upon how they were implemented, could result in a 
lower innovation stimulus if  they shifted work out of tech clusters toward other purposes and 
regions. Related work on clusters includes Audretsch and Feldman (1996); Carlino and Kerr 
(2015); Fallick, Fleischman, and Rebitzer (2006); Feldman and Kogler (2010); Kerr and Robert- 
Nicoud (2020); Moretti (2019); Samila and Sorenson (2011); and Zucker, Darby, and Brewer 
(1998). Docquier et al. (2020), Nathan (2015), and Ottaviano and Peri (2006) are examples of 
work on local diversity and innovation outcomes.

16. There could also be management challenges inside companies. For example, many com-
panies have salary bands for positions that might be stressed in a company willing to off er a 
higher salary in order to obtain a worker.
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many who later take temporary work visas or EB green cards. However, we 
note several important tensions within the school- to- work transition.

US higher education is relatively unconstrained in that schools do not face 
caps on the number of student visas they can issue (or H- 1B worker visas, 
as discussed later). Over the last decade, the number of  foreign students 
in US schools has swelled to more than 1 million. Many of these students 
come to the United States with the hope of later obtaining a job in America 
(Kato and Sparber 2013). Yet the rapidly growing student population exerts 
pressure on the fi xed supply of H- 1B visas. As a consequence, many immi-
grant students take their fi rst job via the Optional Practical Training (OPT) 
program, which lets graduates work with US companies to gain practical 
experience in jobs connected to their majors, lasting for up to one year in 
most fi elds and three years for STEM- degree holders.

There are an unlimited number of  OPT visa extensions, with roughly 
175,000 active in 2017. The OPT program accounted for about 30 percent 
of foreign- born students entering the US labor market during the 2000s, and 
today more skilled immigrants start work via OPT than through H- 1B visas 
or permanent residency admissions (Bound et al. 2015). Many immigrants 
then experience the stress of repeatedly trying the H- 1B lottery, with the 
hopes of being selected before their OPT runs out. If  their OPT expires fi rst, 
the student would need to leave the United States, obtain a diff erent visa 
(e.g., O- 1 or green card), or enter a new program (e.g., a master’s degree). As 
the number of student and exchange visitor visas issued each year has grown 
to be an order of magnitude larger than the H- 1B visa cap (which also covers 
many applicants other than graduating students), the mismatch in program 
sizes has become acute.

An important policy question is how the United States might smooth 
school- to- work transitions. Many countries provide a guaranteed right to 
work for a period of time for students graduating their universities (e.g., 
three to fi ve years regardless of degree); even from a narrow perspective, 
recent graduates and younger workers tend to be fi scal contributors by pay-
ing more in taxes than receiving in benefi ts. Policy makers may want to con-
sider these adjustments on their own, but they would also become important 
under certain reforms, contemplated above, to increase the skill content of 
the H- 1B program. For example, with wage ranking or high H- 1B minimum 
wages, a fresh college graduate would be disadvantaged compared to an 
established worker. A hybrid model would provide workers a greater defi ned 
time before they need to compete for an H- 1B slot.

Another common proposal is to “staple” a green card to any advanced 
STEM degree granted by a qualifi ed US school to an immigrant. The staple 
proposal is a conceptually simple response to the challenges of school- to- 
work transition, and it would likely boost entrepreneurship and innovation 
outcomes to some degree. A challenge to the idea is the scope of unintended 
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consequences by attaching automatic rights to degrees. For example, compa-
rable policies in other countries have encountered “diploma mills” that off er 
qualifying degrees under conditions that legislators had not anticipated.17 
Even traditional US schools have already shown an increasing reliance on 
foreign students to help support themselves fi nancially (e.g., Bird and Turner 
2014; Bound et al. 2020).

3.3.3  Potential Reforms to Broader Immigration Structure

Closing this section, we note briefl y the larger context of US immigration 
reform. The proposals described above could all likely boost the entrepre-
neurial and innovation output of US immigration without any change to 
the broad structure that favors family reunifi cation. In 2016, approximately 
12 percent of US green cards went for employment- based purposes, 68 per-
cent for family reunifi cation, and 20 percent for other purposes (e.g., diver-
sity, humanitarian). This allocation is quite diff erent from those of other 
countries with high levels of immigration, such as Canada, where a majority 
of slots are for employment- based purposes.

Comprehensive immigration reform could seek to change the overall level 
of  immigration into America (i.e., increasing or decreasing the approxi-
mately 1 million green cards issued each year) or the relative allocation of 
types of green cards. Proposals often connect such a move to the adoption 
of a point- based system, including programs seeking to reduce immigra-
tion (e.g., the 2017 proposed Reforming American Immigration for Strong 
Employment [RAISE] Act18) and those seeking to expand it (e.g., propos-
als from the New American Economy). It is likely that an increase in levels 
or a composition shift toward employment- based migrants would boost 
entrepreneurial and innovation outcomes. For example, Hunt (2011) shows 
that immigrants entering through student and work visas are more likely to 
conduct entrepreneurial and innovative activities than those entering via 
other visa types. That said, this would constitute only one element of the 
substantial mix of political, social, cultural, and economic factors that mat-
ter for comprehensive reform.

3.4  Visas for Entrepreneurs

While countries have for decades adopted policies to attract and admit 
highly skilled immigrants, there is a recent and increasing interest in attract-

17. See “UK Rolls Out New Service to Help Fight Diploma Mills and Degree Fraud,” ICEF 
Monitor, June 15, 2015, http:// monitor .icef .com /2015 /06 /uk -  rolls -  out -  new -  service -  to -  help 
-  fi ght -  diploma -  mills -  and -  degree -  fraud/.

18. See Julia Gelatt, “The RAISE Act: Dramatic Change to Family Immigration, Less So for the 
Employment- Based System,” Migration Policy Institute, August 2017, https:// www . migration 
policy .org /news /raise -  act -  dramatic -  change -  family -  immigration -  less -  so -  employment -  based 
-  system.
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ing immigrant entrepreneurs. This is especially true around high- tech and 
high- growth start- ups.19 As immigrants display higher rates of entrepreneur-
ship in the United States and many other countries, policy makers often con-
sider immigration as a way to increase the supply of would- be entrepreneurs. 
This has resulted in a fl urry of new entrepreneur visas: for example, Australia 
created a visa for immigrants with entrepreneurial skills in 2012, the United 
Kingdom introduced a new entrepreneur visa in 2008, and Canada created 
a similar program in 2013.

This section considers the special case of a start- up visa for America. We 
fi rst review some of the established pathways for immigrant entrepreneurs 
under the US system and the challenges encountered. We then examine key 
dimensions of start- up visas seen in other countries. This segues to a review 
of US legislative proposals for a start- up visa act over the last decade, which 
have all thus far failed to make it to law, and some of the reforms that have 
happened.

3.4.1  Traits of Immigrant- Founded Companies

One newly available data source to characterize the contributions of 
immigrant entrepreneurs is the 2014 American Survey of  Entrepreneur-
ship (ASE). The 2014 ASE asked fi rms about their innovation activity and 
R&D eff orts, in addition to posing standard questions regarding fi rm and 
owner characteristics. The ASE identifi es the birthplaces of fi rm owners, 
allowing us to identify companies as native owners only, immigrant owners 
only, or mixed ownership. We focus our analysis on new fi rms founded in 
the past fi ve years to align with entrepreneurship activity (versus transfer 
of businesses across owners) and in which one of the current owners was an 
original business founder.

Table 3.1 presents some simple tabulations. The full and weighted sample 
accounts for approximately 557,000 fi rms, with counts rounded per Census 
Bureau disclosure requirements. Of these ventures, 21.3 percent are entirely 
immigrant owned and 4.5 percent are immigrant owned in part. The table 
next provides for each column the share of  ventures reporting the indi-
cated activity. Firms with immigrant owners engage modestly more in R&D 
and innovation than fi rms with only native owners. Mixed- founding teams 
show the greatest engagement in R&D and innovation, although this is 
partly because a mixed ownership team tends to be larger than a native-  or 
immigrant- only ownership team (by defi nition, there must be at least two 
owners on a mixed team). Firms with immigrant owners are also more likely 
to be seeking expansion capital.

The last two rows use data on start- up fi nancing to isolate 6,700 ventures 

19. Anderson and Platzer (2006), Bengtsson and Hsu (2014), Fairlie (2012, 2013), Gompers, 
Mukharlyamov, and Xuan (2016), and Hegde and Tumlinson (2014) also consider immigrant 
roles among VC- backed companies and investors. Glaeser, Kerr, and Kerr (2015) and Halti-
wanger, Jarmin, and Miranda (2013) describe employment growth and new fi rm formation.
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raising $250,000 or more in private venture investment or public grants. 
Many start- up visa proposals suggest providing visas to immigrant founders 
who can raise this amount of start- up capital from either of these external 
fi nancing sources. Such ventures in total account for a little over 1.2 percent 
of new ventures in the ASE sample. Firms with exclusively immigrant own-
ers account for 13.2 percent of start- ups hitting these thresholds, and mixed 
teams account for another 13.8 percent. Ventures raising private venture 
investment or public grants at positive amounts less than $250,000 account 
for about 2 percent of  the ASE sample and have comparable immigrant 
ownership.

These tabulations confi rm several important features of immigrant entre-
preneurship, including the overall role of  immigrant founders and their 
stronger proclivity toward innovative activities (e.g., Kahn, Mattina, and 
MacGarvie 2017). They also provide a sense of the relative shares of exist-
ing immigrant entrepreneurship that would have qualifi ed for visas under 
some proposals. Existing experiences cannot forecast latent demand for new 
visas that are created, but they provide a sense of what policy makers may 
want to target.

3.4.2  Pathways for Immigrant Entrepreneurs

Many countries encourage the immigration of wealthy individuals willing 
to invest in a business that provides employment in the host country. The 
United States has an EB- 5 permanent residency track for those willing and 
able to invest $1.8 million into a US business. This minimum investment 
is an increase from the $1 million required before November 2019. If  the 
investment is made into so- called targeted employment areas that are rural 
or struggle with high unemployment rates, the minimum requirement is 
$900,000 (up from $500,000). Going forward, USCIS plans to adjust the 
index every fi ve years according to infl ation. The business must generate at 
least 10 full- time positions for American workers. The program provides 
a maximum of 10,000 visas per year, and this allotment is mostly reached 
each year.20

Aspiring immigrant entrepreneurs without this personal wealth who are 
not US permanent residents have two primary options for building a start-
 up. The fi rst option involves engaging in preliminary business planning while 
enrolled under F- 1 status as a student, using the OPT period to launch 
and build the company, and then transitioning to an employment- based 
visa such as the O- 1 or a self- petitioned green card via the EB- 1A or EB- 2 
National Interest Waiver (NIW) category. The second option is to obtain 

20. See US Department of State, “Report of the Visa Offi  ce 2018,” https:// travel .state .gov 
/content /travel /en /legal /visa -  law0 /visa -  statistics /annual -  reports /report -  of -  the -  visa -  offi  ce 
-  2018 .html; US Citizenship and Immigration Services, “About the EB- 5 Visa Classifi cation,” 
updated March 25, 2021, https:// www .uscis .gov /working -  united -  states /permanent -  workers 
/about -  eb -  5 -  visa -  classifi cation.
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an employment- based visa like an H- 1B, engage in preliminary business 
planning (without engaging in unauthorized employment or violating the 
terms of one’s employment agreement), and then pursuing a green card from 
one’s employer or from one of  the aforementioned self- petition options. 
Blume- Kohout (2016) provides a complete description of these and other 
rarer routes.

These types of immigrant pathways are not well designed for entrepre-
neurs. The legal fees, uncertainty, and high adjudication standard involved 
in obtaining an O- 1, EB- 1A, or EB- 2 NIW and employers’ general reluc-
tance to sponsor green cards often deter aspiring entrepreneurs. Roach and 
Skrentny (2019) measure in STEM fi elds the particular underrepresentation 
of immigrant PhDs working in tech start- ups compared to both their native 
peers and also to the expressed initial desire of the immigrants to be in a 
start- up. In a companion piece, Roach, Sauermann, and Skrentny (2020) 
identify the greater risk tolerance and alignment of  personality traits of 
foreign PhD students to start- up activity, but the authors also show a gap 
between the early intentions of these students to be entrepreneurs and their 
employment outcomes after graduation. Roach, Sauermann, and Skrentny 
note that the limited capabilities of the US immigration system to support 
immigrant entrepreneurs likely plays an important role.

Consequently, a number of local attempts have sprung up to help immi-
grant entrepreneurs obtain the necessary employment authorization with-
out waiting for permanent residency. Under the American Competitive-
ness in the Twenty- First Century Act of 2000, Congress made institutions 
of  higher education and nonprofi t organizations exempt from the H- 1B 
numerical cap. In 2014, the Massachusetts state legislature created an Entre-
preneur in Residence (EiR) program whereby immigrant entrepreneurs with 
advanced STEM degrees could be sponsored on cap- exempt H- 1B visas via 
working part- time at the University of Massachusetts Boston and part- time 
on their Massachusetts- headquartered start- ups. According to Global EiR 
Coalition, 13 such programs now exist at institutions such as the University 
of Colorado, Boulder, and the University of Missouri, St. Louis.21 Some 
venture capital fi rms have also devised packages that combine employment- 
connected visa sponsorship (the entrepreneur works as an employee of the 
VC fi rm) with monetary investment.22

21. See Innovation Institute at the MassTech Collaborative, “What Is GEIR?,” https:// innovation 
.masstech .org /projects -  and -  initiatives /global -  entrepreneur -  residence -  pilot -  program; GlobalEIR, 
“Global EIR Locations,” https:// www .globaleir .org /global -  eir -  locations/.

22. See Jordan Crook, “Unshackled Is a New $3.5M Early Stage Fund That Looks a Lot 
Like an Accelerator,” TechCrunch, November 13, 2014, https:// techcrunch .com /2014 /11 /13
 /unshackled -  is -  a -  new -  3 -  5m -  early -  stage -  fund -  that -  looks -  a -  lot -  like -  an -  accelerator/. Several 
local policy initiatives have also sought to attract and welcome immigrant entrepreneurs more 
broadly (e.g., the Thrive competition in New York City and the Offi  ce of New Americans in 
Chicago). Some initiatives focus on specifi c issues that have been found to inhibit immigrant 
entrepreneurs from starting or growing their businesses (e.g., language barriers, diffi  culty navi-
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3.4.3  International Examples

Even though every country promotes the unique nature of its start- up 
visas, the visas tend to share many common features.23 In particular, start-
 up visas tend to impose minimum requirements around one or more of these 
criteria: (1) the degree of establishment of the company, (2) the extent of 
ownership of the founding team, (3) the qualifi cations of the entrepreneur, 
(4) the economic impact of the venture, and (5) the fi nancial self- suffi  ciency 
of the entrepreneur.

• Degree of establishment of the company: Countries typically require 
that ventures be less than a certain number of years old, with Singapore 
setting the bar at six months versus Ireland at six years. Countries also 
require that entrepreneurs invest a minimum amount of money in their 
start- ups (at least €75,000 in the case of Ireland). On a qualitative level, 
countries often require that entrepreneurs submit a business plan for 
evaluation, as in the case of Denmark and Spain. Some countries may 
even require that companies be endorsed by an offi  cial body (e.g., the 
United Kingdom’s Home Offi  ce) or that founders show evidence of 
professional or commercial ties within the country (e.g., Sweden).

• Extent of ownership of the founding team: Countries typically require 
that petitioners own a minimum share of their company, with Sweden 
and Canada both requiring that founders own a controlling stake, but 
with Canada permitting a founding team of up to fi ve.

• Qualifi cations of the entrepreneur: Countries often impose require-
ments around language profi ciency, minimum levels of related experi-
ence, and/or minimum levels of educational attainment. For example, 
France seeks at least a master’s degree or fi ve years of professional work 
experience. Australia requires petitioners be under the age of 55.

• Economic impact of the venture: In addition to requiring that the start-
 up be located in their country, countries often screen ventures based 
on their economic impact. Sweden, for example, requires that start- 
ups produce and/or sell their services or goods within Sweden. Ireland 
requires evidence that a given start- up plan be “capable of creating 10 
jobs in Ireland and realizing €1 million in sales within three to four years 
of starting up.” Some countries off er preferential treatment to entrepre-
neurs who intend to build businesses within certain high- value sectors. 
New Zealand, for example, waives its minimum NZ$100,000 (approxi-

gating the legal steps to start a company, or lack of capital to pilot projects), while others are 
generally focused on attracting more new businesses.

23. Sources for this section are given at the end of the chapter. An online appendix for the 
chapter describes country- level visa programs in greater detail. See S. P. Kerr and W. R. Kerr, 
“Immigration Policy Levers for US Innovation and Startups,” NBER Appendix (Cambridge, 
MA: National Bureau of Economic Research), http:// www .nber .org /data -  appendix /c14424 
/201118 -  KK -  Appendix .pdf.
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mately US$70,000) investment requirement for companies related to 
science, information and communications technology, or “other high 
value export- oriented sector.” Thailand’s start- up visa is specifi cally 
tailored to entrepreneurs operating within 13 priority industries such 
as “next- generation automotive,” “smart electronics,” “agriculture and 
biotechnology,” and “food for the future.”

• Financial self- suffi  ciency of the entrepreneur: Countries typically require 
that entrepreneurs show minimum personal assets. For example, Swe-
den requires SEK200,000 (approximately US$23,000) available for two 
years.

Countries diff er on the terms and pathways to permanent residency and 
citizenship they off er to foreign entrepreneurs. Thailand’s visa is renewable 
every two years, though it off ers no obvious path to permanent residence. 
Similarly, Ireland issues entrepreneur visas with an initial validity period 
of two years, after which the visa may be extended for three years, then for 
fi ve years. However, the Irish government expressly states that it “does not 
provide for preferential access to citizenship for successful applicants” of 
its start- up visa program. By contrast, Australia off ers a path to perma-
nent residence for entrepreneurs who demonstrate “2 key success factors, 
or 1 key success factor and 3 supporting success factors.” Examples of key 
success factors are employing two or more Australians, generating an annual 
turnover of at least AUD300,000 (approximately US$228,000), and fi ling a 
provisional patent. Supporting success factors are more qualitative, such as 
“adapting [one’s] entrepreneurial activities into other business areas” and 
“receiving formal awards or recognition.”

Most host countries would like to attract successful entrepreneurs, yet 
half  of start- ups fail within the fi rst fi ve years. As it is hard to predict which 
businesses will succeed, countries often admit immigrant entrepreneurs who 
look promising and then observe their success over the duration of their 
stay. These conditional visas can be renewed (or converted to a permanent 
residence permit) if  the business remains successful within a few years. Aus-
tralia, New Zealand, Ireland, Singapore, and the United Kingdom have 
established versions of this approach. It is important to recognize, however, 
a tension in making start- up visas conditional on success. Policy makers 
often dream of attracting start- ups with exceptional potential for employ-
ment growth and economic impact, but these exceptional outcomes involve 
lots of experimentation with ideas (Kerr, Nanda, and Rhodes- Kropf 2014). 
Making visas conditional on success may push immigrant founders toward 
less risky ventures until their permanent residency is established.

A related point of tension is regional distribution. Some countries, such 
as Canada, provide visa set- asides or other incentives for entrepreneurs 
to locate outside the most prominent technological or economic clusters. 
(These policies mirror the reduced investment requirements for a US EB- 5 
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visa if  the investment is made into targeted employment areas. Regional 
policies are also frequent in employment visas.) These regional policies can 
serve to spread out the distribution of  locations impacted by immigrant 
entrepreneurs, and they may be an important aspect of  gaining political 
buy- in. It is possible, however, that constraining the spatial choices of entre-
preneurs may lead to fewer start- ups pursuing high- scale growth outcomes 
that are often more easily pursued in prominent clusters.

3.4.4  US Start- Up Visa Proposals

Over the last decade, both Democrats and Republicans have introduced 
and supported approximately two dozen bills in both the House and Senate 
during every session of Congress in support of a start- up visa. Though the 
vast majority of bills have received bipartisan support, none have emerged 
successfully from committee, been approved by both chambers, and been 
enacted into law.

The spirit of  most proposed bills is similar: to charge the Secretary of 
Homeland Security with authorizing a certain number of start- up visas—
often 75,000—to entrepreneurs who satisfy minimum requirements. 
Requirements typically include minimum ownership (either “signifi cant 
ownership” or a controlling interest), minimum funding from qualifying 
investors or venture capitalists, and/or the ability to generate revenue and 
create full- time jobs within the United States. Some bills have also stipulated 
that entrepreneurs possess a minimum amount in assets or have an annual 
income exceeding a certain threshold above the federal poverty level. Some 
bills have required that entrepreneurs possess either an unexpired H- 1B visa 
or a master’s degree in STEM or another relevant academic discipline from 
a US school.24

Shortly after the “Startup Act 3.0” act was introduced in the House and 
Senate in 2013, the Ewing Marion Kauff man Foundation published a study 
by Stangler and Konczal (2013) that estimated the job- creation impact of a 
start- up visa. When using the legislative minimum requirements and typical 
venture survival rates, the authors derived a lower bound, estimating that 
four- year- old start- ups would create nearly 500,000 new jobs after 10 years. 
If  further assuming that half  the start- up visa companies would be technol-
ogy and engineering companies and their employment levels would grow 
beyond the minimum thresholds to refl ect typical industry averages, the 
authors derived a larger estimate of 1.6 million new jobs. Given that their 
methodology did not model the potential of  start- up visa companies to 
become high- growth, become high- scale, and positively impact innovation, 

24. See Attracting and Retaining Entrepreneurs Act, S. 3510, 114th Congress, 2016, https:// 
www .congress .gov /bill /114th -  congress /senate -  bill /3510 /text; StartUp Visa Act of 2011, S. 
565, 112th Congress, 2011, https:// www .congress .gov /bill /112th -  congress /senate -  bill /565
 /text.
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GDP, and productivity, the Kauff man Foundation deemed its range “con-
servative” and “low- end.”

In 2019, the “Startup Act” was introduced on a bipartisan basis within 
the Senate and then referred to committee. The bill sought to authorize the 
Secretary of Homeland Security to issue up to 75,000 “conditional immi-
grant” visas to entrepreneurs who register a new business, employ at least 
two full- time employees, and invest or raise at least $100,000 in the business 
within the fi rst year. For the following three years, entrepreneurs would be 
required to employ an average of at least fi ve full- time employees in order 
to remove the conditional basis of their visa.25

3.4.5  US Modifications Related to Start- Up Founders

Although congressional proposals have failed to pass both the House 
and Senate, two recent reforms at the federal level infl uenced the potential 
vitality of US immigrant entrepreneurship: the “Matter of Dhanasar,” and 
the International Entrepreneur Rule.

In December 2016, the USCIS’s Administrative Appeals Offi  ce (AAO) 
published a decision titled the Matter of Dhanasar. The decision updated 
the USCIS’s analytical framework for assessing eligibility for National Inter-
est Waivers (NIWs), which permit immigrants to self- petition for a green 
card without an employer sponsor or related labor certifi cation. Under 
a 1998 precedent, petitioners for a NIW under the EB- 2 category had to 
demonstrate that (1) the petitioner’s area of employment is of “substantial 
intrinsic merit,” (2) any proposed benefi t from the individual’s endeavors 
will be “national in scope,” and (3) the national interest would be adversely 
aff ected if  a labor certifi cation were required.26 The 2016 revision was due in 
part to the belief  that the “third prong was especially problematic for certain 
petitioners, such as entrepreneurs and self- employed individuals.”

The updated criteria now require “(1) that the foreign national’s proposed 
endeavor has both substantial merit and national importance; (2) that the 
foreign national is well positioned to advance the proposed endeavor; and 
(3) that, on balance, it would be benefi cial to the United States to waive the 
requirements of a job off er and thus of a labor certifi cation.” In its decision, 
the AAO specifi cally noted that the fi rst prong “may be demonstrated in a 
range of  areas such as business, entrepreneurialism,” among others. The 
decision also noted that the USCIS recognized “that forecasting feasibility 
or future success may present challenges to petitioners and USCIS offi  cers, 

25. See Startup Act, S. 328, 116th Congress, 2019, https:// www .congress .gov /bill /116th 
-  congress /senate -  bill /328 /text.

26. A labor certifi cation is required to “certify to the USCIS that there are not suffi  cient 
U.S. workers able, willing, qualifi ed and available to accept the job opportunity in the area 
of intended employment and that employment of the foreign worker will not adversely aff ect 
the wages and working conditions of similarly employed U.S. workers.” See Employment and 
Training Administration, “Permanent Labor Certifi cation,” US Department of Labor, https:// 
www .foreignlaborcert .doleta .gov /perm .cfm.
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and that many innovations and entrepreneurial endeavors may ultimately 
fail, in whole or in part, despite an intelligent plan and competent execution” 
and that it did not “require petitioners to demonstrate that their endeavors 
are more likely than not to ultimately succeed.”27 Though not decided with 
the express intent of spurring US immigrant entrepreneurship, the ruling 
eff ectively reformulated the EB- 2 NIW category into one that is now more 
favorable to aspiring immigrant entrepreneurs.

In January of 2017, the DHS, under the Obama administration, published 
the International Entrepreneur Rule, a rule permitting the DHS to extend a 
discretionary grant of parole lasting up to 30 months (2.5 years) to entrepre-
neurs. Entrepreneurs must (1) possess at least 10 percent ownership interest 
in a start- up created within the last fi ve years, (2) have an active and central 
role in the operations and future growth of the entity, (3) have secured a 
minimum of $100,000 from government grants or at least $250,000 from 
a qualifi ed US investor for the business, and (4) demonstrate evidence of 
substantial potential for rapid business growth or job creation. In July 2017 
the DHS published a delay rule, and in May 2018 the department proposed 
to eliminate the rule “because the department believes that it represents an 
overly broad interpretation of parole authority, lacks suffi  cient protections 
for US workers and investors, and is not the appropriate vehicle for attract-
ing and retaining international entrepreneurs.”28

3.5  Conclusions

Immigrants have played a substantial role in US invention and entrepre-
neurship over the last several decades (Kerr 2019a). Further growth in these 
forms of  immigrant contributions will be challenging under the current 
US immigration structure due to numerical caps at key transition points, 
especially the H- 1B program size and the country caps on the rate at which 
employment- based green cards are awarded. The United States also lacks a 
start- up visa comparable to those developed over the last decade by many 
peer countries. This chapter has reviewed several policy reforms that would 
likely alleviate these constraints and foster greater US invention and entre-

27. See Administrative Appeals Offi  ce, “Matter of DHANASAR, Petitioner,” December 27, 
2016, https:// www .justice .gov /eoir /page /fi le /920996 /download; US Citizenship and Immigra-
tion Services, “Employment- Based Immigration: Second Preference EB- 2,” updated Decem-
ber 2, 2020, https:// www .uscis .gov /working -  united -  states /permanent -  workers /employment 
-  based -  immigration -  second -  preference -  eb -  2.

28. See Department of Homeland Security, “International Entrepreneur Rule,” Federal Reg-
ister, January 17, 2017, https:// www .federalregister .gov /documents /2017 /01 /17 /2017 -  00481
 /international -  entrepreneur -  rule; Department of Homeland Security, “International Entre-
preneur Rule: Delay of Eff ective Date,” Federal Register, July 11, 2017, https:// www .federal 
register .gov /documents /2017 /07 /11 /2017 -  14619 /international -  entrepreneur -  rule -  delay -  of 
-  eff ective -  date; US Citizenship and Immigration Services, “International Entrepreneur 
Parole,” updated May 25, 2018, https:// www .uscis .gov /humanitarian /humanitarian -  parole 
/international -  entrepreneur -  parole.
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preneurship going forward. Like all policy choices regarding immigration, 
these economic considerations are a single factor in larger political dynam-
ics.

Start- Up Visa Information:

• Australia: https:// immi .homeaff airs .gov .au /visas /getting -  a -  visa /visa
 -  listing /business -  innovation -  and -  investment -  888 /entrepreneur 
-  stream #Eligibility

• Canada: https:// www .canada .ca /en /immigration -  refugees 
-  citizenship /services /immigrate -  canada /start -  visa /eligibility .html

• Denmark: https:// www .nyidanmark .dk /en -  GB /Applying /Work /Start 
-  up %20Denmark

• France: https:// france -  visas .gouv .fr /en _US /web /france -  visas 
/ international -  talents -  and -  economic -  attractiveness

• Ireland: http:// www .inis .gov .ie /en /INIS /Guidelines %20for %20Start 
-  up %20Entrepreneur %20Programme .pdf /Files /Guidelines %20for 
%20Start -  up %20Entrepreneur %20Programme .pdf

• New Zealand: https:// www .immigration .govt .nz /documents /forms 
-  and -  guides /inz1221 .pdf

• Singapore: https:// www .mom .gov .sg /passes -  and -  permits /entrepass
 /eligibility

• Spain: http:// www .exteriores .gob .es /Consulados /CIUDAD  DEL 
CABO /en /InformacionParaExtranjeros /Pages /Law -  on -  Visas -  for 
-  Entrepreneurs .aspx

• Sweden: https:// www .migrationsverket .se /English /Private 
-  individuals /Working -  in -  Sweden /Self -  employment .html

• Thailand: https:// www .boi .go .th /index .php ?page = detail _smart _visa
• United Kingdom: https:// www .gov .uk /guidance /immigration -  rules

 /immigration -  rules -  appendix -  w -  immigration -  rules -  for -  workers #part 
-  w5 -  specifi c -  requirements–start -  up
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The pharmaceutical fi rm Novartis made use of  decades of  research in 
the development of Gleevec, a remarkably eff ective treatment for chronic 
myelogenous leukemia (CML). Between the 1960s and 1980s, numerous 
studies funded by the National Institutes of Health (NIH) investigated the 
causes of CML, documenting the role of a specifi c gene mutation that leads 
tyrosine kinase, a common cell- signaling molecule, to become overactive. 
This understanding pointed to an approach for treating CML—the develop-
ment of compounds to inhibit tyrosine kinase—which Novartis scientists 
then pursued. Beyond treating CML, Gleevec also served as a proof- of- 
concept that ushered in a new era of targeted cancer therapeutics (Wapner 
2013).

Similarly, the National Science Foundation (NSF) did not anticipate lay-
ing the foundation for secure internet commerce when it awarded grant 
MCS76- 74294, with the general- purpose title “concrete computational 
complexity,” to a young MIT assistant professor named Ronald Rivest. Yet 
Rivest, together with colleagues Adi Shamir and Leonard Adleman, used 
the funds to develop the fi rst public- key cryptosystem (named the RSA 
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algorithm, after the initials of its developers), thus revolutionizing the fi eld 
of cryptography and enabling a myriad of applications for the transmission 
of data using digital signatures (Rivest, Shamir, and Adleman 1978).

While they impact diff erent sectors of  the economy, Gleevec and the 
RSA algorithm are innovations that share three essential traits. First, 
although they were eventually commercialized by private fi rms, each owes 
a clear intellectual debt to research grants awarded by public- sector enti-
ties: the NIH, the Department of  Defense (DoD), and the NSF. Second, 
the grant funds were not earmarked with these specifi c outcomes in mind, 
but rather were given for general inquiries into the fi elds of  genetics and 
theoretical computer science, without any conditions with respect to the 
purported “usefulness” of  the recipients’ work. Last, while these projects 
eventually led to tremendous societal gains, many other projects supported 
by the same agencies either failed outright or generated only incremental 
benefi ts.

These features capture both the promise and the pitfalls of investing in 
basic science: although nascent ideas hold the potential to have widespread 
and substantial impacts, it is very diffi  cult to predict whether, when, or how 
they might do so. Moreover, even when the value of investments is clear, 
as in the cases above, it is often diffi  cult to quantify. Together, this lack of 
predictability and traceability has made grant funding politically vulnerable.

Emerging research, however, has begun to provide concrete evidence that 
grants play a critical role in enabling and sustaining innovation. In their stud-
ies of funding for biomedical research, for instance, Azoulay et al. (2019b) 
and Li, Azoulay, and Sampat (2017) show that NIH- funded research lays 
the foundation on which private- sector science builds. Over 40 percent of 
NIH- funded grants produce research that is cited by a private- sector pat-
ent, and a single dollar in NIH funding translates into private- sector spill-
overs worth twice that amount, not counting any direct value of academic 
research or training. Howell (2017) studies applicants to the US Department 
of Energy’s Small Business Innovation Research (SBIR) grant program, and 
fi nds that early- stage awards approximately double the probability that a 
fi rm receives subsequent venture capital (VC) and have a large and positive 
impact on patenting and revenues. Her results are consistent with the view 
that nondilutive funding of this type allows small fi rms to fund technology 
prototyping, thereby accelerating the translation of academic results into 
useful products.

Economists and historians have long acknowledged the key role played 
by institutions in translating scientifi c knowledge into welfare- enhancing 
innovations (Dasgupta and David 1994; Mokyr 2002; Rosenberg 1979). Per-
haps because grant systems are ubiquitous in the research world, they have 
been treated as an immutable, taken- for- granted background institution for 
fi nancing basic research. Relative to prizes or patents, they have received less 
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scholarly attention, and the ample theoretical literature on procurement 
(Laff ont and Tirole 1993) does not appear to recognize grants as a distinct 
class of contractual devices, off ering at best a very stylized treatment of their 
optimal use and design (Gallini and Scotchmer 2002; Wright 1983).1 Yet in 
a growing acknowledgement of its importance, empirical studies in the past 
decade have begun to examine the relationship between specifi c modes of 
science funding and the rate and direction of scientifi c inquiry. This chapter 
reviews the literature on scientifi c grants in an eff ort to suggest promising 
avenues for reforming this important—but understudied—funding mecha-
nism.

Throughout, we emphasize three themes.
First, grants, patents, prizes, and research contracts play overlapping and 

mutually supportive roles in the research- funding ecosystem, with grants 
most eff ective when research is exploratory, and when it is likely to produce 
ample spillovers, both across domains and over time. These two features 
characterize much early- stage scientifi c research.

Second, grant programs must be designed in ways that recognize the pos-
sibility of failure. This entails encouraging recipients to take on scientifi c 
and technological risks, exploring new research avenues rather than sticking 
with safer and more conventional trajectories.

Third, funding agencies could consider encouraging the systematic evalu-
ation of grant programs by comparing outcomes among scientists, insti-
tutions, or fi elds that receive funding with those that accrue to “control” 
scientists, institution, or fi elds that do not.

The chapter proceeds as follows. In the next section, we identify the cir-
cumstances under which grants may be preferred over alternatives such as 
patents, prizes, or traditional procurement contracts. After providing a brief  
history of scientifi c grant making, we highlight key design choices faced by 
science policy makers when setting up a grant system: (1) delineating the 
scope of the grant competition and the set of potential applicants; (2) choos-
ing a method to select meritorious applications; (3) providing incentives for 
the winning applicants; and (4) evaluating outcomes. We discuss the cur-
rent state of knowledge regarding trade- off s entailed by alternative design 
choices in each of these domains, highlighting many questions still open in 
light of the extant evidence. We conclude with a discussion of the role of 
scientifi c grants in the wider ecosystem of R&D funding, and suggest that 
funders consider using randomized, controlled experimentation as a way of 
identifying the specifi c funding practices worthy of systematic adoption—or 
abandonment.

1. Notable recent exceptions include the work of Price (2019), who off ers a legal analysis of 
grant funding, and that of Ottaviani (2020), who provides a theoretical treatment of the chal-
lenges involved in allocating funds across heterogeneous fi elds.
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4.1  Why Fund Scientific Research through Grants?

Ever since Vannevar Bush’s report Science: The Endless Frontier, US pol-
icy makers have generally agreed that basic scientifi c research “creates the 
fund of new knowledge from which the practical applications of knowledge 
must be drawn” (Bush 1945). Because scientifi c knowledge often exhibits 
the characteristics of a public good, economists have argued that it would 
be underprovided by the private sector (Arrow 1962; Nelson 1959), thereby 
providing a rationale for public expenditures devoted to the funding of sci-
entifi c research.2

However, it is one thing to argue that there is a role for public support 
of scientifi c investments, and quite another to determine what form such 
support should take. In this chapter, we examine one specifi c type of fi nan-
cial support often employed in advanced economies to fund investments in 
research: scientifi c grant funding.

Grants are upfront payments for the delivery of incompletely specifi ed 
and noncontractable R&D output. Unlike research prizes, the funder must 
pay before there is any guarantee of a successful outcome. Unlike loans, 
one cannot ask for grant money back if  a project fails. Unlike equity invest-
ments, the success of  a project does not necessarily entitle the funder to 
any further rights. Unlike research contracts, the funder does not tell the 
researcher exactly what she wants him to deliver at the end of the research 
period. Unlike patents, successful grant applications do not confer any right 
to market exclusivity.

Grant systems also face implementation challenges. Scholars have noted 
the ineffi  ciency inherent in a system where much of  the eff ort sunk into 
writing unfunded proposals appears to be wasted (Gross and Bergstrom 
2019); they have commented on the unfairness of a system which dispro-
portionately rewards individuals and institutions skilled at grantsmanship 
(Lawrence 2009), and within which female and minority applicants appear 
to fare less well on average than white, male, or Asian applicants (Ginther 
et al. 2011); they have provided evidence that peer review sometimes fi lters 
out the most novel or creative proposals (Boudreau et al. 2016), or worse, 

2. To be sure, the connection between investments in research and rising living standards or 
improved national defense has come under increasing political scrutiny (Brooks 1996). Econo-
mists and other social scientists have also developed a more nuanced understanding of the 
innovation process. Over time, they have come to challenge the assumption that for- profi t fi rms 
would never invest in basic research (Rosenberg 1990), they have incorporated the complex 
motivations that often guide scientists in their theoretical and empirical studies (e.g., Azoulay, 
Graff  Zivin, and Manso 2011; Dasgupta and David 1994), and they have questioned the validity 
of the distinction between “pure” and applied research in the fi rst place (Stokes 1997). However, 
this improved understanding does not overturn Arrow and Nelson’s basic insight: that the 
free market is unlikely to provide the necessary resources for the conduct of scientifi c research 
(Balconi, Brusoni, and Orsenigo 2010).
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induces scientists to skew their agenda toward projects more likely to gener-
ate results in the short term (Azoulay, Graff  Zivin, and Manso 2011).

Why, then, do grants exist?
We argue that grants are likely to be the most eff ective—and feasible—

way to fund basic research when two fundamental conditions simultaneously 
hold. First, when the social value of a scientifi c fi nding likely exceeds its 
privately appropriable value. Second, when specifying the parameters of a 
desired research solution ahead of time is impossible. These twin conditions 
would appear to characterize much exploratory and early- stage research 
that is often labeled “basic” or “pure.” We will also discuss two subsidiary 
arguments in favor of  grant funding over alternative mechanisms: when 
potential research performers face fi nancial constraints, and when invest-
ments take the form of general- purpose research infrastructure (as opposed 
to specifi c projects).

Limited or Undesirable Appropriability. There are many cases in which the 
value that innovations generate for society vastly exceeds what its inventor 
can be paid. Consider again the case of Gleevec. In addition to being a sci-
entifi c breakthrough, the drug was also a fi nancial blockbuster for Novartis, 
earning the company a peak of $4.65 billion in revenue in 2015 prior to 
generic entry. Did the promise of such rewards under the patent system pro-
vide Novartis with suffi  cient incentives to develop Gleevec? While Novartis 
did indeed invest considerable resources in R&D once a candidate drug 
molecule had been identifi ed, the vast majority of research investments that 
made Gleevec possible were made long before Novartis started development 
activities, indeed long before the idea of a treatment approach for CML even 
existed (Hunter 2007).

These foundational R&D investments included grants made in the 1960s 
for exploring the genetic basis of cancer, as well as grants made in the 1980s 
for the study of vascular disease. Investment in this type of knowledge is 
unlikely to be privately profi table: at the time the fi rm needs to allocate 
resources for a research project, there is no clear hypothesis for how it would 
lead to a commercializable drug, meaning that the investment would entail 
considerable risk for a very small chance of success. Further, even if  this 
research did lead to a testable hypothesis in the context of drug development, 
the fi rm making this investment would be enabling other fi rms to build on 
this knowledge (for free) to develop their own (competing) drugs.3

3. A similar concern applies when considering innovations targeting the poor, such as treat-
ments for malaria: while there is doubtless social value in addressing the problem (given the 
massive toll on human health exacted by this disease, particularly in sub- Saharan Africa and 
South Asia), neither patients nor their cash- strapped governments can aff ord to pay for solu-
tions. In light of this reality, fi rms allocate their R&D resources toward challenges faced by 
wealthier consumers, who have both the ability and the willingness to pay for the fruits of 
innovation.
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Patents, by granting fi rms a period of market exclusivity, arise as a natural 
tool to restore innovation incentives. However, they suff er from two impor-
tant drawbacks. First, they do not allow for steering the direction of research 
beyond what the market might desire. Second, they create after- the- fact 
market distortions through monopoly pricing: when fi rms have intellectual 
property (IP) protections over their inventions, they will charge a higher price 
to would- be users relative to a competitive market. In recent years, a growing 
number of extraordinarily expensive drugs have heightened the salience of 
this tradeoff ; in 2019, for instance, the FDA approved Zolgensma, a gene 
therapy for a rare childhood disorder priced at $2.1 million per patient. 
While critics argue that such prices are tantamount to extortion, drug mak-
ers counter that they are necessary to compensate for the substantial risks of 
the R&D process. Similarly, although less attention has been paid to more 
modestly priced drugs, the aggregation of  smaller markups on common 
drugs can also limit access for poorer households and the fi nancial health 
of ultimate payers such as Medicare.

Open- Ended Search and Contractability. When patents are not appro-
priate, why not use prizes instead? Research prizes—awarded to whoever 
achieves a certain outcome fi rst—have several advantages relative to grants, 
the most obvious of which is the fact that prizes do not need to be paid unless 
research is successful. In addition, using prizes means that funders do not 
need to select winners before evaluating their work, making it possible to 
incentivize research eff ort from a much larger group of participants (Mur-
ray et al. 2012).

For example, in 2006, the company Netfl ix announced an open competi-
tion with a $1 million prize to any team that could improve its recommenda-
tion algorithm, the feature that allows the platform to guide users toward 
movies they are likely to appreciate, thereby boosting willingness to pay for 
the service. This contest drew entries from over 2,000 teams, a level of par-
ticipation that would be impossible under a grant model in which winners 
are selected before research even begins.

However, the structure of the Netfl ix prize makes it impossible to repli-
cate in many other research settings. Netfl ix provided entrants with a large 
training dataset and was able to articulate a precise, unidimensional metric 
for assessing both fi nal and intermediate progress (improvement in the root 
mean- squared error over its current algorithm). This set of parameters was 
spelled out entirely at the outset, providing contestants with clarity and 
transparency (Lakhani et al. 2014).

Yet in many other situations, it would be impossible for a funder to spell 
out the conditions for winning before seeing any submissions, or to commit 
to a single metric or a narrow set of metrics to evaluate success. In the context 
of exploratory research, narrowing the question in a way that makes it easier 
to specify, or forcing a solution pathway on potential participants, might 
ultimately stifl e innovation and result in suboptimal solutions.
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A related problem with directed search is that the value of  particular 
research results may not appear initially obvious, as in the case of the NSF- 
supported discovery in Yellowstone National Park of Thermus aquaticus, 
a bacterium that retains its enzymatic properties under extremely variable 
temperature conditions (Brock and Freeze 1969). Indeed, this is the type of 
project that might easily have been singled out as an exemplar of wasteful 
scientifi c spending—that is, until Kary Mullis and the Cetus Corporation 
leveraged the organism’s unusual properties to develop the polymerase chain 
reaction in the late 1980s, ushering in a new era in biotechnology with appli-
cations in far- fl ung domains such as forensics and paternity testing (Stern 
2004).

The constraint on ex ante problem formulation suggests that the range 
of challenges for which innovation contests will dominate other contractual 
mechanisms, including grants, is perhaps narrower than their proponents 
have been willing to acknowledge.

Together, appropriability conditions and the nature of  idea search are 
dimensions that can guide policy makers as they navigate the landscape of 
institutions supporting the production of scientifi c knowledge.

As depicted in fi gure 4.1, grants are most suitable in the upper- right quad-
rant, when appropriating the market returns associated with knowledge 
production is either infeasible or undesirable, and when the formulation 
of  problems worth solving cannot be scripted in advance. Patents share 
with grants the ability to harness scientifi c or technological creativity in 
a decentralized way, but diff er from them in relying on market incentives 
to stimulate and direct investments. Like grants, prizes promise to direct 
innovation eff orts toward aims that the market might neglect if  left to its 
own devices. Unlike grants, this mechanism requires advanced specifi cation 
of the problems worth addressing in order to be eff ective. Finally, research 

Fig. 4.1 The research- funding ecosystem
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contracts might operate best in environments where the “deliverable” can be 
well specifi ed and appropriability concerns do not loom large (such as in the 
defense context, with one large paying customer able to specify objectives, 
with associated penalties for nonperformance).

We end this section with two additional arguments that might sometimes 
push patrons of science to favor grant funding over alternative mechanisms.

Financial Constraints. Grants may be particularly eff ective in cases where 
researchers are fi nancially constrained. Patents and prizes reward innova-
tors after they have invested in R&D when R&D eff orts turn out to be suc-
cessful. By design, then, this requires innovators to put up capital and bear 
substantial risk up front. This is likely to limit both the set of people and 
organizations who can aff ord to engage in R&D, and the nature of the R&D 
they do engage in. Although debt and equity markets exist, a large literature 
in fi nance suggests that fi nancial frictions nonetheless lead fi rms, large and 
small, to underinvest in innovation generally, and in high- risk projects in 
particular (Froot, Scharfstein, and Stein 1993; Howell 2017; Krieger, Li, 
and Papanikolaou 2018; Nanda and Rhodes- Kropf 2016). Venture capital 
investors routinely refer to “financing risk” to describe how otherwise sound 
projects may fail to obtain additional capital for continued exploration. 
The high cost of designing and running experiments that suffi  ciently reduce 
uncertainty likely explains why VC activity has been circumscribed to a nar-
row range of sectors (Kerr and Nanda 2015).

Although limiting for fi rms, fi nancial constraints become prohibitive for 
individual scientists seeking to fi nance their investigations, especially in fi elds 
that necessitate specialized capital equipment (as in condensed matter phys-
ics) or expensive materials (such as mice with a particular genetic profi le). 
Without grants, it would be impossible for junior scientists to establish their 
laboratories and independent research identities. While some universities 
can aff ord to provide generous “start- up packages” to their new employees, 
most institutions are limited in their ability to support researchers absent 
external grants (Stephan 2012). Relying on localized funding of this type 
may widen disparities in science, hampering the opportunities available to 
those at less wealthy institutions.

Supporting Human Capital and Other Research “Infrastructure.” Because 
the potential of a given research trajectory is diffi  cult to predict and can shift 
over time, investments in specifi c research projects may aff ord less durable 
payoff s than investments in research “infrastructure,” whether in the form 
of physical or human capital.

Patents, contracts, and research prizes are not useful tools in this regard 
because they are necessarily directed to specifi c ends. Grants, however, are 
more fl exible. While they are frequently used to fund projects (as in the case 
of  the R01, the traditional project grant awarded by the NIH), they can 
also be used to fund institutions (such as when the Department of Energy, 
or DOE, funds the construction of a new light source at the synchrotron 
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located at Brookhaven National Laboratory) or public goods (e.g., the Sloan 
Foundation underwriting the Digital Sky Survey, which has created detailed, 
open- access, three- dimensional maps of the universe).

Investments in scientifi c training and apprenticeship are also typically 
fi nanced through grants. For instance, Stanford graduate student Sergey 
Brin was supported by a dissertation fellowship from the NSF when he 
teamed up with fellow graduate student Larry Page to design BackRub, a 
prototype World Wide Web search engine that leveraged hyperlinks between 
pages to develop an “importance” ranking for a set of 24 million web pages 
(Page et al. 1998). By 1998, Page and Brin had obtained funding that allowed 
them to move their growing operation away from campus and to incorporate 
Google, Inc. (Hart 2004). In the United States at least, nearly all scientifi c 
apprenticeships are funded through grants, whether in the form of individ-
ual fellowships as above, in the form of training grants awarded to specifi c 
institutions, or indirectly as budget items in traditional project grants.

To summarize, we view scientifi c grants—such as those used in government- 
sponsored research—as a particularly eff ective way of supporting research 
when outcomes are open ended and when ensuring the broadest range of 
spillovers is viewed as a feature rather than a bug. These traits describe a 
great deal of “basic” or exploratory research—the bedrock of the innova-
tion ecosystem.

4.2  A Short History of the Scientific Grant

Given the importance of grants, how should science funders organize the 
grant- making process? In this section, we consider how scientifi c endeavors 
have historically been supported, focusing on the origins of the peer review–
based systems that have come to dominate modern grant making.

The earliest precursors of  the modern scientifi c grant were patronage 
systems widely practiced in Europe, Asia, and the Middle East in both the 
ancient and early modern periods. For scientists like Galileo, for instance, 
pursuing knowledge in “experimental philosophy” meant securing the sup-
port of a wealthy patron, whose generosity was grounded in a mix of utilitar-
ian and status- seeking motivations. Sustaining the interest of a benefactor 
often came at the price of skewing one’s investigations toward topics the 
patron found tasteful or prestigious (Westfall 1985).

As capital requirements increased over time, scientists began to seek 
public support. In Europe, fi nancial backing took diff erent forms, from the 
founding of science departments within long- established universities to the 
establishment of freestanding “intramural” research institutes—such as the 
Physikalisch- Technische Reichsanstalt in Germany (Cahan 1982) or the Pas-
teur Institute in France (Hage and Mote 2010)—where teaching activities 
did not take place.

“Encouragements” from the French Académie des Sciences, 1831–1850. 
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The earliest recorded grant system was administered by the Paris- based 
Académie des Sciences following a large estate gift from Baron de Montyon. 
Finding itself  constrained in its ability to fi nance the research of promis-
ing but not- well- established savants, the academy seized on the fl exibility 
aff orded by the Montyon gift to transform traditional grands prix into 
“encouragements”: smaller amounts that could broaden the set of active 
researchers. Even though the process was highly informal (the names of 
the early recipients were not published in the academy’s Compte rendus), it 
apparently avoided suspected or actual cases of corruption (Crosland and 
Gálvez 1989). Throughout the 19th century, however, the academy struggled 
to convince wealthy donors to abandon their preference for indivisible, large 
monetary prizes in favor of these divisible encouragements.

The Royal Society’s Experience, 1849–1914. The “government grants” 
administered by the British Royal Society were another early precursor of 
modern grant systems. Over the 64 years of the program’s existence, 2,316 
grants assisted the investigations of 938 scientists. In 1851, it accounted for 
about 50 percent of all the funds appropriated by the British Parliament 
in the aid of science, declining to 9 percent on the eve of the World War I, 
when it was terminated (MacLeod 1971). Although its grants were primar-
ily awarded to members of the society located in and around London, the 
selection process eventually came to function like an early form of peer 
review. After facing initial accusations of bias, the society reformed its pro-
cess, leading to the creation of discipline- specifi c committees with members 
elected to four- year terms.

Ultimately, the Victorian- era government grant appears to have withered 
both because of its trustees’ ambivalence about expanding its scope (for fear 
that a more ample budget would invite the government to meddle in the 
Royal Society’s aff airs) and because of the growing infl uence of universi-
ties. It would take 40 years and another world war to create a window of 
opportunity for reinventing the scientifi c grant, this time on the other side 
of the Atlantic.

Rise of Philanthropic Foundations. Before World War II, science funding 
in the United States was dominated by philanthropic foundations such as 
the Carnegie, Guggenheim, and Rockefeller foundations. The magnitude of 
the scientifi c- research outlays of the federal government and large indus-
trial fi rms, such as DuPont, General Electric, and AT&T, may have been 
more signifi cant, but these entities were not patrons of science. Rather, they 
designed and performed the research they paid for.4

The scientifi c foundations were staff ed by professional “managers of sci-
ence” who cultivated a personal network so they could remain informed 

4. For instance, the intramural campus of the National Institutes of Health traces its roots 
back to a one- room “Laboratory of Hygiene” founded in 1887 as part of the Marine Hospital 
Service.
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about the scientists and fi elds worthy of support, but their fi nancial backing 
targeted institutions (in particular science departments within universities) 
rather than individual scientists (Kohler 1976). In the early 1930s, the Great 
Depression and its associated fi nancial pressures forced the Rockefeller 
Foundation to suspend its institutional grant program and rely instead on 
“project grants” that amounted to about $6,700 per year (about $125,000 
adjusted for infl ation) for a typical three- year period (Schneider 2015).5 
However, the similarities between this scheme and modern government 
grants are superfi cial. Grant offi  cers did not rely on peer review, nor did 
they call for applications in open competitions. Rather they appeared to have 
exercised considerable discretion in selecting winning projects. Unsurpris-
ingly, these informal practices tended to reinforce the power of scientifi c 
elites (Barany 2018, 2019).

Post–World War II Transition. The investigator- initiated, renewable, peer- 
reviewed scientifi c grant emerged in its modern incarnation shortly after 
World War II, as offi  cials in the US Public Health Service (PHS) maneuvered 
to transform a wartime strategy to procure specifi c research products into 
a broader grant program.

The window of opportunity was the impending expiration of biomedical 
research contracts awarded by the Offi  ce of Scientifi c Research and Develop-
ment (OSRD), the federal agency created to coordinate scientifi c research 
for military purposes during World War II. After much bureaucratic infi ght-
ing (Fox 1987), PHS staff  secured the transfer of these contracts to NIH and 
their transmutation into “contract grants,” a term probably chosen to create 
ambiguity. Using the authority vested in NIH by the Cancer Act of 1944, 
PHS staff  laid the foundation of scientifi c grant making by the middle of 
1946. This included the creation of sixteen study sections to review the scien-
tifi c merits of individual applications, overseen by an academic council nom-
inally in charge of: deciding on the fi nal list of recipients (Van Slyke 1946); 
rules governing grantees’ salaries and pensions, as well as the purchase of 
equipment; an explicit commitment to protect the freedom of investiga-
tors as they performed their investigations; and the choice of an 8 percent 
overhead rate over the direct costs of grants so as to minimize “unfairness 
to less wealthy institutions where establishment of research projects would 
cause an actual burden to administrative operations” (Fox 1987). Over time, 
additional policies were implemented to complement solicitations on broad 
topics with more targeted calls for research in specifi c areas (Myers 2020).

5. Focusing on individual investigators rather than academic departments was met by resis-
tance on the part of the staff  in charge of selecting recipients. Alan Gregg, one of the Rockefeller 
Foundation’s key offi  cers, explicitly argued against the practice in a 1937 memorandum, stating 
that a grant operation was tantamount to setting up a “a huge dispensary of chicken feed” 
(Schneider 2015, 280). In what may be a prescient cautionary note, the memo stated that “the 
hesitant uncertainty of short- term grants all but insults the intelligence if  not the sincerity of 
the recipient and certainly makes a mockery of long- term planning” (Schneider 2015, 309).
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By the late 1940s, the NIH had become preeminent in medical research 
as a result of its extramural grant program, expending more than half  of 
all federal funds for medical research. It had strong and growing support in 
Congress and a powerful constituency in the research community, since a 
majority of recipients appeared to consistently hail from lower- status insti-
tutions not represented in study sections (Munger 1960; Strickland 1989).6 
This apparent success explains in large part why, when it fi nally emerged in 
1950, the NSF also chose investigator- initiated grants awarded to univer-
sity researchers as its primary contractual mechanism, though peer review 
appears to have initially played a less signifi cant role in its practices, com-
pared with the NIH (Baldwin 2018).

Modern Developments. Since the 1950s, scientifi c grants have spread to 
many other parts of the US federal government (Departments of Energy, 
Defense, and Agriculture), to some state governments (such as the California 
Institute for Regenerative Medicine), and to the nonprofi t sector (e.g., the 
March of Dimes, the American Cancer Society, the Bill and Melinda Gates 
Foundation, the Howard Hughes Medical Institute, the Chan- Zuckerberg 
Initiative, etc.). Diff usion outside the United States has been slower. In 2007, 
the European Union established the European Research Council (ERC), an 
organization that shares many of the practices pioneered by NIH and NSF 
in the United States, with an initial annual budget of €7.5 billion (König 
2017). Interestingly, grants had not fi gured prominently in the funding of 
science in the countries of continental Europe until the ERC’s founding. 
This suggests that a certain scale is required to justify the costs of admin-
istering a peer- review system capable of processing tens of thousands of 
applications on a yearly basis.

In advanced economies, “extramural” grant systems (such as those 
operated by NSF or ERC) coexist with “intramural” institutes (such as 
the National Laboratories in the United States, the Centre National de la 
Recherche Scientifi que in France, the Max Planck Institutes in Germany, 
or Riken in Japan), where the allocation of funds is the outcome of layered 
administrative processes. In a fi rst step, the overall budget for each institute 
or laboratory is the result of a political process refl ecting national priori-
ties, historical allocations, and the clout of laboratory leaders with senior 
civil servants. In a second step, a bureaucratic process disburses funds to 
particular laboratories within each institute, typically headed by a director 
overseeing medium- sized teams of scientists, technicians, and postdoctoral 
fellows. Finally, each director has the decision- making power to allocate her 
budget across specifi c projects.

To our knowledge, there is no empirical evidence to date that can speak 

6. Study sections are standing committees charged with evaluating the scientifi c merits of 
grant proposals.

 EBSCOhost - printed on 2/8/2023 7:51 PM via . All use subject to https://www.ebsco.com/terms-of-use



Scientifi c Grant Funding    129

to the relative merits of  extramural funding, through a decentralized, 
investigator- initiated process, versus intramural funding, fi ltered through a 
decision- making hierarchy. It is possible that hierarchs have better informa-
tion about the relative quality of projects and initiatives pitched to them by 
the scientists within their institutions, relative to arm’s- length peer reviewers 
without access to “soft information.” The other side of the coin, of course, is 
that poor accountability at the top of the hierarchy makes these same leaders 
susceptible to infl uence activities, since the struggle for resources within each 
institution is necessarily zero- sum. In the rest of this chapter, we restrict our 
attention to the design of extramural grant systems.

4.3  A Guide to Designing Grant Programs

As illustrated in the introduction, grant- funding programs have been 
instrumental in supporting the development of  many important innova-
tions. In this section, we explore issues policy makers face when setting up 
a new—or reforming an already existing—scientifi c grant system. In par-
ticular, we describe the current state of knowledge and highlight open ques-
tions pertaining to the following elements of such systems: developing goals 
and expectations, choosing the scope of what is to be supported, selecting 
among applications, monitoring recipients’ activities, supporting translation 
and commercialization eff orts, and, fi nally, evaluating the grant program’s 
overall impact. These choices can be consequential because, as persuasively 
documented in Stephan (2012), the availability and nature of grant funding 
plays an important role in shaping scientists’ careers and research incentives.

4.3.1  Developing Goals and Expectations

Investing in scientifi c research requires patience and a tolerance for failure. 
Imagine a $1 million project with a 0.00001 percent chance of leading to 
a cure for cancer. In practice, relatively few individual organizations have 
the risk tolerance to spend $1 million on a single investment that will fail 
99.99999 percent of the time.

Yet imagine there are 200,000 such potential projects, all with a 0.00001 
percent chance of success. If  their probabilities of success are independent, 
then these projects collectively represent a $200 billion investment with an 87 
percent chance of success. Because of the enormous social value of fi nding a 
cure for cancer, almost everyone would agree that this would be a worthwhile 
portfolio of investments. Yet risk- averse performers are unlikely to invest in 
any of the component $1 million dollar investments as stand- alone projects.

As this simple example illustrates, it is important for funders to think of 
their investments as part of a broader social portfolio of projects, whether 
they are supported by government agencies, private- sector fi rms, or non-
profi t entities (Goodin, Hatfull, and Malik 2016). Even when the failure 
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rate of individual projects is high, the risk inherent to a diverse portfolio of 
the same projects may be low enough to make the entire eff ort worthwhile 
from a social point of view.

This same portfolio logic can be extended to the design of grant- making 
organizations and processes: it is important to create grant mechanisms 
that are diverse in the scientifi c research areas they support, in their time 
horizons and risk preferences, and in the expertise and experiences of those 
who decide how funds are ultimately allocated.

4.3.2  Defining Program Scope

Funders must fi rst choose what type of research to support. This decision 
has both a “horizontal” and a “vertical” dimension. Horizontally, funders 
must choose a research domain or set of domains to support (e.g., a set of 
disease areas). Vertically, funders must decide where in the research “value 
chain” to focus (e.g., on early- stage as opposed to “scaling- up” eff orts). From 
a portfolio perspective, it is important that the ecosystem of grant programs 
cover as much of this space as possible (e.g., with some funders focusing on 
established research domains and others launching new areas of inquiry).

One obvious way to reinforce the portfolio mindset is for funders to seek 
out intellectual “white spaces”—areas of the scientifi c landscape that have 
not, to date, received much public or private attention. However, a key con-
cern with white spaces is that it is often diffi  cult to determine whether there 
has been little research in an area because scientifi c opportunities are scarce 
or because resources are. Indeed, these tend to be self- reinforcing: areas may 
not receive funding because there has been little progress to date, but that 
lack of progress may itself  result from a persistent lack of support.7

Because of these factors, establishing a new research area may require a 
dedicated and sustained eff ort. In 1958, the division of research grants at 
NIH created a study section dedicated to genetics. In addition to recruiting 
distinguished scientists to serve as members, the new genetics study section 
took it upon itself  to defi ne research standards in this emerging domain, 
through the organization of symposia that resulted in volumes codifying 
key methodological aspects of genetics research. In the space of 20 years, 
the number of  applications related to this fi eld increased by an order of 
magnitude (Crow and Owen 2000).

Today, a similar white- space eff ort might be needed to explore alterna-
tive treatments for Alzheimer’s disease. A long- standing hypothesis in the 
Alzheimer’s fi eld holds that a protein fragment called beta- amyloid accumu-
lates in the brain, creating neuron- killing clumps that cause the disorder. For 

7. White space can also exhibit a geographical dimension. Ganguli (2017) studies a grant 
program funded by George Soros that provided grants to over 28,000 Soviet scientists shortly 
after the end of the USSR, in an environment where public support of  science had all but 
evaporated. Not only did these grants more than double publications on the margin; they also 
induced scientists to remain in the science sector.
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many years, NIH funding for Alzheimer’s focused primarily on this amyloid 
hypothesis, to the detriment of other research streams centered on oxidative 
stress, neuroinfl ammation, and another protein called tau (Begley 2019). As 
drug candidates based on amyloids have repeatedly failed, the Alzheimer’s 
research community is increasingly seeing the importance of cultivating a 
diverse set of treatment hypotheses.

Funders who are unwilling or who lack the resources to commit to a sus-
tained eff ort to address research white spaces can have a stronger impact by 
funding research in already established research areas. Doing so allows them 
to take advantage of knowledge spillovers. Indeed, one of the hallmarks 
of knowledge production is that ideas, once produced, can be freely used 
by others as inputs in their own research eff orts. When a funder supports 
research in an already active research area, the scientists they fund can have 
a larger impact by learning from and contributing to the work of  other 
researchers in the same area.

This approach, however, can also lead to excessive duplication of eff ort—
for example, “priority races” in which diff erent teams of scientists compete 
to be the fi rst to publish a discovery, often keeping their work secret in the 
meantime (Hill and Stein 2020). One way to balance a desire to generate 
spillovers with the need to avoid duplication is to conceive of white spaces 
not just in terms of research topics but rather in terms of vertical research 
type. For example, the NIH is clearly the dominant funder of biomedical 
research, especially “mature basic research” (i.e., projects that have gener-
ated enough preliminary evidence to prove their conceptual soundness but 
that are not necessarily directed toward an immediate application). Given 
this, new funders may wish to locate their activities “upstream” of the NIH 
by providing seed funding to de- risk very early- stage ideas, allowing sci-
entists to generate the preliminary fi ndings necessary to obtain follow- on 
NIH funding. Alternatively, they may consider locating “downstream” to 
support translational infrastructure that helps science transition out of the 
laboratory.

4.3.3  Developing Research Priorities

Having defi ned the general scope of a grant program, funders must next 
choose how to set specifi c research priorities within their domain. Broadly, 
funders can elect to be “top down” or “mission oriented” (i.e., generating pri-
orities internally and then seeking applications related to those priorities) or 
“bottom up” or “investigator initiated” (i.e., allowing applicants to propose 
their own projects, so that research priorities are determined after the fact).

Both models are used in practice. The family of federal agencies modeled 
after the Defense Advanced Research Projects Agency (DARPA) typically 
operate top down. Advanced Research Projects Agency–Energy (ARPA- E), 
for example, identifi ed a gap in energy research on materials for semiconduc-
tors and responded by designing a funding program called SWITCHES, 
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which focuses on the development of  high- voltage (approximately 200–
2,000 V), high- current- power semiconductor devices and circuits that, upon 
ultimately reaching scale, could off er aff ordable breakthrough performance 
in power electronics, in terms of higher effi  ciencies, higher switching fre-
quencies (and therefore smaller packages), and higher temperature opera-
tion (ARPA- E 2013). In such a program, the funder determines the priority 
area and then solicits applications on that topic.

In contrast, an agency like NIH largely operates from the bottom up, 
relying on investigator- initiated grants. Applicants can submit proposals 
on any of a broad range of topics and methods, which will then be peer 
reviewed in one of the agency’s 178 chartered study sections (e.g., “Synapses, 
Cytoskeleton and Traffi  cking,” “Behavioral Genetics and Epidemiology,” or 
“Child Psychopathology and Developmental Disabilities”). In this model, 
the agency’s research priorities emerge organically through the application 
and evaluation process, rather than being specifi ed ahead of time.

The relative merits of  a mission- oriented versus investigator- initiated 
approach are a long- standing object of debate in the science policy com-
munity (Mazzucato 2018), one not always informed by compelling empirical 
evidence. In our view, the appropriate approach depends on the nature of the 
research that funders intend to support. Returning to our two- by- two clas-
sifi cation system from section 4.1, top- down programs can be better justifi ed 
when the funder is confi dent that it knows and can specify the output that 
it would like. Meanwhile, bottom- up approaches make sense when funders 
want to support the most promising areas of research but lack the informa-
tion to identify those areas on their own.

For example, it is unsurprising that top- down models are common at 
DARPA, which focuses on R&D for technologies that are relevant for 
defense. Because DARPA is a branch of the Department of Defense—which 
is the ultimate buyer for many of these research products—its offi  cials are 
likely to have a good sense of what the DoD’s needs are, making it easier for 
them to specify research priorities ahead of time.

In contrast, the NIH is charged with funding research that may eventu-
ally lead to improvements in health. The time lags between initial R&D can 
be long, running into the decades (Li, Azoulay, and Sampat 2017). In such 
a case, it is unlikely that NIH administrators will be informed enough to 
accurately identify and solicit applications in the most promising research 
areas. Asking them to pick priority areas may therefore lead to an ineffi  cient 
allocation of funds (Aghion, Dewatripont, and Stein 2008). A bottom- up, 
investigator- initiated grant process may do a better job of aggregating the 
collective wisdom of scientists in the relevant communities.

In practice, of course, there are many hybrid models that attempt to cap-
ture the advantages of both approaches. The NIH resorts to Requests for 
Applications (RFAs) to focus the energy of  the scientifi c community on 
areas that are thought to have been neglected or to have fallen between the 
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interstices at the boundaries of its peer- review committees (Sampat 2012). 
This has also proved a fl exible way to respond to congressional pressures to 
fund research on specifi c diseases (Godefroy 2011).8

Meanwhile, refl ecting an awareness that a top- down setting of priorities 
may lead to ineffi  cient allocations, agencies like DARPA and ARPA- E have 
a rigorous process of “program peer review” in establishing research priori-
ties (Azoulay et al. 2019a). At ARPA- E, for instance, proposed programs 
need to survive a gauntlet of critiques, some coming from existing program 
directors, others coming from leaders in the relevant technical community. 
Using this feedback, the program manager will refi ne the problem domain, 
and only then might the agency director approve the program. This type of 
iterative review with community feedback is therefore a method through 
which administrators can attempt to overcome their informational disad-
vantage in identifying high- potential research priorities.

In summary, and echoing our earlier point about research portfolios, 
society might be best served by an ecosystem of funders, some of which set 
specifi c agendas in cases where research priorities are clear, and others that 
embrace the wide interests of  their relevant scientifi c communities when 
research goals are more exploratory.

4.3.4  Grant Evaluation: Peer Review and the Determination of 
“Scientific Merit”

Once a pool of applications has been collected, grant agencies must select 
winners and losers. In the modern era, this process has become synonymous 
with peer review, although the term covers a wide spectrum of practices, and 
one can imagine grant systems operating without peer review—as many 
such systems historically did (Baldwin 2018).9 Under the traditional model 
of peer review, applications are read and scored by multiple evaluators, who 
then discuss and vote on which applications to fund. This raises three impor-
tant design questions: who should evaluate the proposals, what types of 
evaluative input should funders seek from evaluators, and how should these 
potentially divergent signals be aggregated? We discuss each in turn.

Choosing Evaluators. First, what kinds of people should grant funders 
seek advice from when evaluating applications? Whereas subject matter 
experts may have better information about the quality of an application, 

8. One note of  caution concerns the potential diffi  culty of  convincing scientists to shift 
their work into new areas via specifi c RFPs. Recent research by Myers (2020) suggests that 
established scientists are relatively “inelastic” in the sense that they are unlikely to switch their 
research interests in response to small amounts of funding or a small likelihood of funding. 
Myers’s research suggests instead that it would be cheaper to target funds for research in new 
areas to younger scientists who are more fl exible in their research interests.

9. For example, the Offi  ce of Naval Research (ONR), established in 1946, could only award 
contracts by statute. These contracts, however, functioned much like grants, with minimal 
emphasis on deliverables. Only in 2011 did ONR began initiating peer review of ongoing basic 
research programs across its science and technology departments (Klunder 2013).
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they may also have preferences—supporting their fi eld, handicapping a 
competitor—that impede their objectivity. Similarly, reviewers with techni-
cal expertise may have a better sense of a project’s feasibility, but those with 
industry or policy expertise may have a better sense of its potential. In a 
study of NIH peer review, Li (2017) shows that although scientists are biased 
in favor of applicants in their own fi elds, they are also substantially better 
informed. Rather than striving to eliminate confl icts of  interest entirely, 
funders should balance potential for bias against the value of an expert’s 
information.

Determination and Use of Scientifi c Merit Scores. In addition to seeking 
advice from human subject experts, how much should funders rely on quan-
titative metrics like publications and citations? Recent empirical studies have 
shown that following algorithmic advice or other quantitative “rules” may 
yield better outcomes. Kleinberg et al. (2018) demonstrate that algorithms 
may be better at predicting recidivism among arrestees; Hoff man, Kahn, 
and Li (2018) show that following algorithmic job test recommendations 
yields better outcomes than relying on the opinions of human recruiters. 
This evidence concords with an older stream of research in psychology that 
compares “clinical” and “actuarial” approaches to decision- making and 
typically fi nds the latter to be associated with superior outcomes (Dawes, 
Faust, and Meehl 1989).

These studies, however, focus on predicting traits—a worker’s job tenure, 
for instance—that involve less creativity and variability than assessing sci-
entifi c potential. Li and Agha (2015) show that human review scores predict 
eventual research output above and beyond what would be suggested by 
quantitative metrics alone. In this case, funders should focus on understand-
ing the comparative advantage of human and metrics- based assessments. 
In the case of the NIH, Li and Agha (2015) show that the relative contribu-
tion of humans relative to quantitative metrics is higher among top- scoring 
applications.10 This suggests a policy in which quantitative metrics can be 
used to make initial screens, allowing peer reviewers to focus their exper-
tise on distinguishing among top performers with a higher chance of being 
funded.

Finally, funders must also decide how rigidly to adhere to the funding 
recommendations of external reviewers. Most peer- review systems allow for 
projects to be funded “out of order”—that is, they allow program adminis-
trators to promote or demote specifi c projects when doing so would enable 
the agency to pursue a specifi c priority.11 Ginther and Heggeness (2020) 

10. Cole, Cole, and Simon (1981) and Pier et al. (2018) cast doubt on the fi delity of peer 
evaluators after fi nding low rates of agreement between reviewers assessing the merits of the 
same NSF or NIH grant applications.

11. In fact, administrative discretion has been an important feature of peer- review systems 
implemented within scientifi c journals and funding bodies alike, ever since the Royal Society 
of London instated the practice in 1831 (Moxham and Fyfe 2018). Baldwin (2018) documents 
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studied the careers of applicants to a postdoctoral fellowship program at 
NIH and found that “promoted” applicants (those who scored below a cut-
off  but were nonetheless funded) secured less research funding in the long 
run, relative to applicants who were “passed over” (i.e., those who scored 
above the cutoff  but were not appointed). It is of course possible that these 
applicants fared better on other metrics, but at the very least this evidence 
should convince agencies to carefully record instances when they choose to 
deviate from typical funding rules, and track the outcomes that result over 
time.

Aggregating Opinions. Given a chosen set of evaluators (human or other-
wise), how should organizations aggregate potentially disparate opinions? 
The most common approach is to simply take an average; this does a good 
job of capturing reviewers’ overall assessments, but such averaging could 
plausibly lead to the selection of more conventional and less risky projects. 
NIH grant applicants often complain that one bad review is enough to tor-
pedo a proposal, even though the most original projects may be more likely 
to garner negative reviews because they do not fi t neatly within established 
scientifi c paradigms. Rather, it is possible that diversity of opinion might 
itself  be a marker of creative potential, in which case funders should look 
closely at grants with a high variance in evaluator scores.

A related approach, similar to that used by the Gates Foundation, is to 
issue reviewers a limited supply of “gold stars.” This forces reviewers to think 
carefully about how to allocate their stars across projects (Kolev et al. 2019). 
One could also issue reviewers a limited number of “rotten tomatoes,” which 
have the capacity to sink a proposal. Both these approaches are used in 
the private sector by venture capitalists considering which start- up fi rms to 
invest in. Malenko, Nanda, and Rhodes- Kropf (2019) surveyed VC fi rms on 
their aggregation practices and show that, for early- stage investments, ven-
ture capitalists often work on an advocacy model in which a start- up can be 
funded as long as one partner is willing to serve as its champion. This advo-
cacy approach prioritizes a project’s upside potential, which can make sense 
for investments in early- stage fi rms, when capital commitments are relatively 
low and there is still a great deal of uncertainty about a fi rm’s potential. For 
investments in more mature fi rms, the authors show that majority voting 
and consensus models are more common. This practice makes it easier for 
a single partner to block an investment and thereby focuses on minimizing 
downside risk. This approach might apply to the scientifi c- funding environ-
ment in the case of “big science” projects involving large outlays in special-
ized physical capital.

Viewing the question from a portfolio perspective, it is important for 
funders to select some projects that represent “safer” bets, and others that 

how the NSF came to place more emphasis on external referee opinions as a strategy to insulate 
some of its funding decisions from congressional criticism.
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are higher- impact but potentially riskier. In doing so, funders should strive 
to match their selection processes to the goals of the program. For example, 
the NIH may want to consider adopting an advocacy model (ranking based 
on maximum scores) in their transformative research program, but may 
want to continue using average scores in evaluating renewals of  existing 
project grants.

4.3.5  Postaward Program Management

A funder’s task need not conclude after it has selected award recipients. 
Rather, funders must decide the extent to which they want ongoing involve-
ment with funded researchers. The pure prize approach, in which funders 
reward scientists for past successes, requires little to no postaward manage-
ment. At the other end of the continuum, grant offi  cers can be involved in the 
choice of collaborators and the determination of intermediate milestones, 
with ongoing monitoring and possible early termination of  the project. 
Goldstein and Kearney (2020) use internal data from ARPA- E to docu-
ment that program staff  modify projects frequently, especially timelines, and 
that these changes are more sensitive to poor performance than to strong 
performance. They conjecture that such “active project management,” when 
combined with high upfront risk tolerance, can be used to enhance the pro-
ductivity of mission- oriented public research funding.

In addition to explicit directives, funders implicitly shape scientists’ 
research trajectories through their choice of whether and how to conduct 
reviews for grant renewal. While some programs are explicitly one shot, 
grants that hold the promise of  renewed funding give funders a lever to 
continue infl uencing scientists’ research eff orts. The majority of life- science 
labs in the United States, for instance, rely on continual renewals of NIH 
grants (which last three to fi ve years per cycle) in order to operate. This type 
of  staged funding enables funders to deepen their fi nancial commitment 
only after ideas have shown some promise. Indeed, staged funding is also 
standard practice in venture fi nance: by investing smaller initial amounts, 
fi rms can aff ord to take risks on early- stage projects while preserving the 
option to abandon projects that show no initial promise (see Kerr, Nanda, 
and Rhodes- Kropf [2014] for an overview of private sector VC fi nancing).

Under such models, scientists have a strong incentive to demonstrate pro-
ductivity and success in order to renew their funding. These incentives work 
best when the funder has a clear sense of what behaviors it would like scien-
tists to adopt, has a way to measure these outcomes, and is cognizant of the 
potential for unintended consequences. A renewal policy that emphasizes 
publication counts, for instance, may lead scientists to waste time on weak 
projects (or engage in data mining) in order to seek a publication, rather than 
accepting initial failures and moving on. Fearing failure, scientists may also 
take fewer risks initially, steering their work toward safer but potentially less 
impactful projects.
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To address these concerns, organizations that seek to encourage scien-
tifi c risk taking must match their rhetoric with deeds. For example, medi-
cal investigators at the Howard Hughes Medical Institute (HHMI) receive 
funding for an initial period of  fi ve years, but the fi rst renewal decision 
appears rather lax, focusing mostly on whether the funded scientists have 
made use of the freedom an HHMI investigatorship allows to branch out in 
new directions. Azoulay, Graff  Zivin, and Manso (2011) show that these 
failure- tolerant policies infl uence how scientists lead their laboratories, the 
types of personnel they employ, and the methods and questions they choose 
to investigate. Compared to a matched class of NIH funding recipients (who 
face a more traditional output- based renewal process), HHMI investiga-
tors produce very highly cited publications at a higher rate, as well as more 
“duds” with few or no citations, which is what one would expect if  they chose 
to privilege “exploration” at the expense of  “exploitation” of traditional 
scientifi c approaches.

4.3.6  Translation and Impact

Though grants are mechanisms that enable funders to support basic 
research, one of their fundamental rationale is that investment in basic sci-
ence underwrites technological progress through commercialization and 
other translation eff orts (Bush 1945). Yet the majority of academic research 
supported by agencies like the NSF and NIH does not yield follow- on eco-
nomic activity in a direct way, whether in the form of patenting, licensing, or 
entrepreneurship. And for the subset of ideas that are commercialized, few 
make it past the so- called valley of death to reach a wider audience (Beard 
et al. 2009; Contopoulos- Ioannidis, Ntzani, and Ioannidis 2003).

One potential barrier to greater translation is the fact that scientists, left 
to their own devices, do not necessarily consider engagement with industry 
as an integral part of their job description (Barham, Foltz, and Melo 2020; 
Cohen, Sauermann, and Stephan 2019). For this reason, policy makers 
need to consider the desirability and feasibility of incorporating “transla-
tion incentives” into the design of grant systems. As an approximation, it is 
useful to distinguish a passive approach, whereby obstacles to commercial-
ization (such as unclear or limited IP rights) are removed, from an active 
approach, whereby funders are directly involved in helping their awardees 
commercialize their research.

Passive Translation: IP Rights and Grant Policy. In the United States, the 
Bayh- Dole Act (passed in 1980) allows researchers and universities to retain 
IP rights to inventions supported by federal funding, whereas previously such 
rights would have in most cases resided with the government. This change 
contributed to an already growing trend in university patenting and licens-
ing, as documented by Mowery et al. (2001). Part of this increase refl ects 
organizational investments that universities made in establishing technology 
transfer offi  ces to facilitate the licensing of inventions that emerged from 
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academic labs. Implicit in this logic is that academic scientists may lack the 
knowledge, time, or interest to manage the commercialization of their inven-
tions; they may not know which companies to approach or how to negotiate 
licensing agreements. Technology transfer offi  ces therefore provide a set of 
services that complement the scientists’ technical expertise. Refl ecting this 
reality, universities and scientists typically split revenues associated with an 
invention, although the extent to which academics respond to the level of 
the negotiated royalty rate is in dispute (Hvide and Jones 2018; Ouelette 
and Tutt 2020).

Hausman (2019) studies the impact of Bayh- Dole on measures of real 
economic activity, in order to better understand the role that university sci-
ence plays in shaping invention and entrepreneurship in the local economy. 
She fi nds that employment, wages, and corporate innovation appear to 
increase as a result of Bayh- Dole: these measures of economic output rose 
more rapidly after Bayh- Dole in counties near universities and in industries 
more closely related to the local university’s areas of innovative expertise.

However, a key critique of Bayh- Dole (and other IP rights–focused poli-
cies) is that an increased emphasis on patenting may weaken universities’ 
commitments to “open science.” Williams (2013) and Murray et al. (2016) 
both consider the value of open access in scientifi c research. Williams focuses 
on IP rights related to human genes and fi nds that genes sequenced by the 
private fi rm Celera, and therefore subject to its IP, were less likely to be the 
subject of follow- on research and product development, relative to compa-
rable open- access genes sequenced by the Human Genome Project. Murray 
et al. (2016) further examine how IP rights shape the nature of the follow-
 on research that investigators pursue. The authors show that open access 
to scientifi c inputs—in this case, genetically engineered mice—encouraged 
entry by new researchers and led to a greater diversity of research paths. 
Together, these and other studies document an IP policy trade- off  when 
policy makers decide whether to allow scientists (and their employers) to 
patent fi ndings that emerge out of public or even nonprofi t funding. While 
strong IP rights provide incentives for the development and commercializa-
tion of technologies that would otherwise remain in an embryonic state, they 
may also reduce access for innovators building on the initial work, thereby 
limiting the scope of nondirected spillovers (Scotchmer 1991; Walsh, Cho, 
and Cohen 2005).

One hybrid approach is to allow universities to patent and license their 
inventions to private- sector fi rms, but to maintain free access for academic 
or other nonprofi t users. Such “research exemptions”—a hotly debated (and 
litigated) area of IP law—potentially retain the incentive benefi ts of IP rights 
while maintaining some commitment to open science (Dent et al. 2006).

Active Translation and the “ARPA Model.” In addition to removing IP 
barriers, grant funders can take a more active approach to midwifi ng the 
translation of scientifi c results into prototypes or technologies, as one par-
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ticular aspect of postaward management mentioned above. This orientation 
toward commercial impact has been a hallmark of DARPA- style funding, 
but these eff orts have probably been made easier insofar as the Department 
of Defense is both the funder and ultimate buyer of the inventions that arise 
from its support. A fairer test of active translation eff orts might therefore 
involve a funder in a domain where technological inputs must be purchased 
on the open market (Azoulay et al. 2019a).

The ARPA- E “tech- to- market” (hereafter T2M) program and personnel 
provide a proof- of- concept for active funder involvement, although one that 
must still be regarded as an ongoing experiment rather than accepted best 
practice. Before receiving award funds, ARPA- E performers are required 
to develop a T2M plan in close coordination with ARPA- E’s T2M advi-
sors. Commercialization strategies developed to meet this requirement 
include training and the development of the business information neces-
sary to understand market needs, and tailoring technology development 
to address those needs. ARPA- E also helps awardees develop relationships 
with relevant government agencies, technology transfer offi  ces, companies, 
investors, and other organizations to facilitate transition to the commercial 
phase (National Academies of Sciences, Engineering, and Medicine 2017).

Regardless of  the approach espoused by grant system designers, one 
uncontroversial theme emerges from scholarship on this topic: funders 
should attempt to lower the cost faced by their awardees while sharing the 
output of their work with a diverse audience, including other researchers 
who may produce follow- on work, as well as researchers in industry who 
may have the expertise and fi nancial wherewithal to develop early- stage ideas 
and take them closer to market. One way to do so is for funding agencies 
to assist in building institutions that make it easier to access materials and 
knowledge. For instance, in the life sciences, the ability to build on prior 
research often depends on access to biological specimens—cell lines, tissue 
cultures, etc. Furman and Stern (2011) demonstrate that biological resource 
centers, which certify the fi delity of biological materials and facilitate their 
distribution, substantially amplify the impact of published research, some-
times doubling the number of citations it receives. From the grant funder’s 
perspective, these types of investments can vastly increase the overall returns 
to its R&D investments.

4.4  Toward a Science of Science Funding

Finally, as with any other investment, funders of scientifi c research should 
understand the impact that their resources have. This provides an oppor-
tunity to build on strengths in their existing funding model and to improve 
on weaknesses.

Yet evaluation is diffi  cult without some initial planning. Imagine that a 
foundation awards a grant to a scientist, and two years later she has trained 

 EBSCOhost - printed on 2/8/2023 7:51 PM via . All use subject to https://www.ebsco.com/terms-of-use



140    Pierre Azoulay and Danielle Li

three graduate students and published 10 additional articles, several of them 
in prominent journals. In order to assess the impact of this grant, it is not 
enough to tabulate these outputs, however impressive they appear. Rather, 
one needs to understand what her research achievements would have been 
had she not received any support. This is analogous to the challenge that 
scientists face when assessing the impact of a medical treatment: how does 
one know whether the patient got better because of the treatment or because 
of something else?

In medicine, scientists address this challenge by comparing outcomes for 
treated patients with outcomes for a control group of similar patients who 
were not treated. Funders of scientifi c research can do the same by collecting 
data on similar scientists who were not funded. To begin assessing the value 
of  a grant, one should compare research outcomes between funded and 
unfunded groups. This comparison is valid if  funded and unfunded appli-
cants are similar. If  applicants are rejected because they are substantially less 
qualifi ed, then they would likely have worse research outcomes than funded 
applicants, even in the absence of funding. Such a comparison would tend 
to overstate the role of the grant.

The most eff ective way to address this problem is to randomize who gets 
funding. This is akin to randomization in medical trials, or A/B testing in 
business settings. When applied in the science- funding setting, randomized 
evaluations seek to determine the impact of grant funding or grant programs 
by comparing the outcomes of a group that receives funding or is subject to 
a particular set of grant policies (the treatment group) with the outcomes of 
a group that is not (the control group). Because the two groups are randomly 
assigned, their respective members do not diff er systematically at the start of 
the evaluation, allowing researchers to attribute any diff erences in outcomes 
that may emerge to the causal impact of the grant or grant policy.

Randomized controlled trials (RCTs) have become the gold standard for 
policy evaluation and evidence- based decision- making. Many governments 
and foundations use RCTs to assess the effi  cacy of their programs, and a 
variety of organizations have emerged, inspired by organizations such as the 
Poverty Action Lab, to facilitate these experiments. To design an eff ective 
and fair RCT evaluation, it is important to appreciate the institutional con-
text and goals at hand. For example, HHMI grants are aimed at encouraging 
scientists to pursue risky avenues of research, even if  doing so means that 
in many cases experiments will fail and scientists may have little to publish. 
In this case, an RCT that focuses on counting publications would be inap-
propriate because publication counts do not refl ect the underlying goal of 
the organization. For reasons such as these, we believe that the most eff ec-
tive evaluations arise from collaborations between agency staff  and external 
program evaluators.

In many cases, there is reluctance to implement RCTs because of their 
perceived costs or ineffi  ciencies. Funders, for instance, may understandably 
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not want to randomly allocate their scarce funds to unqualifi ed scientists. 
Yet even when a full- scale RCT is infeasible, it is still possible to perform 
some kind of randomization. For example, funders could devise a two- step 
approach in which applicants are fi rst screened to eliminate those that are 
below a baseline level of acceptable quality; funding could then be random-
ized within the set of remaining applicants.12 This would ensure a level of 
quality control while still enabling funders to better understand the impact 
of their programs.

In addition, there are often other naturally occurring “experiments” that 
allow researchers to assess the impact of  funding. For example, funding 
cutoff s—so- called pay lines—create opportunities to use a regression dis-
continuity design where one compares outcomes for those just above and 
just below the cutoff . The idea is that because their scores are actually quite 
close, these applicants are likely to be more similar to each other than the 
average funded applicant is to the average unfunded applicant. Therefore, 
diff erences in their outcomes can be attributed more readily to the grant. 
Azoulay et al. (2019b), Howell (2017), and Jacob and Lefgren (2011) are all 
examples of this type of analysis applied to grant funding.

When a fully randomized or “natural” experiment is not possible, an alter-
native approach is to collect basic data on the characteristics of applicants—
for instance, highest education, year of  graduation, undergraduate and 
graduate institution, prior funding history, and keywords describing pri-
mary fi elds of  research—and use the variables to make sure that one is 
comparing funded and unfunded scientists who look similar in terms of 
education, past research productivity, and other observable traits.

It is also important to consider the unit of analysis. An individual- level 
analysis typically yields an estimate of the average eff ect of being “treated” 
by funding, that is, the impact of funding for a typical scientist. Funders, 
however, may be interested in understanding their impact on a fi eld of 
research as a whole. In this view, it is not enough to compare treatment and 
control outcomes at the level of the individual scientist because two appli-
cants may have similar ideas. If  funding enables one scientist to publish her 
results ahead of another, that yields a big impact from the perspective of 
her individual output, but it may not yield as large an impact on her fi eld 
because that research idea would have been performed regardless. In order 
to assess the impact of funding on an entire area, one can still apply the 
same techniques as those described above, but focusing on fi elds rather than 
individuals as the unit of “treatment.” For example, if  one decides to focus 
funding on translational research in diabetes, one may compare the number 
of new clinical trials in diabetes to those in other, similar disease areas.

Finally, an informative program evaluation requires that funders collect 
information on research outcomes. While the overall desired impact of a 

12. Fang and Casadevall (2016) propose a modifi ed lottery scheme in this exact spirit.

 EBSCOhost - printed on 2/8/2023 7:51 PM via . All use subject to https://www.ebsco.com/terms-of-use



142    Pierre Azoulay and Danielle Li

program may be to improve life expectancy for patients with a particular 
health condition, the long lags involved, as well as the traceability challenges 
mentioned in the introduction, may make it infeasible to deploy metrics that 
are directly welfare relevant. In contrast, it may be easier to measure nar-
rower, or intermediate, outputs in the innovation process. Before discussing 
the merits of such “surrogate markers” for impact, it is worth remembering 
that the outcomes funders track invariably morph into the incentives scien-
tists face. Programs that only track publications (perhaps in “high- impact” 
journals) will provide recipients with an incentive to publish, but may not 
necessarily stir their interest in seeing their work translated or commercial-
ized. Conversely, funders who carefully tabulate their awardees’ patents may 
unwittingly lead them to patent unimportant work, as seems to have been 
the case with patent- promotion policies in China (Long and Wang 2019). 

The most common metrics used in funding- program evaluations include:

• Bibliometric Measures. These include publications, publications in top 
journals, or “blockbuster publications”—that is, those that receive cita-
tions above some absolute threshold (e.g., in the top 1 percent, given 
their vintage). While not a panacea, such metrics are correlated with 
subsequent breakthrough discoveries (Lawani and Bayer 1983). They 
should be considered a basic part of any impact evaluation, even if  they 
can appear far removed from the eff ect that funders wish to produce in 
their respective domains.13

• Commercial or Applied Impact. A weakness of publication- based mea-
sures is that they may fail to capture the impact of a scientist or research 
program outside academia. For mission- oriented organizations in par-
ticular, one may want to consider other metrics, such as patents gener-
ated (Goldstein and Kearney 2017), clinical trials initiated (Kolev et al. 
2019), or the incorporation of start- up fi rms with growth ambitions 
(Kearney 2020).

• Career Outcomes. Funders may be interested in supporting scientifi c 
training rather than specifi c projects, in which case impact assessments 
should include measures of career traction or infl uence—for example, 
job appointments and promotions, as well as the number and placement 
of students the researcher trains (Azoulay, Greenblatt, and Heggeness 
2020).

Jaff e (1998) provides a seven- point “wish list” for innovation metrics that 
science policy makers should have in mind when evaluating the impact of 
funding programs. First, metrics should have a high signal/noise ratio; sec-

13. A related point is that work on the development and validation of a citation- based metric 
has been a vibrant area of inquiry in the emerging “science of science” fi eld. Recent eff orts 
include attempts to distinguish “consolidating” from “disruptive” publications in science, using 
a combination of backward references and forward acknowledgments (Funk and Owen- Smith 
2017; Wu, Wang, and Evans 2019).
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ond, error in measurements should be uncorrelated with other phenomena 
of interest; third, the relationship between the proxy and the underlying 
phenomenon of interest should be linear, or at least of known functional 
form; fourth, the relationship between the proxy and the underlying con-
cept should be stable over time; fi fth, there should be stability across set-
tings (institutional, geographic) in the relationship between the proxy and 
the underlying concept; sixth, the metric should not be susceptible to easy 
manipulation or infl ation; seventh, it should be possible to consistently track 
the metric at diff erent levels of aggregation (geographic or institutional).

This list makes for sobering reading since it can be argued that most, if  not 
all, of the metrics used in program evaluations to date fall short in at least 
one respect. This suggests that funders should consider collecting informa-
tion for a battery of outcomes rather than a single proxy. We also note that 
the scientifi c enterprise tends to generate digital breadcrumbs that, when 
systematically collected and parsed, can help alleviate traceability challenges 
and narrow the gap between bibliometric data and welfare- relevant out-
comes. For instance, the wide availability of genetic sequence information 
as metadata attached to publications has made it possible for researchers to 
trace the impact of basic genetics research from the laboratory all the way 
to clinical trials, and the market availability of diagnostic tests (Kao 2020; 
Williams 2013).

In addition to impact evaluation, there could be signifi cant returns to 
examining design elements of the funding system. Is scientifi c funding more 
eff ective when it holds scientists accountable for the precise content of the 
investigations they proposed (as is the case for NIH and NSF), or when it 
gives them the fl exibility to alter the content of their research in the middle 
of a funding cycle (as is the case in the HHMI investigator program)? Should 
evaluator sentiment be averaged to generate priority scores, or can qua-
dratic voting approaches be used to incorporate the intensity and variance in 
evaluator sentiment when scoring proposals? Should young and established 
investigators’ proposals be evaluated in the same pool, or on separate tracks? 
These are empirical questions whose answers can only be provided through 
the careful design of tailored experiments.

Given the high potential returns to evaluation and experimentation, we 
end this section by pondering why the scientifi c community, funding agen-
cies, and nonprofi t foundations have been so reluctant to “turn the scientifi c 
method on themselves” (Azoulay 2012). Conservatism on the part of those 
benefi ting from the status quo certainly plays a role, but resistance to experi-
mentation does not only refl ect self- serving motives. First, there are objective 
obstacles to experimentation in this setting, namely, the long lags involved 
for welfare- relevant outcomes to be realized, and the scale required to power 
experiments in order to detect meaningful diff erences in a world where “tail” 
outcomes are inherently more informative than “average” outcomes.

Second, science policy makers might fear that the nuanced implications 
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from careful analysis could open the door to budgetary restrictions, whereas 
the emphasis on carefully cherry- picked anecdotes does not entail a similar 
degree of political risk. Paradoxically, the routinization of experimentation 
in scientifi c funding might require the imposition of a mandate from politi-
cal institutions.

4.5  Conclusion

The investigator- initiated scientifi c grant is an important metainstitu-
tion with distinctly American origins, and one of the touchstones of the 
US “National Innovation System” (Nelson 1993). Yet it would be surpris-
ing if  the initial design choices made by institutional entrepreneurs such 
as Vannevar Bush and C. James van Slyke in 1945 continued to provide a 
comprehensive blueprint for policy makers seeking to meet the challenges 
of scientifi c discovery in the 21st century.

While this chapter has attempted to grapple with some of the delicate 
trade- off s present in the design of science- funding institutions, we end the 
chapter by emphasizing a small number of core principles for policy makers.

First, though much of our discussion emphasizes the dangers of skewing 
the scientifi c agenda toward the short term, doing so may often be viewed 
by policy makers as a feature rather than a bug, especially in periods of cri-
sis such as wartime or global pandemics.14 As a consequence, a large share 
of grants often stipulate fairly specifi c aims that go well beyond curiosity- 
driven scientifi c exploration (as in the case of  SBIR grants). Our assess-
ment of the costs and benefi ts of grants relative to other instruments may 
not apply with the same force when the dividing line between “grants” and 
“contracts” becomes blurred in this way.

Second, there is great worth in maintaining a diversity of approaches to 
grant making. The analysis of grant systems should therefore be regarded as 
a portfolio evaluation problem. A crucial activity for science policy makers 
is therefore the identifi cation of gaps in the ecosystem of funding. Tradition-
ally, topic white space has been most salient, but we believe that it could be 
at least as productive to identify gaps with respect to risk orientation. As 
an example, at present neither the NIH nor the NSF has in its arsenal a 
mechanism providing grantees with a truly long- term horizon to plan their 
investigations (e.g., seven to ten years).15

14. Even outside these clear emergencies, the seeming inability of  grant mechanisms to 
“deliver goods quickly” is often deplored, for example by patient advocates and lobbying groups 
in the context of the NIH and the “war on cancer” (Rettig 1977).

15. Recently, the National Institute of  General Medical Science, the NIH’s component 
institute focused on “basic” biological research, initiated the R35 Maximizing Investigators’ 
Research Award, which is a step in this direction, though the time horizon of the award is only 
fi ve years.
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Third, in the nonprofi t and public sector alike, funders have proved sur-
prisingly reluctant to submit changes in the administration of their grants 
to rigorous evaluation. Nor do funders typically routinize the collection 
of outcome information regarding the applicants they did not choose to 
support. The lack of an experimental mindset partly explains why so many 
important questions regarding the design of grant systems remain without 
clear answers, and also why specifi c advice provided to policy makers must 
be tempered. Rather than chase the latest funding fad (e.g., “people not 
projects,” a modifi ed funding lottery, a “translational” institute, replacing 
grants with prizes, etc.), turning the scientifi c method on the funding pro-
cess could yield novel insights with the potential to accelerate scientifi c dis-
coveries (Azoulay 2012). Within this framework, federal funding agencies 
and philanthropic funders could encourage randomized experimentation of 
grant- making practices—whether they pertain to peer review, time horizon, 
or intellectual property policies—and carefully evaluate the results before 
adopting them at scale.

In sum, scientifi c grant funding is an important part of the policy toolkit 
for encouraging innovation, particularly in basic research. In this chapter, we 
have covered a range of examples—from the NIH to the NSF to the DoD to 
the DOE—of agencies that have used varying types of grant mechanisms to 
support both incremental and high- risk R&D. By adopting a more scientifi c 
approach to studying the grant- funding processes, policy makers can refi ne 
these tools to support new research challenges and needs.
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5.1  Introduction: Some Questions 

Innovative activity on the part of fi rms and individuals is viewed by most 
economists as a key driver of productivity and economic growth. However, 
there are good arguments that from a social welfare perspective innovation 
will be undersupplied by such market agents. One of  the ways in which 
policy makers hope to encourage innovative activity is via the treatment of 
such activity in the corporate tax system. The two key tax policies that bear 
directly on innovative activity are various tax credits and superdeductions 
for R&D expenses (cost reductions for an innovative input) and reduced 
taxes on profi ts from intellectual property (IP) income, commonly known 
as IP boxes.

This article reviews what we know about these two types of tax policy, one 
addressed to innovation input choice, and one based on innovation output. 
In the process I attempt to provide at least partial answers to the following 
questions:

1. How does taxation aff ect innovation?
2. Why are there special tax incentives for innovative activity?
3. What are the consequences of diff erent R&D design choices?
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4. Do patent boxes spur innovation?
5. How does the introduction of a tax measure in one jurisdiction aff ect 

other jurisdictions?

Before doing so, however, I highlight the broader topic of which the discus-
sion here is only a part. The impact of taxation on innovative activity goes 
beyond these targeted measures to encompass personal and corporate taxes 
imposed for other purposes. For an example, see Akcigit et al. (2018), who 
examine the relationship between patents and citation- weighted patents and 
the level of personal and corporate taxation at the US state level. They fi nd 
that higher taxes reduce the quantity, quality, and location of innovation 
as proxied by patent measures, both for individuals and even more strongly 
for fi rms.

This chapter focuses only on those tax instruments that directly target 
innovative activity, but it should be kept in mind that the broader tax envi-
ronment may also matter and may infl uence the effi  cacy of  innovation- 
related tax policies. The chapter is structured as follows: Section 5.2 defi nes 
innovative activities and discusses the rationale for their support. Sections 
5.3 and 5.4 provide a detailed examination of the policy design issues and 
practices associated with innovation tax incentives, including the current 
use of these policies around the world. I then summarize the evidence for 
their eff ectiveness in section 5.5. Section 5.6 focuses on the use of the R&D 
tax credit in the United States and how it might be designed in the future. 
Section 5.7 concludes and discusses some of the broader questions that arise 
from the review in the earlier sections.

5.2  Innovation Activity and the Rationale for Its Support

At least since the work of Arrow (1962) and Nelson (1959), economists 
have understood that innovative activity in the form of R&D is likely to gen-
erate unpriced spillovers to other fi rms and to the overall economy, implying 
that these resources may be undersupplied due to the (relative) ease of their 
imitation. Arrow also noted two additional factors that infl uence the supply 
of innovation: the associated risk and uncertainty that cannot be diversifi ed 
away or insured against, and asymmetric information/moral hazard prob-
lems when the innovator and his fi nancier are not the same. These features 
of R&D investment lead to a high cost of fi nancing, especially for new fi rms 
and small and medium- sized enterprises (SMEs).

However, R&D is only one component of innovative activity. When we 
look at the other components, it is less clear a priori that the spillovers will 
be as large, although this is an area about which we know relatively little 
empirically. The components of innovation spending by fi rms include the 
following:
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• Research (basic and applied)
• Development (including experimental research and design)
• Purchase of external IP. including patents, copyrights, trademarks, and 

technical know- how
• Purchase, installation, and use of technologically more advanced equip-

ment
• Software and database activities
• Training of employees in new processes or in supporting new products
• Marketing associated with the introduction of new or improved goods 

and services
• Costs of organizational innovation

The extent of  potential spillovers obviously varies across the type of 
spending, as does appropriability via IP protection or other means. A dis-
tinction that was highlighted long ago by Nelson (1959) and recently mod-
eled more explicitly by Akcigit, Hanley, and Serrano- Velarde (2013) is that 
between basic and applied R&D. The former is expected to have greater 
and less predictable spillovers than the latter, which would argue that it be 
targeted by R&D policy. It might also be argued that the returns from the 
purchase of new equipment as well as software and database development 
are largely internalized by the fi rm and therefore require less subsidy. How-
ever, the returns to training expense depend very much on both its specifi c 
(to the fi rm) nature and also on the degree to which employees are able to 
capture these returns in their wages in the future. The extent to which train-
ing employees raises the cost of wages because it increases the value of the 
employees’ outside options makes the allocation of the returns from such 
training between private and social more complex.

Beyond the usual market- failure arguments of government policy toward 
private innovation expenditure, it is important to note that there is another 
argument in favor of government policy toward research and innovation. 
This argument is the fact that the production of public goods (in the realms 
of health, environment, defense, etc.) may be greatly enhanced by research 
targeted toward them. This kind of research will be undersupplied for the 
usual reasons of lack of appropriability and risk, but is also directed toward 
goods which themselves can be undersupplied because of their nonrival and/
or nonexcludable nature. Economists sometimes refer to this as the double 
externality problem, especially in the context of environmental innovation.

5.3  Tax Policies for Innovation

If  we accept the rationale for the government role in encouraging innova-
tion, what policies are commonly used to this end? There are several, some 
of which take the form of increasing fi rm incentives, and some of which 
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involve direct spending by the government. The main diff erence between 
the two is that modifying the incentives for innovation generally leaves the 
direction of innovation in the hands of fi rms, while direct spending allows 
the government a larger role in choosing the projects that will be funded.

The potential incentive measures include reduced taxes, depending on the 
level of innovation inputs or outputs of the fi rm, as well as the granting of 
intellectual property rights (IPRs), such as patents on new inventions. Draw-
backs to these instruments are that the fi rm may choose privately profi table 
avenues of innovation that do not add much to social welfare. A leading 
example is the development of “me too” drugs, slightly improved versions 
of existing remedies that take a large market share and therefore profi ts from 
the drugs they displace, but provide only a small benefi t in terms of increases 
in consumer welfare. In the case of IPRs, there is an additional cost due to 
the creation of some ex post market power that may restrict output or raise 
the cost of follow- on innovation.

Direct spending by government consists of subsidies for R&D or inno-
vation, often targeted to a particular type of  fi rm or project, as well as 
government- performed R&D directed toward the public good (e.g., health 
research, defense, etc.). Targeted subsidies, especially those that choose spe-
cifi c projects to support, tend to have high administrative costs for evalu-
ation and auditing. Nevertheless, they are widely used around the world 
(EYGM 2017; Hall and Maffi  oli 2008). As Cohen and Noll (1991) point 
out, one drawback of these kinds of government projects is that political 
support arising from the benefi ciaries may make them diffi  cult to terminate 
when they are unsuccessful, especially if  they are large, create local employ-
ment, and require considerable investment before a path to success is seen. 
Nevertheless, one can also point to successful projects of this type, especially 
in the area of space exploration.

In this chapter I focus on tax- related incentive measures to encourage 
innovation. The next few sections discuss issues in the design of tax measures 
and the two commonly used tax incentives that directly target innovative 
activity: R&D tax credits and superdeductions, and IP boxes (reduced taxes 
on the profi ts from innovation).

5.3.1  Some Issues in Design

Before describing the most commonly used tax instruments, it is useful to 
review the features of these instruments that are more likely to make them 
eff ective at achieving their goals. First, is the policy instrument visible to the 
fi rm’s decision- makers? That is, given limited attention and bounded ratio-
nality, does it aff ect the company’s bottom line enough so that it becomes 
salient in decision- making? Related to this, are there signifi cant accounting 
and reporting costs required to make use of the instrument?

Second, does the time horizon of benefi ts match that of the subsidized 
investment? That is, does the instrument reduce cost or increase income in 
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the near term, when the fi rm may have losses due to investment spending? 
Third and related, is the system stable enough to allow forward planning by 
the fi rm regarding its investment strategy?

Fourth, does the instrument target activities with greater potential spill-
overs, such as basic research, standard setting, or spending at universities 
and nonprofi t research organizations, rather than incremental innovation 
of existing products in which a fi rm already has a strong market position? 
Also, given the evidence that SMEs face larger fi nancial constraints, does it 
target their activities?

Fifth, what is the appropriate level of  the tax subsidy? In principle, it 
should be designed to lower the cost of  private R&D capital to a level 
that induces the socially optimal level of  private R&D. What we usually 
observe is a diff erent quantity: the gap between the social and private rate 
of return to R&D. This is generally found to be quite large, but imprecisely 
determined (Hall, Mairesse, and Mohnen 2010; Lucking, Bloom, and Van 
Reenen 2019). One reason for the indeterminacy is that the social return to 
R&D is an unintended consequence of the individual fi rm’s decisions. That 
is, the fi rm attempts to set its expected return to some estimate of the cost 
of capital, whereas no such mechanism determines the social rate of return. 
At the macroeconomic level, Jones and Williams (1998) use an endogenous 
growth model to suggest that the optimal R&D investment level for the 
United States may be as high as four times the current level.

The problem of  determining the optimal subsidy using the estimated 
private and social returns to R&D is illustrated in fi gure 5.1, which presents 
a stylized version of the impact of a tax subsidy on R&D spending by the 
fi rm. The horizontal axis gives the level of R&D spending and the vertical 
axis its price in terms of cost of capital or rate of return. The fi rm’s return 

Fig. 5.1 Determining the optimal subsidy
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to R&D is assumed to slope downward, as does the return to society as a 
whole, but society’s return is higher because of spillovers. The cost of capital 
is assumed to increase with an increase in R&D, although this is not essential 
for the argument and it could be constant. What we usually observe in the 
various econometric studies of R&D returns is the gap between point A (the 
social returns to the fi rm’s choice of R&D) and point C (the private returns 
to R&D at the fi rm, chosen to be equal to the expected cost of capital). In 
order to move the fi rm’s R&D from the competitive level RC to the socially 
optimal level RS, the subsidy required is a reduction in cost from point S to 
point B, which is not necessarily of the same magnitude as A–C, unless the 
return lines are parallel.

Obviously, even this picture is oversimplifi ed. First, there is no reason to 
think that the ordering of R&D projects by rate of return is the same for 
private and social rates. That is, the social return curve may not be a simple 
downward- sloping curve when plotted against R&D spending ordered by 
the fi rm’s preferences. In addition, the magnitude of the spillover gap will 
vary by country, industry, and technology type. Attempts to take account 
of these factors in policy design will necessarily be fairly crude and are usu-
ally confi ned to attempts to distinguish basic from applied research and 
development.

A fi nal design question is whether the instrument is comparatively easy 
to audit. That is, do the tax authorities fi nd it straightforward to identify 
expenditure or income that is qualifi ed for the tax measure? This has proved 
to be diffi  cult for many governments (Cowx 2020; Guenther 2013, 2015) and 
also can discourage fi rms from using the measures (Appelt et al. 2016, 2019; 
Guenther 2015).

5.3.2  The Practice of Corporate Tax in the Innovation Area

A number of features in the corporate tax system can be seen to subsidize 
innovation. As mentioned, the most obvious are the widely used R&D tax 
credit or superdeduction, and the various IP boxes (reduced tax rates on 
income generated by intellectual property such as patents, design rights, 
copyright, and trademarks). Tax credits are a reduction in taxes that are 
based on a measure of R&D spending, whereas an R&D superdeduction 
allows for expensing of R&D at a rate higher than the 100 percent commonly 
used.1 In some cases these measures are targeted toward basic research, uni-
versity cooperation, and the use of public nonprofi t research organizations.

But there are other instruments that favor innovative activity. The fi rst 

1. The main diff erence between the two is that the superdeduction portion is reduced by one 
minus the corporate tax rate, whereas the credit does not depend on the level of the tax rate on 
corporate profi ts. If  the credit is recaptured, as has sometimes been the case, it will behave like 
a superdeduction, assuming the fi rm is profi table. In the case of a loss- making fi rm, the com-
parison between a credit and superdeduction will depend on the precise carryforward rules and 
the discount rate faced by the fi rm.
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and most important is the investment tax credit or accelerated depreciation, 
which reduces the cost of acquiring new equipment and IT. Surveys of inno-
vation spending based on the Oslo Manual (OECD/Eurostat 2018), such as 
those reported by Eurostat, show that in many countries the most important 
share of innovation spending is the acquisition of new equipment—that is, 
IT hardware and software related to innovation—rather than R&D spend-
ing (Eurostat 2020).

Another tax feature that may favor or disfavor innovative activity is the 
relative treatment of debt versus equity fi nance. If  debt is favored due to the 
tax deductibility of interest expense, the cost of intangible, nonsecurable 
fi nance is relatively more expensive than investment in tangible assets (Hall 
1992).

However, the most commonly used corporate tax instrument specifi cally 
targeted toward innovation is the R&D tax credit. Given that this instrument 
has been used at least since the 1980s in some countries, there is considerable 
experience with its design. The fi rst design problem is that basing a credit on 
the total R&D spending by a fi rm can be expensive, given the relative smooth-
ness of R&D spending within the fi rm. That is, most R&D will be done 
anyway, and it would be desirable only to subsidize an incremental amount. 
The diffi  culty is to measure that increment—that is, what would the fi rm 
have done in the absence of the tax credit? Using the fi rm’s own past history 
of spending has the negative eff ect of greatly reducing the nominal incentive 
off ered by the credit due to the impact an increase today has on the increment 
available in the future (fi gure 5.A.1 and Hall 1993). So although incremental 
schemes can be cheaper, they have been abandoned or greatly modifi ed over 
time by several countries (e.g., the United States and France).

A tax credit or superdeduction may not be useful unless there are taxes 
to be paid, so the better- designed instruments allow for loss carryforwards 
of the tax benefi ts, to reduce future taxes. This can be especially helpful for 
start- ups, although it still leaves them facing higher costs for their initial 
investments. Administratively, one way to handle this problem is that intro-
duced by the Netherlands: reduced social charges on science and engineering 
employment for R&D.2 This is an attractive design, as the audit cost is rela-
tively low, and it is immediately eff ective in reducing the fi rm’s costs, avoiding 
the carryforward problem. The downside is that it may be more complex to 
administer in the case of purchased external R&D. The eff ectiveness in this 
case will depend to some extent on whether the supplying fi rm passes the 
reduced cost of their R&D through to the buyer.

A second drawback to using a social charge reduction as an R&D incen-
tive is that in some countries the accounts for social security and retirement 
pensions are administered quite separately from the general government 

2. As discussed later in the chapter, the United States introduced a limited version of this 
instrument for small businesses in 2016.
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budget. It is not always easy to make up for reducing the social charges from 
the general government budget for administrative reasons and would require 
additional legislation.

Recently a number of countries have introduced so- called IP boxes, which 
permit considerably reduced corporate tax rates on income that is generated 
by a fi rm’s intellectual property such as patents, copyrights, designs, and 
trademarks. Such a tax instrument is often justifi ed as subsidy to or reward 
for innovative activity. However, the rationale is a bit more complex than 
that, as I describe in what follows.

In most developed economies, the share of company assets that is intan-
gible has grown in recent years to the point where it is larger than tangible 
assets in some fi rms (Corrado, Hulten, and Sichel 2009; R. E. Hall 2001; Lev 
2018). Many of these intangibles are in fact intellectual property, covered 
by some form of exclusivity right. Because intangibles do not necessarily 
have a physical location, it is fairly easy to move them to a low tax jurisdic-
tion, enabling lower tax obligations (Dischinger and Riedel 2011; Mutti and 
Grubert 2009). A common strategy is to pay royalties for the use of the IP 
to the low- tax country, creating income there, and cost in the source (high- 
tax) country, reducing the total taxes to be paid (Bartelsman and Beetsma 
2003). This strategy has not escaped the attention of tax authorities and 
governments, and in an eff ort to persuade the IP assets to stay home, it is 
appealing to off er lower tax rates on their income. Such a tax strategy on the 
part of governments also refl ects a view that encouraging IP asset creation 
and location in the country is likely to persuade fi rms to retain skilled jobs 
and R&D there.

The above argument implies that although the encouragement of innova-
tive activity and IP creation may be a motive for lowering taxes on IP income, 
countries are eff ectively forced to do this by the presence of many low- tax 
jurisdictions around the world into which such income could migrate.3 It 
is also worth noting that three of  the countries that have introduced IP 
boxes recently are Cyprus, Liechtenstein, and Malta, who presumably did 
so mainly to attract tax revenue rather than to discourage IP income from 
leaving.4

The design of IP boxes has proved even more challenging than the design 
of R&D tax credits. First, what IP should be covered? All the extant boxes 
include patent rights, but the other choices include trademarks, designs and 
models, copyrights (sometimes restricted to software), domain names, and 
trade secrets/know- how (Alstadsæter et al. 2018). From a spillover perspec-
tive, the rationale for subsidizing some of these alternative IPRs appears 

3. The well- known use of Ireland as an IP- related tax haven by Apple is only the tip of a very 
large iceberg (Ting 2014), although see Hines (2014) for a fact- based review of the evidence that 
suggests the problem may be less serious than is sometimes believed.

4. These three countries combined account for fewer than 0.2 percent of European patent 
applications. Author’s computations from European Patent Offi  ce (2019).
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questionable. For example, trademarks are traditionally used for consumer 
protection purposes, but also to secure and maintain some degree of pric-
ing power by preventing imitation. A similar argument applies to domain 
names. In the case of trade secrets or know- how, it is unclear how one could 
even measure the associated income.

Second, how is IP income to be measured and expenses to be allocated 
between IP and non- IP activities? Third, is acquired or existing IP to be 
covered, or only IP newly developed in the country in question? This lat-
ter feature has now been to some extent standardized in the Organisation 
for Economic Co- operation and Development (OECD) and EU economies 
by the nexus principle of the base erosion and profi t- shifting (BEPS) rules 
(OECD 2015).5 Fourth, should any tax benefi ts for the R&D associated 
with the patent be recaptured, to avoid too generous an incentive? In prac-
tice, diff erent countries have reached diff erent answers to these questions, so 
there is a wide variation around the world in implementation of patent boxes 
(Alstadsæder et al. 2018; Gaessler, Hall, and Harhoff  2021).

5.3.3  Comparing R&D Tax Incentives and Patent Boxes

What is the diff erence between these two tax incentives, and should we 
prefer one over the other? There are two obvious diff erences. First, R&D 
tax credits do not cover innovation that is not generated via R&D, and pat-
ent boxes do not cover nonpatentable innovation. Second, R&D tax incen-
tives directly target an input to innovation that is under control of the fi rm, 
whereas patent boxes target an output, which may be aff ected by and indeed 
largely due to external causes and “luck.” Obviously, in an expectational 
sense, the availability of lower taxes on patent income feeds back into the 
fi rm’s decision- making process, but it seems rather indirect compared to a 
subsidy of an innovation input. In addition, tax benefi ts ex post (in some 
cases many years ex post) do not really help with the immediate problem of 
fi nancing the investment.

Besides the fact that R&D tax credits are directly related to the fi rm’s 
decisions on the cost and location of innovative activity, there are a number 
of other reasons that they diff er from patent boxes. Patent boxes target the 
most appropriable part of innovation, which are the innovative activities 
that already receive a reward via the exclusivity of the patent. They also eff ec-
tively subsidize patent assertion, some of which is “patent trolling” because 
all the income of fi rms that specialize in patent litigation and enforcement 
is patent income.6 Relatedly, they provide an additional incentive to renew 
patents that might otherwise be abandoned, thus extending potential mar-

5. The nexus approach requires a link between the income benefi ting from the IP regime 
and the extent to which the taxpayer has undertaken the underlying R&D that generated the 
IP asset (OECD 2015).

6. The defi nition of a patent troll is controversial, but it generally means an entity that spe-
cializes in asserting patents against producers in situations where the legal costs are so high 
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ket power and raising search costs for inventors. Depending on the precise 
design of the patent box (gross income versus net income), they may provide 
an incentive to choose projects with high expenditure unrelated to R&D, 
since the size of the non- R&D budget will aff ect the amount claimed as a 
tax reduction.

IP boxes are more likely to face much higher audit cost than the R&D tax 
credit, which is already one of the most contentious areas of tax compli-
ance (Sullivan 2015; US Congress Joint Economic Committee 2016). The 
tax reduction claimed depends on the allocation of a company’s income 
and expense between its IP and non- IP assets, something that is rife with 
diffi  culty given complementarity. This fact is probably one of the reasons 
that some countries have chosen to use a gross income defi nition for patent 
income.

Before leaving this review of R&D tax credits versus patent boxes, it is 
useful to consider the recent EU proposal for a common corporate tax base 
in Europe, which includes a superdeduction of 150 percent, to replace pat-
ent boxes and existing R&D tax credit schemes (d’Andria, Dimitrios, and 
Agnieszka 2018). It is worth pointing out that the eff ectiveness of this instru-
ment depends on the corporate tax rate. Warda (2001) defi ned the B- index as 
the marginal pretax profi t a company needs to generate to break even when 
spending one unit on R&D. This index is equal to one when there is no spe-
cial tax treatment for R&D. Figure 5.2 shows the B- index as a function of the 
corporate tax rate (from 0 to 0.4) for two diff erent proposed superdeductions 
(150 percent and 200 percent).7 The reduction in R&D cost is clearly much 

that the fi rm will reach a fi nancial settlement with the troll rather than defend itself, even if  it 
believes that the patent is invalid or is not infringed.

7. See the appendix and Warda (2001) or OECD (2019b) for the derivation and detailed 
defi nition of the B- index.

Fig. 5.2 B- index for R&D deduction versus corporate tax rate
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higher for higher corporate tax rates than for lower—something to keep in 
mind when setting the level of the superdeduction.

5.4  The Facts

In this section of the chapter, I briefl y summarize the current use (as of 
2019) around the world of  the two main innovation- related tax policies: 
R&D tax credits and superdeductions, and the patent box. For more detailed 
information on these instruments, see EYGM (2017), Lester and Warda 
(2018), and OECD (2019b).

5.4.1  R&D Tax Credits

From its beginnings in the 1970s and 1980s in the United States and 
Canada, this policy instrument is now very widely used. In 2000, 19 coun-
tries currently in the OECD provided some form of tax relief, as compared 
to 2018, when 32 out of 36 OECD countries, along with Brazil, China, and 
Russia, did. The latest fi gures given in EYGM (2017) suggest that 42 coun-
tries worldwide have some kind of tax scheme that reduces the cost of doing 
R&D. Implementation of these schemes varies widely across countries in a 
number of dimensions:

• Whether the scheme is a credit against taxes or a superdeduction 
(>100 percent) of R&D expense, or even a reduction in social charges 
for R&D employees

• The size of the credit or deduction
• Whether it is an incremental versus a level credit
• Whether or not SMEs are treated more favorably
• Details of the expense allowed
• Whether unused credits can be carried forward to be used when the fi rm 

is profi table

Comparing the tax credit policies across countries is usually done by 
computing the user cost of R&D capital, taking into account its tax treat-
ment (R. E. Hall and Jorgenson 1967), or by computing the B- index, defi ned 
above. In general, these measures are computed for a profi table fi rm that 
increases its R&D in a single year. However, the OECD has recently devel-
oped a database of the eff ective subsidy rate from R&D tax incentives that 
is available on its website (OECD 2019b), covering the years 2000 through 
2018. This database provides separate estimates for profi table and loss- 
making fi rms, as well as for SMEs if  they face diff erent tax treatment. In 
general, loss- making fi rms receive a slightly smaller subsidy and SMEs a 
slightly larger subsidy (see also Lester and Warda 2018).

Figure 5.3 shows the countries that off er some form of R&D tax relief  
in 2017, distinguishing between those administered via the corporate prof-
its tax and those that also include a reduction in social charges on R&D 
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employees. In the appendix I present fi gures that show the pattern of the 
R&D tax subsidies over time, based on the OECD (2019b) data.

5.4.2  IP Boxes

At the time of  writing, 22 countries have introduced some kind of  IP 
box, most of them in Europe. Tables comparting the various IP boxes can 
be found in Alstadsæder et al. (2018) and Evers, Miller, and Spengel (2015).

As in the case of R&D tax schemes, there is a wide variation in the rules 
surrounding IP boxes across countries:

• Variations in IP covered (sometimes even informal IP)
• Variations in the treatment of income and expense; reduced tax rate on 

gross IP income in some countries, rather than net IP income
• Recapture of past R&D expense deductions in some cases
• Rules on whether purchased or preexisting IP is eligible, or whether 

further development of the income- generating product in the relevant 
country is necessary (modifi ed by BEPS, as described in section 5.3.2)

• Whether use is aff ected by controlled foreign corporation (CFC) rules8

Figure 5.4 shows the countries that have introduced a patent box as of 
2019, many of them quite recently. Almost all are in Europe, mostly in West-

8. CFC rules specify that if  a company in a tax haven is controlled from the home country, 
taxes are imposed on income received in the low- tax country at the domestic rate. However, 
the European Court of Justice has limited the application of CFC rules within the European 
Economic Area, so they do not aff ect patent transfers to patent box countries within the EU 
(Bräutigam, Spengel, and Steiff  2017). See also Deloitte Consulting (2014).

Fig. 5.3 Countries with R&D tax relief
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ern Europe. The only exceptions to this are Israel, India, Japan, and Tur-
key (not shown on the graph). Note also that several very small European 
countries with relatively little innovative activity have introduced a patent 
box but are not visible on the graph: Andorra, Liechtenstein, Malta, and 
San Marino.

5.5  Recent Research on Innovation Tax Policy Evaluation

5.5.1  R&D Tax Credit Evaluation

Evaluating the R&D tax credit involves at least three questions: (1) Does 
the credit increase business R&D as intended? (2) Do private rates of return 
to R&D decline, as they should, since the eff ect of the tax credit is to lower 
the cost of capital? (3) Do other fi rms receive increased R&D spillovers as a 
result of higher spending from the credit? The fi rst has been very well studied 
and I summarize the results here. The second is often misinterpreted, with 
policy makers looking for high private returns from subsidized R&D, rather 
than the relatively low returns that would be expected if  the eff ect of the tax 
credit is to lower the cost and therefore the required rate of return to R&D. 
The third question is the most important but also the most diffi  cult, and 
there are few if  any studies that look specifi cally at this question, although 
there are many studies of R&D spillovers more broadly (Hall, Mairesse, 
and Mohnen 2010).

Fig. 5.4 Countries with a patent box in 2019
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Since the early and somewhat skeptical work of Mansfi eld (1984, 1986), 
evidence on the eff ectiveness of R&D tax credits has accumulated to show 
that they are generally eff ective at increasing business R&D, with a price 
elasticity of minus one or higher (Hall and Van Reenen, 2000). Such a result 
generally passes the simple cost- benefi t test when compared with direct 
funding of R&D projects. Simulation evidence such as that reported in Hall 
(1993) and Mulkay and Mairesse (2013) has shown that the increase in R&D 
spending approximately balances or even exceeds the lost tax revenue.

Recent research generally confi rms the evidence surveyed in Hall and Van 
Reenen (2000). For example, Chang (2018) uses US state- level data instru-
mented by federal tax changes to fi nd elasticities of R&D to its tax- adjusted 
price of –2.8 to –3.8. Mulkay and Mairesse (2013) use the 2008 tax changes 
in France to fi nd a price elasticity of –0.4 or higher, and Dechezleprêtre et al. 
(2016) use a regression discontinuity approach to fi nd an elasticity of –2.6 
for SMEs in the UK. Similarly, Agrawal, Rosell, and Simcoe (2020) use a 
diff erence- in- diff erence analysis of a change in the eligibility of Canadian 
small fi rms for the credit to fi nd estimated elasticities well within the range of 
previous work. They also show a larger eff ect for fi rms that received the tax 
credit as refunds due to a lack of tax liability. Guceri and Liu (2019) use simi-
lar data with an exogenous shift in eligibility thresholds to fi nd an elasticity 
of –1.6. See also Acconcia and Cantabene (2017) for a study of the impact 
of Italian R&D tax credits on fi nancially constrained and unconstrained 
fi rms. Blandinieres, Steinbrenner, and Weiss (2020) provide a metaregression 
analysis of the various estimates of the tax- adjusted price elasticity of R&D, 
and generally center on –1 as the consensus estimate.

One problem that is particularly important for the analyses of US data is 
that of obtaining the appropriate measure of research and experimentation 
(R&E) expenses incurred by the fi rm. The legislation defi nes the expense eli-
gible for the credit as research and experimentation excluding routine devel-
opment. However, the only publicly available data on research at the fi rm 
level is that reported in the 10- K fi lings at the US Securities and Exchange 
Commission and available to researchers via Standard and Poor’s Compu-
stat. This defi nition of R&D is broader than the defi nition eligible for the 
credit. Because almost all the few studies that use the actual US IRS data 
on R&E expense claimed do not match these data to the 10- K data at the 
fi rm level, we have only an approximate idea of the diff erence between the 
two numbers (Altshuler 1989; Cowx 2020).

Rao (2016) compares the actual R&E expense claimed and reported to 
the tax authorities to the R&D reported on the 10- K for a sample of about 
60 fi rms between 1981 and 1991, fi nding substantial discrepancies.9 Using 

9. The qualifi ed research expenditures (QREs) for the tax credit average 37 percent of 
10- K- reported R&D for these fi rms (Rao, private communication, April 2020). However, 
these numbers are also confounded by another source of discrepancy: the tax credit R&D is 
domestic only, whereas the R&D on the 10- K is worldwide. The fi rms in question are largely 
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the actual R&E expense and controlling for endogeneity in the relation-
ship between the tax price and R&E, she fi nds a tax price elasticity of –1.6, 
which is very similar to those found using the public R&D data. This result 
does raise a further question about the R&D production function, because 
it suggests that the disallowed portion of the R&D is complementary to 
the eligible R&E expense. This in turn justifi es the restricted defi nition as 
lowering the cost of the tax instrument (except for the increased audit cost) 
while not reducing its impact.

Cowx (2020) studies the impact of R&D tax credit uncertainty on the 
level of R&D. She fi nds that a higher IRS audit risk is associated with lower 
levels of R&D, especially for more fi nancially constrained fi rms and those 
with lower- quality information environments for tracking QRE expense. 
These eff ects presumably dampen the eff ectiveness of the credit and make 
the strong fi ndings of an impact in the literature more surprising.

Two recent studies have examined spillovers from tax credit–induced 
R&D. The fi rst is the previously mentioned Dechezleprêtre et al. (2016). 
Following on Bloom, Schankerman, and Van Reenen (2013), they measure 
the technological closeness between fi rms using patent data, and show that 
increases in R&D (due to changes in eligibility for the tax credit) in one fi rm 
increases the patenting in fi rms that are technologically close to that fi rm. 
Aggregating over all such fi rms, they fi nd that patenting overall increases 
1.7 times the direct impact on the targeted fi rm. Interestingly, they fi nd no 
such impact (positive or negative) for fi rms that are close in product market 
space. The implication of their work is that tax- induced increases in R&D 
do indeed generate technological spillovers that are fairly large in magnitude.

Balsmeier et al. (2020) base their study on the California R&D tax credit 
that was introduced in 1987. They fi nd the usual increase in R&D and pat-
enting in response to the credit. However, in contrast to Dechezleprêtre et al. 
(2016), in their data when fi rms are close in technology space, competitors’ 
market value reacts negatively to the increase. They also fi nd that there is 
a general tendency for fi rms to pursue existing lines of research with the 
increased R&D rather than striking out in new directions. One major dif-
ference from the Dechezleprêtre et al. study is the sample: here fi rms of all 
sizes are examined, rather than only SMEs, which may help to explain some 
of the diff erences in the fi ndings.

There is one further impact of changes in the tax treatment of R&D that 
should be considered: the possibility that rapid changes in the tax price of 
R&D may have the eff ect of increasing its cost rather than its quantity. This 
is because the supply of scientists and engineers is fairly inelastic in the short 
run, since it takes time to produce them. In that setting one might expect the 

multinational enterprises (MNEs), so there will be a fair amount of R&D done outside the 
United States in their numbers. Thus the true fraction of domestic R&D that is QRE will be 
somewhat higher.

 EBSCOhost - printed on 2/8/2023 7:51 PM via . All use subject to https://www.ebsco.com/terms-of-use



166    Bronwyn H. Hall

wages of existing R&D workers to increase in response to greater demand. 
This is what Goolsbee (1998) found for the United States, measuring a wage 
elasticity of about 0.3 with respect to R&D. Using data on 15 OECD econo-
mies, Wolff  and Reinthaler (2008) fi nd an upper bound to the long- run wage 
elasticity of 0.2, while Lokshin and Mohnen (2013) found a similar positive 
elasticity of about 0.2 for the Netherlands. Note that if  the overall impact of 
the tax credit is unity, these fi ndings suggest that the majority of the impact 
does go to the quantity of R&D, rather than the price.

5.5.2  R&D Tax Price as an Instrument for R&D

As argued in the introduction, the primary goal of  tax policy toward 
innovation is increases in productivity and economic growth, via subsidies 
to innovative activity. Evaluating the success of these policies involves fi rst 
asking whether they increase innovative activity, as discussed above, and 
second whether the increase leads to higher productivity at the fi rm level, 
greater spillovers to other fi rms, and ultimately higher economic growth. In 
the case of R&D or other investment policies, it is tempting to use the tax 
price of the investment as an instrument for the investment in a productiv-
ity or growth equation. Here I consider whether this procedure is justifi ed.

My focus is on R&D investment, but much of the discussion applies to 
other forms of investment policy. There are two considerations that make 
instrumenting R&D by its tax price problematic: (1) the usual question of 
whether the instrument is a valid instrument and (2) the fact that R&D is 
an investment. That is, the problem is inherently dynamic. If  the tax price 
is lowered in the current year, it is expected to increase current R&D invest-
ment, and possibly future R&D investment, assuming the tax change is 
quasi- permanent. However, it will do nothing for the past knowledge or 
R&D stock, which is the relevant driver of productivity and performance. 
This does not invalidate the instrument, but it weakens its power. Attempt-
ing to unpack the contribution of diff erent lags of R&D (in order to use 
varying tax prices as instruments) in this kind of equation has long been 
shown to be extremely diffi  cult due to the high serial correlation of R&D 
over time within fi rm, sector, or country.

The validity of the tax price as an instrument using the two requirements 
of correlation with the R&D choice and lack of correlation with the distur-
bance in the productivity or growth equation depends to some extent on the 
level of aggregation. For fi rms, if  the future tax price depends on the current 
level of R&D investment, as it has done in some countries at some times, the 
tax price is presumably endogenous to the current output, given the current 
output infl uence on the future R&D- output profi le of the fi rm. This is less 
of a worry if  the tax price is the same regardless of the fi rm’s current and 
future tax positions, although in this case there will be limited variability 
across fi rms for identifi cation. Quasi- natural experiments involving eligibil-
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ity changes such as those in Dechezleprêtre et al. (2016) and Agrawal, Rosell, 
and Simcoe (2020) are the solution in this case.

For investigation of  the relation between R&D tax policy and growth 
at the country level, things are much more problematic. Low productivity 
growth or low R&D spending is arguably a driver of the introduction and 
strengthening of  R&D tax incentives. For the 20 countries shown in the 
appendix, in recent years the raw correlation between the tax price of R&D 
and the country’s R&D intensity is not negative, as expected, but positive 
and equal to 0.38, lending support to this view. Controlling for the country’s 
mean of R&D intensity over time weakens the positive correlation some-
what, but it is still signifi cantly positive. In any case, fi xed eff ect estimation of 
that kind is inappropriate if  our interest is in the impact of R&D tax credits 
on R&D and performance. Therefore, use of tax price as an instrument for 
R&D in this context requires a more careful dynamic model to control for 
the past history of R&D and its cost.

5.5.3  Patent Boxes

The evaluation of the eff ectiveness of patent boxes depends somewhat on 
what they are trying to achieve. Does their implementation aim to prevent 
taxable income from migrating to low- tax countries, or to encourage the 
production of knowledge and intangible assets within a country? In addi-
tion, some have questioned whether the presence of a patent box induces 
the transfer of patent ownership to a country without any positive benefi ts 
for the economy other than the taxation (at a low rate) of some additional 
corporate income.

A number of studies have been conducted on the patent box, looking at 
diff erent aspects of these questions. In practice, the variation in patent box 
features across countries and the limited number of countries in which they 
had been introduced until recently mean that the use of the patent box as a 
“natural experiment” produces somewhat imprecise and sometimes confl ict-
ing results. Accounting for all the features leaves little variation for identi-
fi cation of their eff ect. In addition, it has always been possible to transfer 
patent income to a low- tax jurisdiction even without a patent box, so one 
might expect that the additional patent transfer induced by the patent box 
would be small (Bartelsman and Beetsma 2003).

Gaessler, Hall, and Harhoff  (2021) survey the research that looks at the 
eff ect of introducing a patent box on patent transfer to and from a country. 
We then investigate the question using our own data and several features of 
the patent box, examining both the incentive to transfer patents to a patent 
box country and the impact on patentable invention and R&D in the coun-
try. We are able to extend the analysis to 2016, by which time 17 countries 
had a patent box in place for at least two years.

Our review of  the literature fi nds a large number of  studies that have 
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looked at the relationship between taxation and patenting, a subset of which 
have examined patent boxes and the location of patents. Almost none have 
examined other impacts of the patent box. In general, the level of corporate 
taxes appears to reduce the incentive to locate patents in a country, consis-
tent with what Akcigit et al. (2018) found for US state data (Boehm et al. 
2015; Griffi  th, Miller, and O’Connell 2014; Karkinsky and Riedel 2012).

The evidence on patent location and ownership transfer in response to 
the introduction of a patent box has been studied by a number of other 
researchers (Alstadsæter et al. 2018; Bösenberg and Egger 2017; Bradley, 
Dauchy, and Robinson 2015; Ciaramella 2017). In general, both location and 
transfer respond to lower tax rates on patent income, although the studies 
vary considerably in their approach: observation at patent, country, or fi rm 
level; the set of patents observed (pre- grant only or including postgrant); 
whether initial location or transfer is examined. Because of this variability, 
it is diffi  cult to extract the precise magnitude of the impact from the various 
estimates. Gaessler, Hall, and Harhoff  (2021) fi nd that the transfer impact 
is modest: if  the diff erence between the corporate tax rate and the patent 
income tax rate in the potential recipient country falls by 10 percent, that 
leads to an 18 percent increase in patent transfers over the next three years, 
with most of the impact coming in the fi nal year. However, like Alstadsæter 
et al. (2018) and Bradley, Dauchy, and Robinson (2015), we fi nd that if  there 
is a further development requirement for existing patents and those acquired 
from abroad, the impact disappears. As the nexus requirement of BEPS has 
eliminated the ability to simply benefi t from transferring patents, we would 
expect the patent box impact on transfer to disappear in the future.

An interesting fi nding in Gaessler, Hall, and Harhoff  is that patent owner-
ship transfer is signifi cantly discouraged by the size of the patent income tax 
rate in the sending company; there is an 18 percent reduction in transfer if  
the tax rate on patent income changes by 10 percent. This result is entirely 
consistent with the view that patent boxes are introduced in order to keep 
patent ownership and related activities in the country, rather than primarily 
to attract new patents.

Does the presence of a patent box increase patentable invention in a coun-
try? This is diffi  cult to see in the aggregate data because all countries have 
an upward trend in patenting during the period. To examine this question, 
Gaessler, Hall, and Harhoff  estimated regressions for the log of European 
patent (EP) fi lings in a country- year on the patent box rate, corporate tax 
rate, log population, log GDP per capita, log R&D per GDP, and country 
and year dummies, and found an insignifi cant impact of the patent box on 
patented invention. We also found similar insignifi cant results for the level of 
business R&D spending in the country. If  there is no requirement for further 
development of the transferred patents, both patented invention and busi-
ness R&D in the country actually decline signifi cantly. That is, with a further 
development requirement on the use of the patent to reduce taxes, there is no 
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impact on domestic patented invention or R&D. Once that requirement is 
in place (as required by the nexus principle), there seems to be a disincentive 
for domestic innovation. We caution, however, that sample sizes are small 
given the limited number of countries under investigation.

The only other paper to look at the impact of the patent box on R&D is 
that by Mohnen, Vankan, and Verspagen (2017), who fi nd an increase in 
R&D person- hours in response to the patent box in the Netherlands. This 
may refl ect the diff erence in the way the patent box (which is actually an 
innovation box) is administered in that country, as it has covered nonpatent-
able R&D since 2010.

Summarizing the results from these studies, I conclude fi rst that patent 
boxes reduce patent ownership transfers from the country introducing them. 
They also induce some transfers to the country, but only if  income from 
existing and/or acquired patents without development condition is covered. 
In addition, others have found that CFC rules do reduce patent ownership 
transfer by multinationals. More valuable patents by the usual metrics are 
the ones transferred, confi rming the relationship of patent value metrics 
to the income generated by the related invention/innovation (Alstadsæter 
et al. 2018; Dudar, Spengel, and Voget 2015; Gaessler, Hall, and Harhoff  
2021). However, there is little evidence that the introduction of  a patent 
box increases either patentable invention or R&D investment in a country, 
controlling for country characteristics and overall time trends.

5.6  The R&D Tax Credit in the United States

5.6.1  History and Current Status

In the United States, the R&D tax credit (properly called the Research 
and Experimentation Tax Credit) has a long and varied history. It was fi rst 
introduced in 1981 as an incremental credit, and it did not take long for 
economists to point out that the design was fl awed, in that forward- looking 
fi rms would perceive an eff ective rate of the credit that was substantially 
lower than the statutory rate (table 5.A.1; Altshuler 1989; Eisner, Albert, and 
Sullivan 1986). In response, in 1990, the rolling base amount for the incre-
mental credit was switched to a fi xed base, determined by the 1984–1988 
R&D- to- sales ratio times the current sales. This base is still in use, although 
it is obviously becoming more and more irrelevant as time passes.

Since its inception, R&D spending eligible for the credit has been restricted 
to QREs, which are typically about 65–75 percent of total R&D, although 
Rao (2016) uses a small sample of fi rms from the Statistics of Income data to 
report that QREs are only 37 percent of total R&D.10 This is for two reasons: 

10. In Rao’s case the denominator of this percentage also accounts for R&D performed out-
side the United States, which is ineligible for the credit. This explains why her number is lower.
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the desire to target expenditures that are more likely to generate spillovers, 
and to reduce the cost to the government of the tax credit. The defi nition 
of “qualifi ed research” is research relying on a hard science that is intended 
to resolve technological uncertainty related to development of a new or 
improved business component, product, process, internal- use computer soft-
ware, technique, formula, or invention to be sold or used in the taxpayer’s 
trade or business. The emphasis in the defi nition is on the need for testing 
to resolve uncertainty and the use of engineering, computing, biological, or 
physical science. If  the research passes this test, QREs are defi ned as follows:

• Wages paid to employees for qualifi ed services (in practice, 69 percent 
of spending; US Congress, Offi  ce of Technology Assessment 1995)

• Supplies, excluding land or depreciable tangible property used in the 
R&D process (about 15 percent)

• 65 percent of contract research expenses paid to a third party perform-
ing qualifi ed research, regardless of success (about 16 percent)

The main exclusions here are therefore capital spending for R&D (which is 
typically about 10 percent of its cost) as well as some end- stage development 
and social science research for marketing or other purposes. The extent to 
which development involves the resolution of uncertainty is the main area 
of auditing contention.

The US R&E tax credit has been continuously renewed, extended, and 
expanded at least 16 times since its introduction, with the exception of a 
one- year lapse between July 1995 and June 1996. As of July 1996, the credit 
has generally been computed based on the following formula:

20%  × (Qualifi ed Research Expenses less Base Amount) + 20% 

× (Basic Research Payments)

The base amount equals the fi xed- base percentage multiplied by the tax-
payer’s average annual gross receipts for the preceding four tax years. The 
base amount cannot be less than 50 percent of the taxpayer’s QREs for the 
current tax year. The fi xed- base percentage represents the ratio of the tax-
payer’s QREs for the base period of 1984 through 1988 to gross receipts for 
the same period. When introduced in 1996, the fi xed- base percentage could 
not exceed 16 percent; currently the limit on the base amount is 50 percent 
of total R&D. For start- up companies (as specially defi ned for the credit), 
the fi xed- base percentage is generally 3 percent, but gradually shifting to a 
base determined by the fi fth to tenth year of the startup. All of these fi gures 
must be adjusted in the case of acquisition or disposition, and are subject to 
recapture by the corporate tax rate, reducing their level. They are also subject 
to the alternative minimum tax (AMT). Finally, basic research payments are 
those made to a university or nonprofi t organization on a contract basis.
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Eff ective with the PATH (Protecting Americans from Tax Hikes) Act of 
2015, the R&D tax credit was made permanent rather than temporary. In 
addition, two exceptions to the exclusion of the R&E credit from off setting 
AMT liability were made: (1) small businesses with gross receipts less than 
$50 million averaged over the past three years are excepted and (2) small 
businesses may claim up to $250,000 of R&E tax credit as a payroll tax credit 
against the employer share of Old- Age, Survivors, and Disability Insurance 
taxes. The current system contains two options for computing the credit, 
which diff er in the defi nition of the base amount: (1) regular, defi ned as a 
fi xed base equal to the average gross receipts over the preceding four years 
times the ratio of  research expenses to gross receipts for the 1984–1988 
period; and (2) alternative simplifi ed credit (ASC), a fi xed base defi ned as 
50 percent of the average QRE for the three preceding tax years. The statu-
tory credit rate for the regular credit is 20 percent, while that for the ASC is 
14 percent. There is also a two- year carryback and a 20 year carryforward 
of the credit available for fi rms without taxes in the current year.

It is helpful to illustrate the complexity of the R&E tax credit computa-
tion via a few hypothetical scenarios. I present three here: (1) the regular 
credit, (2) the ASC, and (3) the special provisions for start- ups. All three 
examples avoid the complications induced by carryforwards in the case 
of losses and the ceilings on the amount that can be claimed. The regular 
credit presumes that the fi rm existed in a similar form during the 1984–1988 
period. An example of  a fi rm that can benefi t from the regular credit is 
the following: Assume the total QRE- to- sales ratio in 1984–1988 is 8 per-
cent, and the fi rm spends $0.9 billion out of sales of $10 billion (9 percent 
QRE intensity) during a subsequent year. The fi xed base for the regular 
credit will be $0.8 billion = .08 ∗ 10 billion, and the available credit will be 
0.20 ∗ (0.9–0.8) = $20 million. If  we assume that QRE and sales are roughly 
constant for three years prior to the year of interest, the ASC for the fi rm 
will be zero, because the fi xed base will be the same as the current R&D. So 
fi rms that are relatively stable but show some growth in QRE between the 
1980s and the present will prefer the regular credit. Obviously, this will be a 
shrinking percentage of the fi rms as time passes, both because of fi rm exit 
and because the fi rm’s profi le in the late 1980s will become less relevant to 
its present spending.

The ASC computation is more likely to benefi t fi rms whose sales are grow-
ing, but whose QRE intensity has remained the same or declined over time. It 
is also available to a larger number of fi rms, because it does not require data 
from the 1980s. For example, consider a fi rm whose sales over fi ve years are 
50, 55, 60, 65, and 70, and whose QRE intensity is 0.05 over the same period. 
The fi xed bases in the fi nal two years will be 2.75 and 3, implying credits of 
0.14 ∗ (3.25–2.75) = 0.07 and 0.14 ∗ (3.5–3.0) = 0.07 respectively. Assuming 
either that the fi rm did not exist in 1984–1988 or that its QRE intensity was 
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higher than 0.05 during that period, in this example the fi rm will choose the 
ASC, because the regular credit would yield zero.11

Some start- up fi rm scenarios are shown in fi gure 5.A.3. For its fi rst 
10 years, a start- up fi rm will follow a relatively complex set of computa-
tions that are designed to transit the fi rm from a fi xed- base percentage of 
3 percent to one that is more refl ective of the particular fi rm’s circumstances. 
The result is some fairly extreme heterogeneity, depending on the particular 
pattern of QRE and sales growth in the fi rm. For a stylized R&D- intensive 
startup (Scenario 4) with high QRE intensity in the fi rst three years and 
steady sales growth, the average credit is about 12 percent of QRE in the 
fi rst six years, declining to 2 percent by year 11. The marginal credit shows 
a similar pattern (see the appendix for details).

Figure 5.5 shows the actual evolution of the use of the diff erent methods 
of computing the R&D credit between 2001 and 2014; unfortunately the 
Statistics of  Income (SOI) detail is not available on the website prior to 
2001 or post 2014. The fi gure shows that the amount devoted to the credit 
doubled between 2006 and 2012, and that the ASC accounts for an increas-

11. This analysis ignores the impact of  the increased QRE in the current period on the 
amount of credit available in the future. That impact will reduce the total value of the credit, 
but not to zero, so the ASC will still be preferred to the regular credit.

Fig. 5.5 Total R&E credit claimed on IRS Form 6765 ($millions)
Source: US Department of Treasury Statistics of  Income (SOI), https:// www .irs .gov / statistics 
/soi -  tax -  stats -  corporation -  research -  credit.
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ing share of the credits claimed, as expected. The small amount claimed 
under the alternative incremental credit (AIC, described in the appendix) 
before its elimination in 2009 perhaps accounts for its discontinuation in 
favor of the ASC. The fi gure also shows the so- called pass- through amounts 
of the credit, which are those claimed by S corporations, partnerships, and 
Schedule C sole proprietorships; they are a very small percentage of the total 
throughout the period.

Several factors make the R&E credit rate actually experienced by the 
fi rm considerably less than the statutory rate of 20 or 14 percent. Table 5.1 
presents some computations that illustrate this point; they were done by the 
US Offi  ce of Tax Analysis (OTA) using a sample of corporate tax returns 
during the 2013 year along with an assumed discount rate of 5 percent. Note 
fi rst that the majority of returns and of returns weighted by QRE choose 
to use the ASC computation, which depends on QRE from the past three 
years, and therefore has a similar impact on the future credit available as 
the former AIC. The table analyzes three scenarios: a fi rm using the regular 
credit and unconstrained by the requirement that the base amount of QRE 
be 50 percent or higher;12 a fi rm using the regular credit, but constrained by 
the 50 percent requirement; and a fi rm using the alternative simplifi ed credit.

The fi rst two lines show the relevant statutory credit rate and its value 

12. In 2013, this requirement essentially means that the fi rm’s R&D growth rate must be 
about 2.5 percentage points annually above the sales growth rate over the approximately 25- 
year period since the late 1980s. It is therefore no surprise that only a small share of fi rms are 
unconstrained under the regular method.

Table 5.1 Statutory, eff ective, and average R&E credit rates by computation method for 
corporate taxpayers, 2013 (in percent)

Rate  

Regular method: 
Unconstrained 

by minimum base  

Regular method: 
Constrained by 

50% minimum base  

Alternative 
Simplifi ed 

Credit (ASC)

Statutory credit rate 20 20 14
Reduced credit rate (due to recapture) 13 13 9.1
Eff ective credit rate with no carryforwarda 13 6.5 5
Eff ective credit rate with average 

carryforwardb 10.7 5.3 4.1
Average credit ratec 5.6 6.5 5.2
Share of returnsc 5 44 51
Share of qualifi ed research expenses 

(QREs)c  3  28  69

Source: US Department of Treasury (2016).
aThis assumes that fi rms have suffi  cient tax liability to use the full credit in the current year.
bAccording to OTA calculations, on average 82 percent of the current- year credit will eventually be used.
cAccording to OTA calculations using the 2013 SOI corporate sample. Returns not reporting information 
in appropriate fi elds for the calculations were dropped. This eliminated 9 percent of returns, which only 
accounted for 1 percent of the reported credit.
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when reduced by the recapture under a corporate income tax rate of 35 per-
cent. The next line shows the eff ective rate with no carryforward. This com-
putation incorporates the impact of increasing the QRE this year on the 
future base; note that in the rare unconstrained case, there is no impact on 
the future base. This result was the original intent of the 1989 legislation. 
Obviously this intent has been lost as time has passed and more fi rms use 
the ASC. Line 4 corrects the eff ective rate for the fact that in many cases 
the credit will be carried forward due to insuffi  cient tax in a given year, and 
in some cases will be lost due to fi rm exit, etc. This reduces the eff ective 
marginal credit rate even further. Finally, line 5 shows the average credit 
rate—that is, the credit claimed divided by the total QRE of the claimants 
who elected each of the three scenarios in 2013.

Note three observations about this table: First, the average credit rates 
(credit/QRE) are remarkably similar under the three methods. Second, the 
average credit rate is not that diff erent from the marginal eff ective rate, except 
in the little- used unconstrained regular method. Third, the marginal eff ec-
tive credit rate is rather low, which is consistent with the OECD (2019b) 
fi gure, which shows that the US provides a lower tax subsidy to R&D than 
the other 30- plus OECD countries that off er a tax credit.

5.6.2  Some Thoughts on Design of the Tax Credit

Earlier it was suggested that the relevant considerations for design of tax 
policy toward innovation are saliency to the fi rm, appropriate time horizons, 
targeting those areas where the private- social return gap is large, and reduc-
ing auditing cost. To these might be added some consideration of the cost 
of the policy in relation to its benefi ts. In this section I consider whether 
there are potential improvements in the R&E tax credit toward these ends.

The current take- up of the R&E tax credit suggests that it is visible to 
many fi rms. Holtzman (2017) reports the result of a short survey of CEOs, 
CFOs, and tax directors at 40 companies across size and industry about the 
2015 PATH Act changes. The responses were uniformly positive about its 
impact both on take- up and on increasing R&D, especially the impact of 
permanence. However, the fact that a majority of fi rms have switched to the 
ASC, which uses QRE spending in the recent past to construct a base, does 
suggest that the eff ective current credit rate (marginal or average) may be 
considerably lower than the 14 or 20 percent intended by the legislation. It is 
also true that the United States has one of the lowest eff ective rates among 
OECD economies with a research tax credit. If  the goal is to encourage a 
substantial increase in R&D spending on the grounds that the social return 
is much higher than the private, it would be desirable to use a much higher 
credit rate along with an incremental form of the credit, to avoid the loss of 
inframarginal tax revenue.

With respect to targeting, in the appendix I show some detailed computa-
tions of the operation of the credit for start- up fi rms. These show that the 
start- up version of the R&E tax credit is more generous than that available to 
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established fi rms, at least for fi rms with high R&D intensities, but that after 
about fi ve years, the incentive declines considerably for the same reasons 
as the above. It is an open question whether the current design is anything 
close to optimal.

There are some remaining open questions about the design of the credit. 
First, does recapturing the credit for profi t- making fi rms make sense? The 
eff ect is to provide a larger credit rate to fi rms with losses than to fi rms with 
profi ts. Second, would it be simpler for auditing purposes to defi ne eligible 
R&D the same way the accounting standards defi ne it, in order to simplify 
both recordkeeping and auditing? This would increase QRE by about 40 per-
cent so that it has consequences for the cost of the credit.

5.7  Conclusion and Discussion

In this article I have reviewed the main tax policies designed to encourage 
innovative activity and the evidence about their eff ectiveness. The strongest 
conclusion is not new: R&D tax credits do increase R&D and roughly pay 
for themselves, in the sense that the increased spending meets or exceeds 
the lost tax revenue. Confl icting evidence exists for the proposition that the 
R&D thus induced spills over to other fi rms that are close in technological 
space. More research is needed on this question. There also has been little 
study of the specifi c impact of R&D induced by the credit on the return 
to R&D, which theory predicts should decline if  the cost of  R&D capi-
tal has declined. The literature on the R&D tax credit also suggests that 
the increased audit and compliance cost associated with more complex tax 
credit schemes may not be justifi ed.

Finally, one could argue that the introduction of the IP box is in part an 
attempt to reward a broader concept of innovative activity than that which 
is simply R&D- related. Although this may be true, it also has the eff ect of 
rewarding successful R&D in addition to subsidizing its cost with tax credits 
in many cases, and for a number of reasons discussed above it may not be 
the ideal solution to the question of incentivizing innovative activity more 
broadly. One hopes that policy makers will develop better methods in the 
future. Further research might also be directed to study of the nonpatent 
use of IP boxes and their eff ectiveness.

Based on this review, a number of broader policy questions suggest them-
selves. First, are the current tax subsidies enough? That is, do countries pro-
vide enough support for R&D and innovative activity? It is well known that 
although imprecisely measured, the social returns to R&D itself  are much 
higher than the private returns (for the micro evidence, see Hall, Mairesse, 
and Mohnen 2010; for the macro evidence, see Coe and Helpman 1995; Kao, 
Chiang, and Chen 1999; Keller 1998).

Looking in more detail at the international spillover evidence, Branstetter 
(2001) and Peri (2004) fi nd that domestic spillovers are larger than those from 
other countries, while Park (1995) and van Pottelsberghe (1997) fi nd that 
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spillovers from foreign R&D are more important for smaller open economies 
than for the United States, Japan, and Germany. The absorptive capacity of 
the recipient country is also important for making use of R&D spillovers 
(Guellec and van Pottelsberghe 2001). All of this suggests that the optimal 
policy may vary depending on country size, openness, and level of devel-
opment. One fairly extreme view is off ered by Jones and Williams (1998) 
using an endogenous growth model to argue that the socially optimal R&D 
investment in the United States is at least four times the actual investment.

Although most of this literature is focused on R&D rather than innovative 
activity more broadly, the conclusions are that tax incentives for innovation 
should be even larger than they are already, and also that those for larger 
economies are more important for global welfare. The evidence also high-
lights a second question: Would these policies achieve higher welfare if  they 
were better coordinated between countries? If  so, how could that be done? 
There are two reasons why coordination might be a good idea: the presence 
of cross- border spillovers and the avoidance of wasteful tax competition.

The latter has been found both for US states and across the OECD and 
the EU. Using eight large OECD economies 1981–1999, Bloom, Griffi  th, 
and Van Reenen (2002) fi nd that domestic R&D responds to the foreign 
cost of R&D with an elasticity of about unity, roughly equal and opposite 
to the domestic cost response. Corrado et al. (2015) fi nd similar results for 
10 EU countries, 1995–2007. Wilson (2009) fi nds similar, but even larger, 
results for US states, where the mobility of R&D is arguably even higher. 
Note, however, that equal and opposite elasticities do not imply zero- sum 
eff ects, although they do imply that total worldwide R&D will respond more 
strongly to R&D tax credits in the larger economies, as suggested by Park 
and van Pottelsberghe. A related fi nding by Schwab and Todtenhaupt (2018) 
is that European multinationals increase their patenting and R&D activity 
overall when a patent box is introduced in one of the countries in which they 
operate. This result suggests that the global impact of an innovation incen-
tive could be positive precisely because MNEs tend to house their innovation 
activity in larger countries already.

Appendix

The B- Index

“The B- index is a measure of the level of pre- tax profi t a ‘representative’ 
company needs to generate to break even on a marginal, unitary outlay on 
R&D (Warda, 2001), taking into account provisions in the tax system that 
allow for special treatment of R&D expenditures.”13 It is defi ned as follows:

13. From OECD (2019a). 
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B index
1 A
1

where τ is the corporate tax rate and A represents the combined reduction 
in taxes due to R&D spending: credit, superdeduction, and any increased 
depreciation allowances for investment in R&D equipment. If  R&D is 
simply expensed, as it is in most countries, A = τ and the B- index is unity. 
See the reference in the footnote for further details and the more complex 
formulas used when losses can be carried forward or backward.

Incremental Tax Credits

Unlike ordinary investment, R&D spending, once established, tends to 
be fairly smooth from year to year within a fi rm (Hall 1992; Hall, Griliches, 
and Hausman 1986). The appeal of  incremental R&D tax credits is that 
they target the marginal decision to increase R&D rather than subsidizing 
inframarginal R&D that would have been done anyway. The drawback is 
that every fi rm is diff erent, and the best way to fi gure out a fi rm’s presubsidy 
R&D level is to look at its past history. Thus, incremental credits tend to be 
based on the fi rm’s own R&D history, which implies that a fi rm can directly 
aff ect its future credit availability.

Figure 5.A.1 illustrates the tax cost savings from using an incremental 
credit to subsidize a fi rm with an established ongoing R&D budget. The 
fi gure assumes that the tax authority is able to identify precisely the point R0 
at which the cost of capital needs to be lowered in order to induce the fi rm 
to increase its R&D to R1. The tax revenue loss in the case of an incremen-
tal credit is shown in the gray rectangle (the diff erence in the cost of R&D 
capital times the amount of increased R&D). To achieve the same increase 

Fig. 5.A.1 Firm increasing R&D from R0 to R1

 EBSCOhost - printed on 2/8/2023 7:51 PM via . All use subject to https://www.ebsco.com/terms-of-use



178    Bronwyn H. Hall

in R&D using a level or volume credit would cost both the gray rectangle 
and the rectangle with vertical lines, a much higher cost for the same impact.

As was fi rst pointed out by Eisner, Albert, and Sullivan (1986) and 
Altshuler (1989), the downside of the incremental credit is that it is weak-
ened by the fact that an increase in R&D today causes a decrease in credit 
availability in the future.

The following argument explains why incremental tax credits are so dif-
fi cult to design when they are based on past R&D spending by the fi rm. 
Defi ne the following variables:

θ = tax credit rate
R = R&D
π = current profi t
Π = Present discounted value of profi ts
β = discount rate

Assume that the spending eligible for the credit is the amount above the 
average of the last three years of spending on R&D.14 If  in year t the fi rm 
increases Rt by ∆Rt, the tax credit benefi t to the fi rm is ∆πt = θ ∆Rt. However, 
for the next three years, this increase is in the base R&D, so there is a cost 
each year given by (θ / 3) ∆Rt. Therefore, the marginal tax benefi t of a one- 
unit increase in R&D at year t is not θ, but the following:

t

Rt

= 1
( + 2 + 3)

3
.

Table 5.A.1 shows the eff ective tax credit as a function of the discount 
rate faced by the fi rm, based on the above formula, for two diff erent statu-
tory credit rates, 20 and 14 percent. The fi rst two columns show the eff ective 
credit rate according to the rules as they existed in 1981–1986 for constrained 
and unconstrained fi rms, while the third second column shows the eff ective 
marginal rate under the current ASC.

The only reason there is an eff ective credit at all from these versions of the 
incremental tax credit is because the future cost to the base R&D of increas-
ing R&D today is discounted.

14. This was the situation in the United States when the credit was fi rst introduced in 1981. 
The current ASC uses 50 percent of the average of the last three years of spending.

Table 5.A.1 Eff ective credit rate as a function of the discount rate 

Discount rate Eff ective marginal credit rate

 Nominal credit rate  US in 1981 at 30%  ASC at 14%  

1.0 0.0 0.0
0.95 0.030 = 0.3 ∗ 0.10 0.077 = 0.14 ∗ 0.55

 0.9  0.057 = 0.3 ∗ 0.19  0.083 = 0.14 ∗ 0.59  
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Tax Treatment of Start- Ups in the United States

The PATH legislation of 2015 contains the following provisions for com-
puting the fi xed- base QRE against which the increment eligible for the tax 
credit can be computed. This computation applies to companies that incor-
porated after December 31, 1983, or had fewer than three years with QREs 
and revenue between January 1, 1984, and December 31, 1988. The fi xed- 
base percentage is calculated according to the code as follows:

• §41(c)(3)(B)(ii)(I) 3 percent for each of the taxpayer’s fi rst fi ve taxable 
years beginning after December 31, 1993, for which the taxpayer has 
qualifi ed research expenses

• §41(c)(3)(B)(ii)(II) in the case of the taxpayer’s sixth such taxable year, 
1/6 of the percentage which the aggregate qualifi ed research expenses 
of  the taxpayer for the fourth and fi fth such taxable years is of  the 
aggregate gross receipts of the taxpayer for such years

• §41(c)(3)(B)(ii)(III) in the case of the taxpayer’s seventh such taxable 
year, 1/3 of  the percentage which the aggregate qualifi ed research 
expenses of the taxpayer for the fi fth and sixth such taxable years is of 
the aggregate gross receipts of the taxpayer for such years

• §41(c)(3)(B)(ii)(IV) in the case of the taxpayer’s eighth such taxable year, 
1/2 of the percentage which the aggregate qualifi ed research expenses 
of the taxpayer for the fi fth, sixth, and seventh such taxable years is of 
the aggregate gross receipts of the taxpayer for such years

• §41(c)(3)(B)(ii)(V) in the case of the taxpayer’s ninth such taxable year, 
2/3 of the percentage which the aggregate qualifi ed research expenses of 
the taxpayer for the fi fth, sixth, seventh, and eighth such taxable years 
is of the aggregate gross receipts of the taxpayer for such years

• §41(c)(3)(B)(ii)(VI) in the case of the taxpayer’s tenth such taxable year, 
5/6 of the percentage which the aggregate qualifi ed research expenses of 
the taxpayer for the fi fth, sixth, seventh, eighth, and ninth such taxable 
years is of the aggregate gross receipts of the taxpayer for such years

• §41(c)(3)(B)(ii)(VII) for taxable years thereafter, the percentage which 
the aggregate qualifi ed research expenses for any fi ve taxable years 
selected by the taxpayer from among the fi fth through the tenth such 
taxable years is of the aggregate gross receipts of the taxpayer for such 
selected years

For purposes of  the calculation, the resulting fi xed- base percentage is 
multiplied by the average of the taxpayer’s gross revenue for the four years 
prior to the calculation year.15 The fi xed- base percentage should only change 
for purposes of meeting the consistency rule or adjusting for an acquisition 
or disposition.

15. It seems clear, although not specifi cally mentioned, that if  fewer than four years are avail-
able prior to the calculation year, the average over the years available should be used.
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Figures 5.A.2–5.A.4 show the implication of this form of computation 
for startups with varying patterns of R&E spending and sales growth. There 
are fi ve scenarios:

1. Steady, slow sales growth with R&E to sales of 3 percent every year
2. Very low sales for four years, followed by fairly rapid increase, with the 

R&E intensity falling over the same period as sales are established
3. A pattern taken from a random high- tech startup on Compustat with 

uneven but growing sales and rapidly growing R&E intensity
4. High initial R&E spending accompanied by rapid sales growth that 

eventually stabilizes the R&E intensity at the relatively high level of 15 per-
cent

5. Same as 1, but with the R&E- to- sales ratio at a constant 5 percent

If  I have interpreted the computation rules correctly, the results are a bit 
strange. Prior to year six, the average credit share seems more or less directly 
related to whether the fi rm has an R&E intensity above 3 percent. However 
the diff erences between fi rms that begin with 15 percent, or 30 percent R&E 
intensity, do not seem that great. At year six, however, the impact of the 
1/6 rule is to give all the synthetic fi rms an average credit that is close to the 
statutory 14 percent rate, since their past histories are downweighted greatly. 
Following year six, the average credit share declines similarly for all the 
scenarios, whether growing or not, with the exception of the scenario with 
fl uctuating sales, as one would expect. Average is of course not marginal, 

Fig. 5.A.2 Sales trend scenarios for start- up fi rms
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Fig. 5.A.3 QRE to sales for start- up fi rms

Fig. 5.A.4 Amount of tax credit as share of QRE for start- up fi rms
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but it may be what is salient for the fi rm, as it is visible on their tax return. 
It is also what will be computed when a fi rm does pro forma forecasting to 
assess the appropriate R&D profi le for which to plan.

Marginal rates that take into account the impact of current increases on 
the future fi xed base are also rather heterogeneous, as shown in fi gure 5.A.5.16 
For Scenario 1, there is no eligibility in the fi rst four years because the QRE 
intensity is quite low. Scenarios 4 and 5 are eligible throughout, and so their 
eff ective marginal credit declines to nearly zero at the end of the period when 
current increases aff ect future eligibility for four years. Scenarios 2 and 3 are 
not eligible at the end of the period because their QRE intensity has stopped 
growing, and this is refl ected in marginal rates that increase again (because 
assuming that they remain below the base in future periods means it is not 
costly to increase QRE now).

Additional Figures: R&D Tax Subsidy Rates 2000–2018 around the World

Figures 5.A.6 and 5.A.7 show the R&D tax subsidy rates (1- B index) 
for large profi t- making fi rms that off er some kind of  R&D tax credit or 
superdeduction.

16. In computing these marginal rates I have used a discount rate of 0.95, which has been 
used in much of the earlier work by OTA and others. I have also used perfect foresight to 
forecast future QRE.

Fig. 5.A.5 Eff ective marginal credit rate for start- up fi rms
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Fig. 5.A.6 Tax subsidy rate trend for the more generous countries
Source: OECD (2019c).

Fig. 5.A.7 Tax subsidy rate trend for the less generous countries
Source: OECD (2019c).
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6.1  Introduction

There are myriad reasons why we should care about innovation. Innova-
tion is the source of technological progress and the main driver of economic 
growth in the long run. In recent work, Akcigit, Grigsby, and Nicholas 
(2017) show that US states with the most innovations also witnessed the 
fastest growth between 1900 and 2000. Beyond its important role in growth, 
innovation is also strongly associated with social mobility—especially when 
it is done by new entrants to the market (Aghion et al. 2018; Akcigit, Grigsby, 
and Nicholas 2017)—and even with the well- being of people (Aghion et al. 
2016).

It is therefore evident why policy makers would try to understand how 
policies impact innovation and what policy tools can be used to foster it. This 
issue is particularly pressing in the United States, as business dynamism has 
been slowing in the last several decades. Recent studies have documented 
the many faces of this decline: a lower entry rate of new businesses, a slow-
down in productivity growth, a falling labor share in output, and rises in 
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market concentration and the corporate profi t share. In this context, tax 
policy can be a powerful tool. Used correctly, it can provide eff ective incen-
tives for many economic activities, and innovation is no exception. Used 
ineffi  ciently, it can create heavy deadweight burdens, hurt incentives, and 
slow down innovation. It is thus critical to innovation to implement the 
appropriate tax policy.

In this chapter, we will discuss the various roles of tax policy in innova-
tion, and ways in which it could be used to foster technological progress at 
low fi scal cost. When it comes to innovation, tax policies can be classifi ed 
into two broad groups: general tax policy (such as the personal or corporate 
income tax) and targeted tax policies (such as R&D tax credits, local tax 
incentives for innovating fi rms, or subsidies for specifi c types of research).

In the public imagination, innovation is often viewed as a mysterious pro-
cess whereby wonderful new things are created almost magically. When we 
think of path- breaking superstar inventors from history, such as Thomas 
Edison, Alexander Bell, or Nikola Tesla, the picture that comes to mind is 
one of hardworking and enthusiastic scientists who neglect fi nancial incen-
tives and only strive for intellectual achievement. But innovation is an eco-
nomic activity and the result of intentional eff ort and investments. It may 
certainly have a diff erent time profi le and shape of risk and return than other 
activities. People may also have varying degrees of other motivations—such 
as social prestige or the love of science—as is the case for other types of 
economic activities. How strongly innovation responds to economic incen-
tives is ultimately an empirical question.

General taxes are typically set for the purpose of raising revenues and 
redistributing income; they are typically not set with innovation in mind. 
Yet they reduce the expected net returns to innovation inputs and can lead 
to less innovation as an unwelcome by- product. This is an effi  ciency cost that 
needs to be taken into account, together with other, more standard margins 
that are considered when setting tax policy (such as labor supply or tax 
avoidance). The estimates of these effi  ciency costs in terms of lost innova-
tion could lead to a reassessment of what the right level of taxes should, and 
would, be as an input into our optimal tax formulas (Saez and Stantcheva 
2018). More specifi c tax policies targeted to innovations go a step further 
and can be designed intentionally so as to foster innovation. It is important 
to understand all the margins along which they can play a role, as innovation 
is a complex process made of many steps.

In this chapter, we will provide a conceptual framework for thinking about 
the eff ects of general and targeted tax policy on innovation. A key consider-
ation is that there are many channels and margins through which innovation 
will respond to tax policies. We outline them in section 6.2 and summarize 
them visually in fi gure 6.1. We then dig into the recent literature that sheds 
light on each of these channels and response margins. The organization of 
the chapter is as follows. Each section presents the key issue on the mar-
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gin under consideration and draws out the implications for tax policy.1 
The literature reviewed is by no means comprehensive. Instead, we focus on 
work that we have done with coauthors and on extracting the implications 
for policy design from it. This body of work builds on brand new datasets, 
such as modern- day data (e.g., European Patent Offi  ce data since 1975) or 
historical long- run data (e.g., the universe of all US inventors since 1836). 
It also leverages new theoretical and structural methods and models that 
build up behaviors from the microlevel of the fi rm all the way to their macro 
growth implications.

Section 6.3 considers how the quantity and quality of innovation respond 
to tax policy; section 6.4 focuses on the geographic mobility of innovation 
and inventors across US states and countries. Section 6.5 focuses on the 
declining business dynamism in the United States and how specifi c policies 
can improve fi rm entry and productivity. Section 6.6 studies the eff ects of 
tax policy on the quality composition of fi rms, inventors, and teams and 
how the right design of policy can allow policy makers to foster the most 
productive fi rms without wasting public funds on less productive ones. Sec-
tion 6.7 shows how policy can orient research into diff erent directions, e.g., 
from applied to basic research, or from dirty technologies to clean ones.

6.2  Through Which Channels Do Tax Policies Shape Innovation?

In this section, we conceptually map the eff ects of diff erent tax policies 
on innovation, emphasizing the many channels through which policies can 
play a role. Each of the channels represented in fi gure 6.1 will be discussed 
in light of the existing literature below. To organize the material, the fi gure 
gives a one- glance schematic representation of the framework.

The main actors for innovation. Innovation is done by fi rms or individual 
inventors. These key agents of innovation are represented at the center of the 
column. Inventors can be self- employed or work in companies’ R&D labs.

Key characteristics of fi rms and inventors that have to be considered by 
policy are represented on the diagram. Inventors and fi rms can be of vary-
ing productivity—that is, the effi  ciency with which they convert R&D and 
research inputs into innovations. The productivity composition of fi rms and 
inventors will shape the impacts of various policies and will be endogenously 
aff ected by them. For an individual fi rm, it is not just its quality overall that 
matters, but also, more specifi cally, as emphasized by the literature below, 
the quality and composition of its research teams. Firms can be at diff erent 
stages in their life cycle, from early start- ups to mature, large fi rms. Similarly, 
inventors can start off  as young, inexperienced inventors, and improve their 
skills through learning and experience over time.

1. When empirical work is presented, the methods are described in some detail in order to 
allow the reader to better assess the reliability of the estimates.
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Innovation inputs and actions. Both quality and quantity of innovation 
require inputs. These inputs are either tangible (e.g., lab space, equipment, 
material resources) or intangible (e.g., eff ort, the skill and know- how of 
workers, the effi  ciency of management).

As represented by the bubbles in fi gure 6.1, inventors and fi rms each 
have many possible margins on which to optimize, all of  which could in 
principle be responsive to many diff erent policies. Inventors fi rst make an 
occupational choice: whether to become inventors at all. They also need to 
decide whether they want to be self- employed or employed by a company. 
They must choose where to locate geographically. Whether they work for 
companies or not, they have to select their tangible and intangible inputs. 
Once a new invention is created, they have to choose whether to sell it to a 
fi rm or rather to incorporate and build a business around it. The innovation 
and the associated fl ows of income can thus move from the personal to the 
corporate sector.

Companies have to choose whether to enter a given market, remain in 
operation, or exit. They also select their geographic location, which could 

Fig. 6.1 Taxation and innovation: framework
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be in multiple places and diff erent for production or research facilities. 
Companies decide on their innovation and R&D inputs and their research 
employment. They also choose whether to direct their research operations 
toward basic or applied innovation (Akcigit, Hanley, and Serrano- Velarde 
2021). Basic research is defi ned as the “systematic study to gain more com-
prehensive knowledge or understanding of the subject under study without 
specifi c applications in mind,” and applied research is a “systematic study 
to gain knowledge or understanding to meet a specifi c, recognized need.”2 
In addition, companies have to decide whether to engage in internal innova-
tions (defi ned as improvements to existing products) or external innovations 
(defi ned as the creation of new products or the overtaking of competitors’ 
products).

General and specifi c tax policies. The main tax policies that shape inno-
vation can be classifi ed into general tax policies, such as personal income 
taxes, corporate income taxes, or education subsidies, and more targeted, 
innovation- specifi c tax policies, such as R&D tax credits, start- up subsidies, 
research subsidies for specifi c types of  research and R&D, and location- 
specifi c incentives for fi rms and inventors.

Regarding general tax policy, inventors and fi rms could in principle be 
aff ected by personal and corporate income taxes. For inventors, the per-
sonal income tax directly aff ects the size of their posttax income. For self- 
employed inventors, the corporate income tax matters if  and when they 
decide to incorporate or not. For employed inventors and fi rms, any surplus- 
sharing implies that both the personal and corporate tax shape the payoff s. 
The extent to which the corporate income tax will aff ect fi rms’ R&D deci-
sions depends on the share of research inputs that can be expensed; with full 
expensing, corporate income taxes should have no eff ect on R&D investment 
decisions. It also depends on the presence and size of  fi xed costs, which 
have to be recouped through future net- of- tax income fl ows.3 Firms will 
also take into account the personal income tax when deciding how many 
researchers to employ if  they have to pay some compensating diff erential 
when and where taxes are higher. Education subsidies can shape the choice 
to acquire the skills needed to become a high- skilled inventor. Corporate 
and noncorporate inventors can have diff erent responses to tax policy, both 
because their payoff s may be diff erently aff ected by it and because they may 
have diff erent motives to engage in innovation (which may be why they are 
in the corporate sector or not to start with).

Turning to the more targeted policies, R&D tax credits can aff ect the 
full range of decisions made by fi rms, and can change the relative payoff  to 

2. National Science Board, “Science and Engineering Indicators 2018,” https:// www .nsf .gov 
/statistics /2018 /nsb20181 /digest /sections /glossary -  and -  key -  to -  acronyms.

3. Given the empirical evidence below, it is likely that there is less than full expensing and/
or fi xed costs, as the corporate income tax does matter. It is likely that many R&D inputs are 
either unobservable (such as the intangible inputs) or hard to measure.
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inventors from incorporating and working for companies. Targeted subsi-
dies to start- ups can favor entry, subsidies for specifi c types of research (e.g., 
applied or basic) can aff ect the direction of innovation, and location- specifi c 
policies can attract fi rms and inventors to certain places.

Responses to tax policies. The elasticities of  all these diff erent tax and 
subsidy policies will be a composite of the behavioral elasticities and the 
technological elasticities. Behavioral elasticities measure how fi rms and 
inventors adjust all their margins of action; technological elasticities cap-
ture how sensitive innovation outputs—quantity and quality—are to each 
of these actions. When considering the technological elasticities, one can 
imagine two polar extremes. At one end is the case of “Newton sitting under 
the tree”; the apple falls, and innovation happens entirely inelastically. At 
the other end would be a very mechanical innovation process in which more 
inputs would automatically translate into more output—for example, if  
testing many more new chemical combinations results in a scaled- up prob-
ability of fi nding a new material. Similarly, when considering the behavioral 
elasticities, one can imagine the polar extremes of the “mad genius,” who is 
only doing innovation for the love of science, and the purely profi t- driven 
entrepreneur. Thus, the elasticities of all innovation actions, and hence of 
the resulting innovation, are empirical questions.

Dynamics. Innovation is an investment- type activity that involves forward- 
looking behavior, as upfront costs today potentially yield a stream of ben-
efi ts in the future. Thus, inventors and fi rms need to form some expectations 
about the net present value of those returns, which are shaped by the range 
of aforementioned policies and their predicted changes over time. If  fi rms 
expect corporate tax rates to increase in the near future, for instance, the net 
present value of their payoff  from innovation would be reduced relative to a 
scenario in which they expect the corporate tax to decrease. Tax policies are 
hard to predict, and thus formation of expectations becomes a key issue for 
agents deciding whether and how much to engage in innovation.

In addition to these forward- looking eff ects, there can also be lags in the 
time that it takes innovations to respond to changes in policies. Innovations 
take time to produce, and the time span between the changes in behavior and 
the creation of an innovation is also an empirical question. The lags could 
be diff erent for diff erent policies. For instance, as we will show below, edu-
cation policies take much longer to work than do R&D tax credits; carbon 
taxes work faster but at a higher cost than do research subsidies for clean 
innovation.

Micro to macro: individual and economy- wide responses. The responses to 
tax policy depend on the level of analysis. At the level of individual fi rm and 
inventor, all the response margins just described could in principle occur. 
Zooming out to the more macro level—for example, localities or states in 
the United States, or countries in the world—additional eff ects will be lay-
ered on the microlevel eff ects. For instance, factors can shift between places, 

 EBSCOhost - printed on 2/8/2023 7:51 PM via . All use subject to https://www.ebsco.com/terms-of-use



Taxation and Innovation: What Do We Know?    195

leading to a reallocation that may or may not add value overall. To take 
the example of US states, part of the response seen at the macro, state level 
could be due to pure business stealing and cross- state spillovers, without a 
corresponding increase in innovation at the federal level. The same holds for 
international movement of factors. In addition, at the macro level, the eff ects 
of taxes can be augmented or dampened by other features related to tax 
policy, such as the research infrastructure or amenities, and the formation 
of innovation hubs. When reading the empirical literature, it is important 
to bear in mind the level of analysis and to avoid extrapolating without care 
to other levels.

Measuring innovation. How can we best measure innovation and growth? 
The literature described in this chapter uses mostly patent data—from the 
European Patent Offi  ce, the US Patent and Trademark Offi  ce, the interna-
tional Patent Cooperation Treaty, and historical patent records—to measure 
the quantity of innovation. However, some of it instead uses fi rm growth 
or R&D spending as a proxy for innovation. It is of course impossible to 
measure “all” innovation systematically with any of these measures. Take 
patents, for instance: a share of inventions is not patented. By their very 
nature, patents will be highly correlated with the quantity of innovation and 
are thus a prime measure that can shed a lot of light on the issues surround-
ing innovation, sometimes in conjunction with the other aforementioned 
measures.4 To measure the quality of innovation, an often- used metric is the 
forward citations going to a patent, which have been shown to be a proxy 
for economic value and to be instructive about the importance of the inven-
tion for subsequent innovation (Hall, Jaff e, and Trajtenberg 2005; Jaff e and 
Trajtenberg 2002). The length of patent claims are also used to measure 
whether an innovation is incremental or radical (Akcigit and Ates 2021). 

6.3  Quantity and Quality of Innovation

Turning to the literature, we start by outlining some recent fi ndings on 
the eff ects of general taxation (personal and corporate income taxes) on the 
quantity and quality of innovation.

The study. The United States has experienced major changes in its tax 
code throughout the 20th century. Have these tax changes infl uenced inno-
vation at either the individual or corporate level? This challenging question 

4. Arundel and Kabla (1998) fi nd that the share of innovations that are patented is very low 
for low- tech industries such as textiles (8.1 percent), where it is mostly process innovation, and 
high for high- tech industries such as pharmaceuticals (79.2 percent). Petra Moser believes that 
historically, the share of innovations patented has been around 50 percent (Eryn Brown, “Do 
Patents Invent Innovation?,” Knowable Magazine, March 13, 2018, https:// www .knowable 
magazine .org /article /society /2018 /do -  patents -  invent -  innovation). In this Brookings paper 
summary from 1989, Mansfi eld reports fi nding that 60 percent of  innovations in the auto 
industry and 80 percent in the pharmaceutical industry are patented (https:// www .brookings 
.edu /wp -  content /uploads /1989 /01 /1989 _bpeamicro _summary .pdf).
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has largely gone unanswered because of a lack of long- run systematic data 
on innovation in the United States and the diffi  culty of identifying the eff ects 
of  taxes. Akcigit, Grigsby, and Stantcheva (2018) construct and leverage 
brand- new datasets from historical data sources to shed light on these ques-
tions, namely, a panel of the universe of US inventors since 1920 and their 
associated patents, citations, and fi rms, and a historical state- level corporate 
income tax database. They merge these with data on personal income taxes 
and other economic outcomes. This unique combination of data allows the 
authors to systematically study the eff ects of both personal and corporate 
income taxation since 1920 on individual inventors—that is, the “micro” 
level—and on innovation at the “macro,” or state level.

The innovation outcomes include, for instance, the quantity of innovation 
(as captured by the number of patents), the quality of innovation (as mea-
sured by patent citations), and the share of patents assigned to companies 
rather than individuals at both the macro (state) level and micro (individual- 
inventor) level.

It is challenging to convincingly identify the eff ects of taxes on the quan-
tity and quality of  innovation because when general tax policy changes 
in a state it may be in response to changes in economic conditions, and it 
may occur contemporaneously with other policy changes, both of which 
could also aff ect innovation outcomes independently. Therefore, the authors 
approach the question from several angles, which all yield consistent results. 
First, they control for a detailed set of fi xed eff ects, including state, year, and, 
at the individual level, inventor fi xed eff ects, plus individual-  or state- level 
time- varying controls; these go a long way toward absorbing unobserved 
factors that vary by state, by year, or by inventor. In addition, they exploit 
within- state- year tax diff erentials between people in diff erent tax brackets 
(e.g., the top tax bracket versus the median one). This allows them to con-
trol for things that vary at the state and year level and to fi lter out other 
policy variations or economic circumstances that may occur at the same 
time in the state. Second, at both the macro and micro level, the authors 
use an instrumental variable strategy that consists of predicting the total 
tax burden facing a fi rm or inventor—which is a composite of state and 
federal taxes—with the changes in the federal tax rate only, holding the 
state taxes fi xed at some past level. This provides variation that is only 
driven by federal- level changes, and thus is exogenous to any individual 
state.

Key fi ndings. The paper fi nds that higher taxes negatively infl uence the 
quantity and the location of innovation, but not the average quality. The 
state- level elasticities to taxes are large, but they are consistent with the aggre-
gation of the individual inventor- level changes of innovation produced and 
cross- state mobility in response to taxes. 

At the individual inventor level, personal income taxes signifi cantly nega-
tively impact inventors’ number of patents and their likelihood of producing 
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a highly cited patent or one that generates substantial value for the fi rm. 
Yet, the eff ects on the quality of the average patent are small. The elastic-
ity of patents to the personal income net- of- tax rate is around 0.8, and the 
elasticity of citations is around 1. Corporate income taxes only impact the 
innovation of corporate inventors, but not that of noncorporate inventors. 
The elasticity of patents of corporate inventors with respect to the net- of- tax 
corporate rate is 0.49, and that of their citations is 0.46. 

Location choices are also aff ected by taxes. Inventors are signifi cantly less 
likely to move to states where taxes are higher. The elasticity to the net- of- 
tax personal rate of the number of inventors residing in a state is between 
0.10 and 0.15 for inventors from that state and 1.0 to 1.5 for out- of- state 
inventors. The elasticities for the corporate tax rate are 0.4 and 2.9, with an 
average mobility elasticity of 1. Corporate inventors’ only take into account 
the corporate income tax when choosing where to reside, but noncorporate 
inventors respond to both corporate and personal income taxes. Thus, the 
aforementioned state- level eff ects of the corporate tax come predominantly 
from mobility responses, and such eff ects are more likely to be zero- sum at 
the federal level. The eff ects of the personal income tax come from both 
mobility and innovation output responses, which are not zero- sum at the 
federal level.

When it comes to the dynamic eff ects, innovation responds to general 
personal and corporate income taxes with a lag: the response starts one 
year after the tax change and increases for the next three years. Although, 
as described above, there could also be forward- looking eff ects, since inno-
vation is an investment- type activity that will potentially yield a stream 
of returns for a period in the future, no “lead” eff ects of the tax rates are 
observed in the data. This could be because, on average, current tax rates 
may be the best predictor of future tax rates.

Policy implications. Innovation appears to have been responsive to taxa-
tion throughout the 20th century. In terms of magnitude, the responses at 
the individual fi rm and inventor levels are somewhat larger than other stan-
dard margins we typically take into account when setting tax policy, such 
as labor supply or the overall taxable income elasticity. This means that the 
effi  ciency costs of general taxation in terms of innovation should be taken 
into account in tax evaluation. In addition, policy makers and analysts need 
to be very careful in extrapolating from state- level responses to federal- level 
responses. As emphasized, state- level responses are infl ated by cross- state 
spillovers, which are zero- sum eff ects from the federal point of view. The 
better approach is to start from the microlevel elasticities and aggregate 
them up to the federal level.5

5. To meet standards of rigor, this will require a structural model of how individual- level 
responses of fi rms and inventors map onto federal- level outcomes and the incorporation of 
general equilibrium eff ects.
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6.4  Mobility of Inventors and Firms

Another margin along which both fi rms and inventors can respond to 
tax policies is their location choice. Recent evidence shows that there is tax- 
induced mobility both across US states and across the world’s major patent-
ing countries .

Historical mobility in the United States since 1920.The historical project 
described in section 6.3 shows that inventors move in response to state per-
sonal income tax rates. The elasticity in the net- of- tax rate of the number of 
inventors residing in a state is 0.11 for inventors who are from that state and 
1.23 for inventors not from that state. Inventors who work for companies are 
particularly elastic to taxes. Crucially, agglomeration eff ects appear to mat-
ter for location as well: inventors are less sensitive to taxation in a potential 
destination state when there is already more innovation in that state in their 
particular fi eld of activity.

International mobility since 1975. There is a heated public debate about 
whether higher top tax rates in a country will cause a “brain drain” of high- 
income and high- skill economic agents. In fact, many of the great inventors 
were international immigrants: Alexander Bell, inventor of the telephone 
and founder of the Bell Telephone Company; James Kraft, inventor of a 
pasteurization technique and founder of Kraft Foods Inc.; Ralph Baer, cre-
ator of a TV gaming unit that launched the video game industry.

Inventors are much more mobile than other high- skilled individuals. 
Thus, they carry and transmit their valuable knowledge and expertise to 
others (as shown in section 6.4), making them essential not only for new 
knowledge creation, but also for its diff usion. Yet, until recently, little was 
known about the international mobility of labor in response to taxation, 
and rigorous evidence was lacking because of a scarcity of international 
panel data. Akcigit, Baslandze, and Stantcheva (2016) close this gap by 
using a unique type of international panel data on inventors to study the 
international migration responses of superstar inventors to top income tax 
rates for the period from 1977 to 2003; these data come from the European 
and US patent offi  ces, as well as from the Patent Cooperation Treaty. The 
authors are able to tackle one major challenge that arises when studying 
migration responses to taxes, namely, to model the counterfactual payoff  
that an inventor would get in each potential location.6

Their identifi cation of the eff ects of the top tax rate relies on fi ltering out 
all country- year- level variation and exploiting the diff erential impacts of 
the top tax rate on inventors at diff erent points in the income distribution 
within a country- year cell. To implement this strategy, superstar inventors 
are defi ned as those in the top 1 percent of the quality distribution, and the 
authors similarly construct the top 1–5 percent, the top 5–10 percent, and 

6. This is thanks to a set of detailed controls that come from the patent data, notably mea-
sures of an inventor’s quality, based on their past citations.
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subsequent quality brackets. It is known that inventor quality is strongly 
correlated with income, and that inventors in the top 1 percent are very 
high up in the top tax bracket. The probability of being in the top bracket 
and the fraction of an inventor’s income in the top bracket declines as one 
moves down the quality distribution. Inventors in the top 1 percent and 
those of  somewhat lower quality are comparable enough to be similarly 
aff ected by country- year- level policies and economic developments, but only 
those inventors in the top bracket are directly aff ected by top taxes. Hence, 
the lower- quality groups—that is, the top 5–10 percent, the top 10–25 per-
cent, and below the top 25 percent groups—serve as control groups for the 
top 1 percent group.

The paper fi nds that superstar inventors’ location choices are signifi cantly 
aff ected by top tax rates. The elasticity to the net- of- tax rate of the number of 
domestic superstar inventors is around 0.03, while that of foreign superstar 
inventors is around 1. These elasticities are larger for inventors who work 
for multinational companies. On the contrary, inventors are less sensitive to 
taxes in a country if  their company performs a higher share of its research 
there, suggesting that the location decision is infl uenced both by the com-
pany and by career concerns that may dampen the eff ects of taxes.

Policy implications. Tax- induced mobility is an issue to take into account, 
especially when it comes to highly mobile and highly skilled people, such 
as inventors, who can make major economic contributions to their country 
of residence. But the right answer may not be to slash general taxes and to 
engage in relentless tax competition, for example, through preferential tax 
regimes for foreigners, as has been done in the EU. As argued in Kleven 
et al. (2020), these are “beggar- thy- neighbor” policies that can reduce overall 
welfare; international or cross- state tax cooperation is much more fruitful 
in the long run.

So what can be done? One important margin along which states and coun-
tries can act is to provide better amenities and infrastructure for innovation. 
The studies above consistently show that agglomeration eff ects signifi cantly 
dampen the responsiveness to taxes. This occurs for two reasons that can 
be leveraged. First, agglomeration eff ects are a proxy for the quality of the 
research amenities and infrastructure in a place, which are valued by many 
inventors who choose to live there. Second, inventors and fi rms directly 
benefi t from being around like- minded, talented innovators. This implies 
that attracting innovation to a locality in the fi rst place can start a virtuous 
circle that continues in the long run. Thus, one way of being able to continue 
using general tax policy for its intended purposes of raising revenues and 
redistributing income without stifl ing innovation and causing the outfl ow of 
talent would be through the better provision of amenities and infrastructure 
for innovation.7

7. In fact, the tax revenues themselves go towards the investment in such amenities.
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6.5  Declining Business Dynamism in the United States

As highlighted in the introduction, business dynamism in the United 
States has been slowing in the last several decades. The key “ten facts” high-
lighted in the literature (Akcigit and Ates 2021) are that market concentra-
tion, average profi ts, and markups have risen; the labor share has decreased; 
the labor productivity gap between frontier and laggard fi rms has increased; 
entry rates have declined, as has the share of young fi rms; job reallocation 
has slowed down; the dispersion of fi rm growth has increased; and the rise 
in market concentration and the fall in labor share are positively correlated.

The decline in business dynamism is intrinsically linked to the life cycle 
of fi rms. It is thus critical to understand the distinct innovation strategies 
that fi rms follow at diff erent stages of their life cycles. Young start- ups and 
small fi rms initially explore radical new ideas; for those that survive and 
grow bigger, innovations tend to become more incremental. Both fi rms 
and individuals can be tempted to start erecting barriers against their com-
petitors to prevent entry into their market. They can do this through political 
connections and lobbying as they gain power, or directly through the intel-
lectual property rights system. This can slow down innovation and infl uence 
business dynamism.

Policies can aff ect fi rms’ innovation very diff erently based on where they 
stand in their life cycle. For instance, existing research tax credits help mostly 
big and profi table fi rms, as tax credits are only benefi cial for fi rms that make 
positive profi ts. Many countries have special policies for start- ups, and oth-
ers have targeted policies for small businesses. In this section, we consider 
the eff ects of various tax policies based on diff erent segments of fi rms’ life 
cycles, and their implications for business dynamism in the United States.

6.5.1  Start- Ups and Venture Capital

Venture capitalists play a major role in the screening, monitoring, and 
fi nancing of startups. Akcigit et al. (2019) show that VC- backed start- ups 
grow faster in their early stages, produce innovations of better quality, and 
have a higher likelihood of becoming large fi rms and producing high- quality 
innovations over time. These eff ects are stronger if  the fi rms are matched 
to more experienced venture capitalists. The authors estimate that the exis-
tence of venture capital and an effi  cient match between start- ups and VCs 
is important for innovation and growth.

When it comes to tax policy, empirically, VC- funded fi rms are de facto 
taxed at preferential rates relative to non- VC- funded ones. The authors show 
that increasing the tax rate on VC- funded fi rms to harmonize it with the tax 
rate on non- VC- funded ones would have a signifi cant negative impact on 
aggregate innovation. Because VCs add a signifi cant value to the start- up 
and innovation process and do not simply crowd out other fi rms, the reduc-
tion in their activity that would be caused by a higher tax rate is not off set 
by an equivalent rise in innovation and success of the non- VC- funded fi rms.
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Policy implications. VCs contribute signifi cantly to innovation by foster-
ing high- quality start- ups. Maintaining a low tax burden on VC- funded 
fi rms could possibly foster innovation.8

6.5.2  Small versus Large Firms

Firms can adopt diff erent innovation strategies. They can engage in exter-
nal innovation, which creates new products and captures market share from 
competitors, and they can engage in internal innovation, which improves 
quality of the product lines that the fi rm currently owns. Small and large 
fi rms typically choose quite diff erent routes when it comes to innovation.

Akcigit and Kerr (2018) explore this key distinction and provide an expla-
nation for why the data show that small fi rms experience faster growth on 
average and contribute disproportionately to big and radical innovations. 
This is not due to diff erent capabilities of fi rms by assumption, but is rather 
the result of structural estimation of the model. The authors quantify their 
model using US data from the Census Bureau for 1982–1997, fi nding that 
decreasing returns to external innovation in larger fi rms are an important 
departure from the perfect scaling of the Klette and Kortum (2004) frame-
work. This work allows the authors to conclude that the growth impacts 
of  external innovation have exceeded those of  internal innovation in the 
recent US economy, which in turn helps identify some of the special roles 
that small, innovative fi rms and new entrants can play in economic growth.

When thinking of total innovation in this context, there are three sources: 
external innovation by incumbents, internal innovation by incumbents, and 
(by necessity) external innovation by entrants. While all of them matter, the 
authors estimate that the key channel for growth is external innovation by 
incumbent fi rms. This innovation is done disproportionately by small fi rms.

Policy implications. Small fi rms fi nd it more benefi cial to engage in exter-
nal research, which leads them to produce disproportionately more radical, 
important innovations. Preferential tax rates and tax breaks for small fi rms 
can foster this phenomenon further and improve the quality of innovation 
and the prevalence of breakthrough innovations. In fact, for diff erent rea-
sons, many countries have some sort of preferential tax treatment for small 
enterprises.

6.5.3  Political Economy

As fi rms establish themselves in the labor and product market, they may 
become tempted to keep competitors out. One way to do this is through 
political connections and lobbying. Akcigit, Baslandze, and Lotti (2018) 
show that this happens very frequently in Italy and that it reduces the dyna-
mism in the economy, leading to less reallocation of resources, less innova-

8. Naturally, in a world without government budget constraints, all fi rms should be taxed 
at low rates. The statement here is that given a scarcity of government funds and if  the goal is 
to foster innovation, tax cuts should be given preferentially to VC- funded fi rms rather than to 
non- VC- funded fi rms.
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tion, and less entry. Although their empirical analysis uses Italian data, it 
carries lessons for the United States as well.

To a certain extent, political connections can serve a productive role if  
they alleviate some bureaucratic and regulatory burdens that cause inef-
fi ciencies. But they are also costly and require fi rms to expand resources to 
maintain them. Larger fi rms will fi nd it more profi table to incur these costs 
and to be politically connected. The authors show that there is a leader-
ship paradox: the leading fi rms in each industry (i.e., those with the largest 
market share) absorb the most resources, but are also the least innovative 
ones, relative to their size. Firms that become connected temporarily enjoy 
higher employment and sales growth, but lower productivity growth. Over 
time, industries in which the incumbents are politically connected become 
more sluggish, with less entry as new entrants are discouraged to try to 
compete not only in terms of productivity but also in terms of regulatory 
and bureaucratic burdens. Politically connected incumbents thus have an 
advantage. Since political connections by incumbents discourage entry, 
incumbents may decide to preemptively become politically connected to 
shelter themselves from competition. Politically connected industries will 
be dominated by older and larger fi rms and will feature low innovation and 
productivity growth.

Policy implications. If  political connections are predominant and cannot 
be directly prevented by policy makers, tax policy could take on a corrective 
role and compensate for the disadvantage that small new entrants face rela-
tive to the large, politically connected incumbents. If  the frictions are caused 
by taxes to start with, they could be removed directly, thus also removing 
the incentive to become politically connected. A more indirect way would 
be to tax larger incumbents at higher rates to give new entrants a chance to 
compete.

6.5.4  Declining Business Dynamism and Innovation

Akcigit and Ates (2019) provide a theoretical and quantitative model that 
is able to explain the ten facts listed above and off er an explanation for what 
has happened to business dynamism in the United States. The dominant 
force driving these patterns is a decline in the rate of knowledge diff usion 
from the frontier, most advanced fi rms to the laggard ones. This force can 
explain all ten facts in a way that other explanations cannot. In addition, 
there is direct evidence for it. For instance, patenting has become more con-
centrated among fi rms with many patents. The nature of patents has also 
changed since the 2000s, with longer claims (indicative of more incremental, 
rather than radical, innovations) and more self- citations. Overall, the evi-
dence is consistent with a use of intellectual property protection by leading 
fi rms to limit knowledge diff usion and entrench their market power.

In the authors’ model, in each sector, two fi rms compete for market leader-
ship. One fi rm represents “the best,” the other “the rest.” Prices and markups 

 EBSCOhost - printed on 2/8/2023 7:51 PM via . All use subject to https://www.ebsco.com/terms-of-use



Taxation and Innovation: What Do We Know?    203

are a function of the technology gap between fi rms, as the leading fi rm can 
charge up to the level where the nonleading fi rm with the worse technology 
can no longer capture a sizable market share. The incentive for leaders to 
keep innovating is to grow the gap in technology between them and their 
followers and thus be able to increase prices and markups. Existing follow-
ers’ incentives to innovate are to catch up with and leapfrog the leader to 
capture more of the market; similarly, new entrants’ incentive is to one day 
become the market leader.

A key feature of  this model, which is clear in the data as well, is that 
fi rms make strategic innovation- investment decisions by taking into account 
where they stand relative to others. When fi rms are neck and neck and com-
pete very intensely for market leadership, there will be a lot of innovation 
and business dynamism. But when leaders do very well and open the tech-
nology gap between themselves and their followers, prospects for entrants 
and followers become dim. Then, innovation eff orts are reduced and entry 
declines. Because of this, when the diff usion of knowledge declines, market 
leaders are protected and establish strong market power. This in turn dis-
courages followers and entrants, slowing innovation in more concentrated 
sectors. As entry and the threat from competition are diminished, market 
leaders also slow their innovation eff orts. Overall, business dynamism and 
innovation decline.

Corporate taxes have played a role in this evolution, too, but only a minor 
one. Corporate tax increases can explain around 10 percent of the decline in 
business dynamism. This is because lower taxes increase net- of- tax profi ts 
and thus only matter for fi rms that have some market share. They will hence 
only aff ect followers and potential entrants in a very muted way, as they are 
far from taking over the leader and have to discount the potential future 
gains heavily.

Policy implications. The key lesson from this recent set of papers is that 
powerful, large incumbents are using their market power to prevent entry 
and competition by followers. The most direct policy approach to this would 
be through regulation and competition policy. However, corporate tax pol-
icy can play a (second- best) role, too, if  it can be designed so as to impose 
a heavier burden on larger, more mature companies rather than on new 
entrants. As shown above, this will have only a very small disincentive eff ect 
on new entrants (facing the prospect of one day becoming market leaders), 
but could eat away at part of the advantage the incumbent market leader 
enjoys.

6.6  The Composition and Quality of Inventors, Firms, and Teams

Firms and inventors are not equally eff ective at producing innovations. 
The quantity and quality of innovation in an economy will depend on the 
composition of fi rms and inventors, which can also be aff ected by general 
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and targeted tax policies. In this section, we explain how diff erent policies 
can play on that margin, considering in turn fi rms, inventors, and teams 
within fi rms.

6.6.1  Firms: Reallocation of Resources between Firms

Not all fi rms are equally effi  cient at producing innovation. Whether 
because of the quality of their ideas, management, or workforce, some fi rms 
are excellent at turning research inputs into major innovations, while others 
are not. Tax policies can aff ect the selection of fi rms, their entry and exit, 
and the reallocation of resources across good and bad fi rms. Acemoglu et al. 
(2018) build and estimate a dynamic fi rm- level innovation model using US 
Census micro (fi rm- level) data and patent data. A key fi nding is that taxing 
incumbent fi rms can be very benefi cial, in addition to subsidizing R&D. 
R&D is subsidized to correct for the underinvestment in innovation due to 
noninternalized spillovers. In the presence of fi xed costs, taxing the opera-
tions of incumbents encourages less productive fi rms that are closer to the 
exit margin to leave the market. This frees up valuable resources—that is, 
skilled researchers—for more productive fi rms to hire. On the other hand, 
when it is not possible to have type- specifi c R&D subsidies targeted to good 
versus bad fi rms, uniform subsidies of  R&D alone will not achieve this 
positive selection because they will benefi t both low-  and high- productivity 
fi rms and encourage low- productivity fi rms to survive, grow, and absorb 
scarce resources.

Policy implications. In addition to raising revenues, corporate taxes can 
serve an effi  ciency purpose. A sizable, uniform tax on incumbents combined 
with a uniform R&D subsidy can improve growth and increase welfare. This 
is an important fi nding that shows that, despite the distortionary eff ects 
of taxes, they can serve an allocative role, by selecting fi rms that are good 
enough to survive despite taxes. Corporate income taxes can have a cleans-
ing eff ect on the economy, freeing up valuable innovation resources for the 
most productive fi rms.

6.6.2  Firms: Optimal R&D Policies

Policy makers can do even better with nonuniform policies, by explicitly 
trying to screen good fi rms from bad ones. The major obstacle to doing so 
effi  ciently is asymmetric information—a key feature in the innovation arena. 
The innovation literature has extensively addressed how to deal with spill-
overs, but it has dealt much less with asymmetric information about fi rms 
and how to separate productive from nonproductive fi rms. Yet as a large 
empirical literature shows, the quality of a fi rm’s organization, management, 
processes, or ideas—which shape its innovation outcomes, conditional on 
inputs—is private information and very diffi  cult for outside parties, includ-
ing the government, to observe. The literature documents the manifestations 
of asymmetric information in innovation between fi rms and their sharehold-
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ers or investors; this problem is even more pronounced between fi rms and the 
government. In addition, in the patent and fi rm data, if  one tries to predict 
the innovation quality of a fi rm, the prediction is very poor. Seeing which 
fi rms are good at innovation and which ones are not is inherently diffi  cult, 
even using a very large set of observables that is likely a generous overesti-
mate of what the government could realistically condition its policies on.

One way to address the asymmetric information problem is through a 
strategy adopted by venture capitalist fi rms, which perform hands- on and 
thorough screening, and provide staged fi nancing subject to intense moni-
toring. But this intensive hands- on approach is not easily scalable and thus 
not applicable when it comes to thinking about large- scale government poli-
cies. Instead, what the government can do is to set decentralized tax and 
subsidy policies that can vary nonlinearly with profi ts and R&D investments, 
and in such a way that fi rms of diff erent productivities will select their cus-
tomized, uniquely effi  cient levels of investments and production.

Akcigit, Hanley, and Stantcheva (2016) tackle this problem using a new 
dynamic mechanism design approach. The key feature of their analysis—
and the main impediment to fi xing the market distortions typical of inno-
vation, such as nonappropriability and spillovers in a nondistortionary 
way—is that fi rms are heterogeneous in their research productivity, and 
importantly, this research productivity is private information and unob-
servable by the government. A higher research productivity allows a fi rm 
to convert a given set of research inputs into a better innovation output. In 
addition, while some of the inputs into the R&D process are observable (so- 
called R&D investment), others are unobservable (R&D eff ort). The fi rm’s 
research productivity also evolves stochastically over time. Although the 
fi rm has some advance information about its future productivity, it cannot 
perfectly foresee it. As a result, at the time when the fi rm invests resources 
in R&D, the innovation outcome that will result from those investments is 
yet uncertain.

The authors’ main fi ndings are as follows. Asymmetric information can 
signifi cantly change the optimal policies. From a theoretical perspective, 
the constrained effi  cient incentives for R&D trade off  a Pigouvian correc-
tion for the technology spillover and a correction for the monopoly dis-
tortion against the need to screen good fi rms from bad ones. How much 
R&D should optimally be subsidized depends critically on a key parameter, 
namely the complementarity of R&D investment to R&D eff ort (i.e., the 
complementarity between observable and unobservable innovation inputs) 
relative to the complementarity of R&D investment to the fi rm’s research 
productivity. The more R&D investment is complementary to fi rm research 
productivity, the more rents a fi rm can extract if  R&D investment is subsi-
dized. This puts a brake on how well the government can set the Pigouvian 
correction and compensate for the monopoly distortion. Optimal screening 
in this case requires dampening the fi rst- best corrective policies. On the other 
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hand, if  R&D investments are more complementary to the fi rm’s unobserv-
able R&D eff ort, they stimulate the fi rm to put in more of the unobservable 
input, which is unambiguously good and would make R&D subsidies opti-
mally larger. Other key determinants of the magnitudes and age patterns 
of the optimal policies are the persistence of fi rms’ research productivity 
shocks and the strength of spillovers.

The data show that R&D investments are highly complementary to a 
fi rm’s research productivity: highly productive fi rms are disproportionately 
good at transforming R&D inputs into innovation. Given that this implies 
that higher- productivity fi rms have a comparative advantage at innovation, 
it is better to incentivize R&D investments less for the lower- productivity 
fi rms, as this makes mimicking them more attractive for high- productivity 
fi rms.

Policy implications. It is possible to very closely implement the optimal 
allocations with simple nonlinear or linear policies that feature lower mar-
ginal corporate income taxes for more profi table fi rms and lower marginal 
subsidies at higher R&D investment levels. The policies can be simplifi ed 
even further without much loss, as the most important quantitative feature 
turns out to be the nonlinearity in the R&D subsidy. Thus, making the profi t 
tax linear only generates a small welfare loss. The intuition is that a constant 
profi t tax that is set at a too generous level for low- profi t fi rms and at about 
the right level for high- profi t fi rms does reasonably well, since the loss from 
giving low- profi t fi rms a too generous tax is quantitatively small, given that 
they make low profi ts to start with. Therefore, linear corporate income taxes 
such as the ones we see around the world can be very close to optimal for 
innovating fi rms if  combined with the right nonlinear R&D subsidy.

6.6.3  Inventors and Education Policies

When it comes to the composition and quality of individual inventors, 
innovation policies have an important interaction eff ect with education pol-
icy through the occupational choices of inventors, and, hence, the supply 
of high- skilled researchers. Akcigit, Pearce, and Prato (2019) point out that 
education policy and general or targeted tax policies for innovation will 
address diff erent frictions in the innovation chain. In their setting, inventors 
of varying abilities and with diff erent career preferences take time to build 
their human capital and face fi nancial constraints in acquiring education. As 
a result, in the short run, targeted policies such as R&D policies may not be 
as eff ective as expected; they may face the bottleneck of insuffi  cient supply 
of research talent due to lack of education capacity or credit constraints. 
In the long run, these policies may have limited eff ectiveness if  they are not 
coupled with education policies. This new interplay can explain why innova-
tion models typically predict much larger eff ects of R&D policies than those 
that are observed in the data.
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Policy implications. How do diff erent policies infl uence aggregate innova-
tion and economic growth? The authors fi nd that the impact of R&D subsi-
dies can be strengthened when combined with higher- education policy that 
sorts talented but credit- constrained individuals into research. In addition, 
the role of education policy is increased in societies or times when fi nancial 
constraints on the acquisition of education are more stringent. Education 
subsidies are particularly critical and eff ective in unequal societies where 
many individuals face fi nancial constraints preventing them from effi  ciently 
acquiring education. In these cases, R&D policies alone are highly ineff ec-
tive.

There is, of course, a critical timing issue. In the short run, only R&D poli-
cies can be eff ective, as education policies act with longer lags. R&D policies 
stimulate the purchase of  more research capital and equipment, making 
researchers more productive almost upon impact. However, the expansion 
of educational slots takes some time and surpasses R&D after six years. 
Educational subsidies, on the other hand, take the longest to transmit to 
the growth rate but gradually become the most eff ective policy tool in the 
long run.

6.6.4  Teams and Knowledge Diffusion

Inventors do not work alone: most patents are the result of collaborative 
work and are produced by teams of inventors of diff erent talents and skill 
levels. In addition, inventors learn from each to produce better innovations. 
When an inventor interacts with other, more knowledgeable inventors, they 
improve their own knowledge and subsequently produce higher- quality 
innovations.

Akcigit et al. (forthcoming) provide a model and empirical analysis that 
capture these key features observed in their data. In their framework, inven-
tors can learn (i.e., improve their productivity) in two ways. They can meet 
others and interact with them, and they can learn on their own, through 
learning- by- doing, formal education, experience, or individual discovery. 
Given their realized productivity after learning, inventors form teams. Some 
inventors who are highly productive and knowledgeable become “team lead-
ers” and work with less- skilled team members to produce innovations. Better 
team leaders will be able to hire larger teams and produce better innovations. 
The quality of innovation, and thus of technological progress, will depend on 
the quality of teams in the economy. The authors estimate the model using 
new European Patent Offi  ce data for inventors across many years and coun-
tries and fi nd that interactions with others are quantitatively very important 
for improving inventors’ productivity, and hence for economic growth. Inter-
actions can occur at the level of the fi rm, at the levelof the technological 
fi eld (in a given area), or at diff erent geographic levels. In addition, there is a 
strong complementarity between access to external knowledge and learning 
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from others: if  others around oneself  learn more from outside sources and 
then interact more, one will also end up interacting with more knowledge-
able people and learning more.

Therefore, when thinking of the eff ects of tax policies, one has to consider, 
on the one hand, their implications for team formation and team composi-
tion, and on the other hand, their implications for interactions, learning, 
and knowledge diff usion among inventors.

Policy implications. In line with the mobility results discussed above, poli-
cies that attract many inventors to a given area can foster interactions and 
thus learning. As discussed above, preferential local tax regimes can achieve 
this goal, but at the cost of penalizing other areas in a zero- sum way. Better 
amenities can achieve the goal more effi  ciently, without ruthless tax competi-
tion. On the other hand, the imposition of large employer payroll taxes or 
fi ring taxes, which are particularly heavy in many European countries, can 
reduce labor market fl uidity and prevent inventors from moving to the team 
most suited to them. Education subsidies increase the quality of the pool of 
inventors and make it more worthwhile for inventors to interact with others 
and to learn from them.

6.7  Applied versus Basic Innovation and Choice of Technologies

Innovations come in diff erent shapes and sizes. Companies and inventors 
can choose to orient their research in diff erent directions, and their choices 
here too can be shaped by tax policy.

6.7.1  Applied and Basic Research

A major distinction, as described in section 6.2, is between basic and 
applied research. Akcigit, Hanley, and Serrano- Velarde (2021) refer to “Pas-
teur’s quadrant” for illustration of the diff erent types of research. At one 
extreme lies pure, basic research, as done most often by the public sector 
in academic institutions and universities. At the other extreme lies purely 
applied research, destined for immediate commercial use. In between exists 
a mix of basic and applied, captured in the authors’ paper by the private 
sector’s basic research—research that is ultimately driven by a profi t motive 
and with the hope of  being one day applicable, but without immediate, 
intentional commercial implications.

Without government intervention, there is a stark misallocation of 
research eff ort. The authors fi nd that 68 perent of the spillovers from basic 
research are not internalized. Once these diff erent types of  research are 
taken into account, it appears that the bigger problem is not the insuffi  cient 
investment in research overall, but rather the wrong allocation of research 
eff orts between basic and applied innovation. There is too little investment 
in basic research—yet there can be too much investment in applied research 
in the face of competition between fi rms, if  there is strategic complementar-
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ity between basic and applied research (i.e., the returns to applied research 
increase the level of basic research).

The authors also shed light on the debate about the worrying decline 
in research productivity in the US economy. They highlight the strong 
complementarity between public and private research eff orts. When there is 
more investment by public entities in predominantly basic research, private 
research investment both becomes more productive and increases.

Policy implications. Which policies can address the ineffi  cient allocation 
of  research eff orts? A uniform research subsidy to private fi rms—which 
subsidizes all of their research at the same rate—carries a large fi scal cost 
in this context. Although it will stimulate investment in basic research, it 
will generate even greater overinvestment in applied research. Subsidizing 
applied and basic research at diff erent rates can reduce fi scal costs without 
compromising investment in innovation. The authors fi nd in their model 
that the optimal subsidy rate for basic research is almost fi ve times as high as 
that for applied research. Clearly, distinguishing between applied and basic 
research inputs could be diffi  cult, which means that it’s important to allow 
for some misclassifi cation by fi rms, which will be tempted to relabel applied 
research as basic research. But even with substantial levels of misreporting 
of research types, a higher subsidy for basic research remains very eff ective. 
Going forward, fi nding a feasible way to diff erentiate between basic and 
applied research is essential to better innovation tax policies.

In addition, subsidies and funding for public research could also indirectly 
foster investment in private research, as public research is highly comple-
mentary to private research.

6.7.2  Innovation in Green Technologies

Tax policies can orient research toward diff erent directions when it comes 
to the environment and the development of clean technologies. Given how 
pressing and critical an issue climate change is, tax policy tools for innova-
tion in these areas have to be very carefully considered and deployed.

Acemoglu et al. (2016) provide a clear theoretical and quantitative frame-
work to think about tax policy for innovation in clean technologies. Goods 
can be produced using either a “dirty” (polluting) technology or a “clean” 
(less- polluting, environmentally friendly) technology. Producers choose 
which technologies to employ based on their costs, which in turn depend 
on how effi  cient the technologies are, and are also based on public policies, 
such as production taxes, that vary by technology type. For instance, carbon 
taxes or taxes on other polluting particles or greenhouse gases would imply 
a higher tax on the dirty technology. In addition to picking their production 
technology, private fi rms can also choose to do research to improve either the 
clean or dirty technology. Research and innovation decisions are shaped by 
public tax policies and the current state of technology. If  the clean technol-
ogy is very far behind the dirty technology in terms of effi  ciency, research in 
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it that produces only incremental improvements is unlikely to yield immedi-
ate benefi ts to producers and is thus not profi table in the short run. However, 
sustained research eff orts and cumulative incremental improvements may 
eventually render the clean technology competitive and profi table.

Taxing pollutants, for example, through carbon taxes, can redirect research 
toward clean technologies. Subsidizing clean research can also achieve this 
goal. But as long as the dirty technology remains much cheaper than the 
clean one, carbon taxes will reduce pollution but at a high effi  ciency cost in 
terms of foregone consumption. A research subsidy can redirect research 
successfully, even when combined with a low carbon tax initially, until the 
clean technology becomes able to compete with the dirty one. Research 
subsidies in this model can be optimal even if  there is no underinvestment 
in research overall; they are used to counteract the negative externalities of 
pollution for the environment.

Policy implications. Both carbon taxes (as well as taxes on other pollut-
ants) and research subsidies for clean technology can be used to direct inno-
vation to clean technologies. However, carbon taxes are very costly initially 
when the clean technology is still ineffi  cient relative to the dirty technology. 
Thus, initially, carbon taxes are a more cost- eff ective tool to correct for the 
direct externality of pollution from carbon or other pollutants, but research 
subsidies are more cost eff ective for guiding research toward clean tech-
nologies. A mix of policies that stimulate investment in green technologies 
at lower fi scal cost than other policies can be described as follows: policy 
initially focuses heavily on the research subsidy, which declines over time; 
carbon taxes are backloaded initially (and increase over time as the clean 
technology becomes more effi  cient), but eventually also decline as pollution 
is reduced thanks to the use of cleaner technology.

6.8  Conclusion

Tax policies off er a wide array of tools commonly used by governments 
to infl uence the economy. In this chapter, we reviewed the many margins 
through which tax policies can aff ect innovation, the main driver of eco-
nomic growth in the long run. These margins include the impact of  tax 
policy on (1) the quantity and quality of  innovation; (2) the geographic 
mobility of innovation and inventors across US states and countries; (3) the 
decline in business dynamism in the United States, fi rm entry, and produc-
tivity; (4) the quality of fi rms, inventors, and teams; and (5) the direction of 
research eff orts (e.g., toward applied versus basic research, or toward dirty 
versus clean technologies). We gave ideas drawn from research on how the 
right design of policy can allow policy makers to foster the most productive 
fi rms without wasting public funds on less productive ones.

The interplay between tax and innovation is arguably among the most 
policy- relevant and underexplored areas in endogenous growth and public 
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fi nance. The scarcity of empirical studies has been due to the lack of data 
at the microeconomic level needed to estimate the strength of tax responses 
of fi rms and inventors. However, our computational powers are increasing 
at a time when many countries are making their fi rm-  and individual- level 
microdata sets available to researchers. In addition, thanks to optical char-
acter recognition techniques, more and more large- scale historical records 
are being digitized for use in economic research. These are all very exciting 
developments that can potentially foster this important and growing area 
of research.
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7.1  Introduction

In the dozen years since the global fi nancial crisis, there has been a surge 
of interest on the part of governments in promoting entrepreneurial activity, 
largely by providing fi nancing (Bai et al. 2020). This chapter explores these 
policies, focusing on fi nancial incentives to entrepreneurs and the intermedi-
aries who fund them. (Other chapters in this volume discuss related policies 
to create a general business environment conducive to entrepreneurship and 
innovation, such as through the tax code, cluster development, and labor 
force reforms.)

The motivation for these eff orts is clear: the well- documented relation-
ships between economic growth, innovation, entrepreneurship, and venture 
capital. Yet despite good intentions, many of these public initiatives have 
ended in disappointment. To cite several examples from the past decade:

• The US Department of Energy’s (DOE) clean energy initiative was cre-
ated in 2005 but remained unfunded until 2009, when it received fi nanc-
ing as part of the American Recovery and Reinvestment (also known 
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as the Stimulus) Act.1 The program was to provide loan guarantees and 
direct grants to risky but potentially rewarding energy projects that may 
otherwise have been too risky to attract private investment. More than 
$34 billion was spent in less than four years, which was almost $2 billion 
more than the total private VC investment in the fi eld. The proposed 
investments were controversial at the time. As one organization protest-
ing the program noted, “DOE has minimal experience administering a 
loan guarantee program, and its one test case ended with taxpayers pay-
ing a heavy price. In the late 1970s and early 1980s, DOE off ered billions 
in loan guarantees for the development of synthetic fuels. Due in large 
part to poor administration and market changes, the federal govern-
ment was forced to pay billions to cover the losses” (“Oppose Waste-
ful $10 Billion Increase,” 2010). These worries proved prescient. The 
enormous scale of the public investment appears to have crowded out 
and replaced most private spending in this area, as VCs waited on the 
sidelines to see where the public funds would go. Moreover, in the wake 
of extensive industry lobbying, the investment decisions of government 
administrators led to a number of bankruptcies (e.g., Solyndra, A123 
Systems, Beacon Power).2 Rather than being stimulated, cleantech has 
fallen from 14.9 percent of venture investments in 2009 to 1.5 percent 
of capital deployed in the fi rst nine months of 2019.3

• The Saudi government has spent many tens of billions of dollars seek-
ing to promote venture capital activity in the kingdom.4 These have 
included a wide variety of regulatory reforms (creating, for instance, 
a second- tier market for entrepreneurial listings and facilitating the 
business registration process), the establishment of venture funds and 
regional hubs (often in conjunction with new universities), and global 
venture capital investments. In the last regard, the most notable was a 

1. See, for instance, Gold (2009), Kao (2013), Kirsner (2009), Mullaney (2009), and Sposito 
(2009).

2. Evaluating the return from these start- up investments is very diffi  cult. As far as I can tell, 
the numerous evaluations of these programs by government agencies and academics have not 
attempted to compute one. Much of the diffi  culty stems from the fact that payments were made 
under a variety of programs (e.g., the 1705 Loan Guarantee Program and the Advanced Tech-
nology Vehicle Manufacturing Loan Program), and payments to start- ups were mingled with 
those to established entities like Goldman Sachs and NRG Energy, where the bankruptcy risk 
was presumably much lower (though the rationale for public funding may have been so as well) 
(Lipton and Krauss 2011). But given that public funding went to some of the most spectacular 
start- up bankruptcies in the sector, and that even independent venture capital investments in 
this sector between the beginning of 2008 and the third quarter of 2019 have yielded (according 
to Sand Hill Econometrics) an annualized loss of –2.6 percent (before accounting for fees), it 
is hard to be optimistic about the performance of the investments in entrepreneurial fi rms as 
part of this initiative.

3. Based on the author’s analysis of data from Sand Hill Econometrics.
4. This paragraph is based on Seoudi and Mahmoud (2016), Sindi (2015), and assorted 

press accounts.
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commitment of $45 billion by the Saudi Public Investment Fund—a 
Saudi sovereign wealth fund whose stated mission is to be “the engine 
behind economic diversity in the KSA” (Kingdom of Saudi Arabia 
2019)—to the SoftBank Vision Fund. Yet the level of venture capital 
in the kingdom has remained very modest. According to the consult-
ing fi rm MAGNiTT (2020), only $50 million of venture capital was 
raised by Saudi fi rms in 2018, and $67 million in 2019. The 2018 value 
represented 0.006 percent of gross domestic product, a level one- sixtieth 
of that of Israel and akin to that of the lowest nations tracked on this 
measure by the Organisation for Economic Co- operation and Develop-
ment (e.g., Italy, the Russian Federation, and Slovenia) (OECD 2019).

• The Chinese government, after a series of  adept moves to promote 
venture capital over two decades, made a major commitment in the 
middle part of  the 2010s to promoting venture capital.5 Under the 
Government Guidance Fund program, over $231 billion was invested in 
government- sponsored venture funds in 2015 alone, largely by Chinese 
government bodies and state- owned enterprises. By way of  context, 
this amount was more than fi ve times the total amount committed to 
venture funds worldwide by all other investors in 2015. The government 
claimed it had raised $1.8 trillion for these funds by the end of 2018.6 
The result appears to have been a massive bubble, followed by a quick 
collapse and slowdown. Between the fourth quarter of 2016 and the 
fourth quarter of  2018, fundraising dropped by nearly 90 percent, a 
trend that has continued into 2019. As a result, Chinese companies 
have fallen from a peak of 45 percent of venture capital invested world-
wide to 15 percent in the second quarter of 2019 (Rowley 2019). The 
prediction of Gary Rieschel of Qiming Venture Partners (Shen 2016) 
is looking increasingly prescient: “They have a fantasy that if  they give 
everyone money they’ll create entrepreneurs. What it will result in is 
catastrophic losses for the government.”

In this chapter, I argue that these disappointing outcomes have not simply 
been a matter of bad luck—for instance, the choice by the Obama adminis-
tration to target its subsidies to entrepreneurial fi rms to A123 Systems and 
Solyndra rather than to more viable cleantech fi rms that would have avoided 
bankruptcy. Instead, the unfortunate outcomes have refl ected the funda-
mental structural issues that make it diffi  cult for governments to launch 
successful eff orts to promote entrepreneurship over sustained periods. 
I highlight several critical challenges, and outline two principles that might 
render these eff orts more eff ective.

5. This paragraph is based in part on Feng (2018), Oster and Chen (2016), and Yang (2019).
6. Based on the author’s compilation of Preqin data (https:// www .preqin .com/).
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7.2  The Motivation

Public bodies have been motivated to undertake these eff orts by the per-
ceived relationship between entrepreneurial activity on the one hand and 
employment opportunities, innovation, and economic growth on the other. 
The reader by this point in the volume should be convinced of the impor-
tance of innovation to economic growth. But the role that entrepreneurship 
in general and venture capital in particular play in promoting innovation 
has been much less thoroughly discussed so far.

Initially, economists generally overlooked the creative power of new fi rms: 
they suspected that the bulk of innovations would stem from large industri-
alized concerns. For instance, Joseph Schumpeter (1942), one of the pioneers 
of the serious study of entrepreneurship, posited that large fi rms had an 
inherent advantage in innovation relative to smaller enterprises.

These initial beliefs have not stood the test of time. Rather, today they 
look like the intellectual by- product of an era that saw large fi rms and their 
industrial laboratories (such as IBM and AT&T) replace the independent 
inventors who accounted for a substantial part of innovative activity in the 
late 19th and early 20th centuries.

In today’s world, Schumpeter’s hypothesis of  large- fi rm superiority 
does not accord with casual observation. In numerous industries, such as 
medical devices, communication technologies, semiconductors, and soft-
ware, leadership is in the hands of relatively young fi rms whose growth was 
largely fi nanced by venture capitalists and public equity markets. (Think, 
for example, of Amazon, Boston Scientifi c, Facebook, and Google.) Even 
in industries where established fi rms have retained dominant positions, such 
as fi nance, small fi rms have developed an increasing share of the new ideas, 
and then licensed or sold them to larger concerns. Large fi rms are if  anything 
cutting back their investments in basic science. (See the evidence in Arora, 
Belenzon, and Patacconi 2015.)

This pattern of new ventures playing a key role in stimulating innova-
tion has been especially pronounced in the past two decades. The two are-
nas that have seen perhaps the most potentially revolutionary technologi-
cal innovation—biotechnology and the internet—were driven by smaller 
entrants. Neither established drug companies nor computer software manu-
facturers were pioneers in developing these technologies. Small fi rms did not 
invent the key genetic- engineering techniques or internet protocols. Rather, 
the enabling technologies were developed with government funds at aca-
demic institutions and research laboratories. It was the small entrants, how-
ever, who fi rst seized on the commercial opportunities. Even in areas where 
large fi rms have traditionally dominated, such as energy research, start- up 
fi rms appear to be playing an increasing role.

Not only do Schumpeter’s arguments fail the test of experience, but sys-
tematic studies have generated little support for his belief  in the innovative 
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advantage of large fi rms. Over the years, economists have tried repeatedly to 
measure the relationship between fi rm size and innovation. While this litera-
ture is substantial, it is remarkably inconclusive. I will not infl ict on the reader 
a detailed review of the hundreds, if  not thousands, of papers on this subject, 
but it is worth highlighting that they give very little support to the claim 
that large fi rms are more innovative.7 Much of this work has related mea-
sures of innovative discoveries—for example, R&D expenditures, patents, 
or inventions—to fi rm size. Initial studies were undertaken using the larg-
est manufacturing fi rms; more recent works have employed larger samples 
and detailed data (e.g., studies employing data on fi rms’ specifi c lines of 
business). Despite the improved methodology of recent studies, the results 
have remained inconclusive: the studies seem as likely to fi nd a negative as a 
positive relationship, and even when a positive relationship between fi rms’ 
size and innovation has been found, it has had little economic signifi cance. 
For instance, one study concluded that a doubling of fi rm size increased the 
ratio of R&D to sales by only 0.2 percent (Cohen, Levin, and Mowery 1987).

Whatever may be the relationship between a fi rm’s size and its innovations, 
one of the relatively few things that researchers can agree on is the critical 
role played by new fi rms, or entrants, in many industries. The role of start- 
ups in emerging industries has been highlighted not just in many case studies, 
but also in systematic research. For instance, a study by Acs and Audretsch 
(1988) examined which fi rms developed some of the most important inno-
vations of  the 20th century.8 The authors documented the relative con-
tribution of large and small fi rms. Small fi rms contributed almost half  the 
innovations they examined. But they found that the contribution of small 
fi rms was not central in all industries. It was greatest in immature industries 
in which market power was relatively unconcentrated. These fi ndings sug-
gest that entrepreneurs and small fi rms play a key role in observing where 
new technologies can meet customers’ needs and respond rapidly to them. 
Whether owing to poor incentives, ineffi  cient internal capital markets, or 
other causes, larger fi rms do not appear to fare well in this regard.

Recent studies have also pointed to the special advantage in innovation 
enjoyed by young entrepreneurs backed by venture capital fi rms. Consider-
able evidence shows that venture capitalists play an important role in encour-
aging innovation. The types of fi rms they fi nance—whether young start- ups 
hungry for capital or growing fi rms that need to restructure—pose numer-
ous risks and uncertainties that discourage other investors.

Where, then, does this advantage come from? The fi nancing of  young 
fi rms is a risky business. A lack of information makes it diffi  cult to assess 
the potential of these fi rms and permits opportunistic behavior by entre-
preneurs after fi nancing arrives. To address these information problems, 

7. The interested reader can turn to surveys by Azoulay and Lerner (2012) and Cohen (2010).
8. Similar studies include Aron and Lazear (1990) and Prusa and Schmitz (1994).
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venture investors employ a variety of mechanisms that seem to be critical 
in boosting innovation.

The fi rst of these devices is the screening process that venture capitalists 
use to select investment opportunities. This process is typically far more 
effi  cient than that used by other funders of innovation, such as corporate 
research and development laboratories and government grant makers. In 
addition to conducting careful interviews and fi nancial analysis, venture 
capitalists usually make investments with other investors. One venture fi rm 
will originate the deal and look to bring in other venture fi rms. Involving 
other fi rms provides a second opinion on the opportunity. There is usually 
no clear- cut evidence that an investment will yield attractive returns. Having 
other investors approve the deal limits the likelihood of funding bad deals. 
The result of this detailed analysis is, of course, many rejections: only about 
0.5 to 1 percent of business plans are funded (Kaplan and Stromberg 2004). 
Inevitably, many good ideas are rejected as part of the assessment process.

When venture capitalists invest, they hold not common stock but rather 
preferred stock (Kaplan and Stromberg 2003). The signifi cance of this dis-
tinction is that if  the company is liquidated or otherwise returns money 
to the shareholders, preferred stock is paid before the common stock that 
entrepreneurs, as well as other, less privileged investors, hold. Moreover, 
venture capitalists add numerous restrictive covenants and provisions to the 
preferred stock. They may be able, for instance, to block future fi nancings 
if  they are dissatisfi ed with the valuation, to replace the entrepreneur, and 
to have a set number of representatives on (or even control of) the board of 
directors. In this way, if  something unexpected happens (which is the rule 
rather than the exception with entrepreneurial fi rms), the venture investor 
can assert control. These terms vary with the fi nancing round, with the most 
onerous terms reserved for the earliest rounds.

The staging of investments also improves the effi  ciency of venture capital 
funding (Gompers 1995; Neher 1999). In large corporations, research and 
development budgets are typically set at the beginning of a project, with 
few interim reviews planned. This pattern contrasts with the venture capital 
process: once they make a decision to invest, venture capitalists frequently 
disburse funds in stages. The refi nancing of these fi rms, termed “rounds” 
of fi nancing, is conditional on achieving certain technical or market mile-
stones. Proceeding in this fashion allows the venture capitalist to gather 
more information before providing additional funding, thus helping inves-
tors separate investments that are likely to be successful from those that are 
likely to fail. Managers of venture- backed fi rms have to return repeatedly 
to their fi nanciers for additional capital, which allows venture capitalists to 
ensure that their money is not being squandered on unprofi table projects. 
Thus, an innovative idea continues to be funded only if  its promoters con-
tinue to execute well.

Finally, venture capitalists provide intensive oversight of the fi rms they 
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invest in. Survey evidence (Gompers et al. 2020) suggests that over 25 percent 
of  venture capitalists interact with the entrepreneurs that they are fund-
ing multiple times per week, and an additional one- third interact once a 
week. These interactions can have profound impacts. One intriguing study 
by Bern stein, Giroud, and Townsend (2016) supports these claims, show-
ing that when an airline adds a direct fl ight between the city of a venture 
capitalist and one of his or her existing portfolio fi rms (which presumably 
facilitates face- to- face interactions), the fi rm is likely to experience a boost 
in innovative and fi nancial performance.

With support from venture capitalists, start- ups can better invest in the 
research, market development, marketing, and strategizing they require to 
attain the scale necessary to go public. The importance of this backing can 
be illustrated in stylized facts, such as that of the ten most valuable compa-
nies in the world as of mid- 2020, fully seven (fi ve based in the United States 
and two in China) were originally venture backed (based on an analysis of 
Compustat data and various venture capital databases and media reports). 

The positive impact of venture capital is also corroborated in large- sample 
research. Especially relevant is the fi nding of Kortum and Lerner (2000) that 
even after addressing the concern that venture capital investments are highly 
targeted, venture funding does have a strong positive impact on innova-
tion. The estimated coeffi  cients vary according to the techniques employed, 
but on average a dollar of venture capital appears to be three to four times 
more potent in stimulating patenting than a dollar of traditional corporate 
R&D. While venture capital has historically been small relative to corpo-
rate research, it is responsible for a much greater share of US commercial 
innovations.

7.3  The Challenges

Given the apparently strong relationship between entrepreneurship, inno-
vation, and growth, it is not surprising that governments worldwide have 
sought to promote new ventures. But as the examples in the introduction 
suggest, many public eff orts have gone astray.

In particular, in this section, I highlight three aspects of  the nature of 
entrepreneurial ventures that pose substantial challenges to government 
policy makers.

7.3.1  The Geographic Dilemma

The fi rst challenge is the tight geographical focus of  entrepreneurial 
businesses. Entrepreneurial businesses are often clustered geographically 
(Glaeser, Kerr, and Ponzetto 2010), venture- backed businesses even more 
so (Chen et al. 2010). These patterns characterize such businesses around 
the world.

The highly skewed distribution of venture capital investment can be illus-

 EBSCOhost - printed on 2/8/2023 7:51 PM via . All use subject to https://www.ebsco.com/terms-of-use



220    Josh Lerner

trated by a tabulation of Pitchbook data between 2015 and 2017 by Florida 
and Hathaway (2018). The authors concluded that the top ten urban areas 
for venture fi nancing (six in the United States and two in China, as well as 
in London and Bangalore) accounted for 62 percent of venture disburse-
ments worldwide, while the top 25 urban areas accounted for 75 percent of 
all disbursements.

This disbursement is not accidental, but rather refl ects the nature of 
investment performance. The Sand Hill Econometrics index of  gross 
(pre- fee) returns from venture capital investments between 1980 and 2019 
highlights a substantial discrepancy between Silicon Valley and other US 
regions. Northern California transactions reported an annualized return of 
25.6 percent, substantially more than other regions such as New England 
(14.3 percent), mid- Atlantic (15.4 percent), and non- California Pacifi c states 
(13.5 percent).9 While accurate regional return data are not available world-
wide, undoubtedly this pattern would repeat itself  elsewhere.

Yet many eff orts to boost high- potential entrepreneurship end up direct-
ing far too much funding to unpromising areas in an eff ort to “share the 
wealth.” Much of the impact is diluted as funds that could be very helpful 
in a core area end up where they are not useful.

The Small Business Innovation Research (SBIR) program, the largest 
public venture program in the United States, provides an illustration of this 
problem. The eff ect of a fairness policy was shown in my work (Lerner 1999) 
comparing the performance of program recipients with that of matching 
fi rms: awardees grew considerably faster than companies in the same loca-
tions and industries that did not receive awards. In the ten years after receipt 
of SBIR funding, the workforce of the average award recipient in a high- tech 
region grew by 47, a doubling in size. The workforces of other awardees—
those located in regions not characterized by high- tech activity—grew by 
only 13 employees. Though the recipients of SBIR awards grew consider-
ably faster than a sample of matched fi rms, the superior performance, as 
measured by growth in employment (as well as sales and other measures), 
was confi ned to awardees in areas that already had private venture activity. 
Many other examples can be off ered from the Americas, Asia, and Europe, 
where the pressure for fairness has led to the diversion of substantial funds 
for entrepreneurial investments with little chance of success.

These issues are particularly relevant for science- based entrepreneurship. 
Economic activity linked to disruptive new technologies seems to evolve in 
a very concentrated pattern (Bloom et al. 2020). Potential explanations for 
these patterns include the dependence on close ties with academia (many 
of these initial hubs are near academic centers), agglomeration eff ects that 
encourage fi rms to bunch together, and labor market dynamics. Whatever 

9. Based on the author’s compilation of Sand Hill Econometrics data.
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the causes, the eff ect has been to render government eff orts to encourage 
science- based ventures in peripheral locations very diffi  cult.

Thus, in the name of geographic “diversity,” the SBIR program funded 
fi rms with inferior prospects. Underneath these patterns lie some intense 
political pressures and confl icting interests. For one thing, congressmen and 
their staff ers have pressured program managers to award funding to com-
panies in their states. As a result, in almost every recent fi scal year, fi rms 
in all 50 states (and indeed in every one of the 435 congressional districts) 
have received at least one SBIR award. These patterns are far from unique: 
pressures for “fair” distribution of subsidies (Weingast, Shepsle, and John-
sen 1981) often lower the social and private returns from these government 
initiatives.

7.3.2  The Timing Dynamic

Another issue stems from the boom- bust cycles that frequently character-
ize entrepreneurial markets. The venture market is extraordinarily uneven, 
moving from cycles of feast to famine and back again. In some periods, far 
too many fi rms can get access to fi nancing, while in others, worthy compa-
nies languish unfunded.

Funds operating in periods with little competition often eventually expe-
rience very good returns, a pattern that may refl ect the fact that the funds 
operating during these years can invest in the most promising fi rms at rela-
tively modest valuations. Over time, however, these high returns attract the 
interest of institutional investors. What starts as a trickle of funds ends as a 
torrent. The competition for deals rises, as does the pricing of these transac-
tions. Ultimately, the expansion proves to be unsustainable, and returns fall. 
Then the cycle repeats itself  all over again.

These cycles have led to considerable drama in the venture industry. Each 
industry downturn produces melodramatic claims that the venture industry 
is fundamentally broken, with too many investors competing for a limited 
supply of deals. For instance, in the dark days after the NASDAQ crash of 
2000–2002, Steve Dow of the venerable fi rm Sevin Rosen indicated that 
his group was unlikely to raise a new fund. “The traditional venture model 
seems to us to be broken,” he noted. “Too much money had fl ooded the 
venture business and too many companies were being given fi nancing in 
every conceivable sector” (Helft 2006). (More typically, the conclusion of 
the complaining venture capitalist is that everyone should exit the market 
except for the market observer and his best friends.)

This song has been repeated almost verbatim in every market downturn. 
“Dramatic infl ows of cash weaken the ‘fragile ecosystem’ of  the venture 
capital industry by forcing some to ‘shovel’ money into deals. . . . The answer 
is to discourage more money from coming in and to suppress what [gets 
invested],” preached the Venture Capital Journal in 1993 (Deger 1993). The 
same periodical bemoaned in 1980, “The rate of disbursements from venture 
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investors to developing businesses continues to be extraordinary. . . . [A] 
major limiting factor in expansion will be the availability of qualifi ed venture 
investment managers. Direct experience is so critical to venture investment 
disciplines” (“Special Report,” 1980). (With the benefi t of  hindsight, the 
Journal was exactly wrong in both cases. The typical funds raised in the 
years of these two articles had a return of 26.1 percent and 21.6 percent, 
respectively, which remain among the two best vintage years for venture 
funds ever.)

Despite all the hype and drama, these boom- and- bust patterns are impor-
tant, and the interest that these cycles have attracted is justifi ed. It is natural 
to wonder why pensions and others seem to put most of their money to work 
almost inevitably at exactly the wrong time. Why don’t venture groups pull 
back from investing in market peaks, rather than continuing to dance the 
dance? While much remains uncertain about these cycles of boom and bust, 
several drivers of the patterns have been documented.

At least some of the deterioration of performance stems from the phe-
nomenon of “money chasing deals.” As more money fl ows into their funds 
from institutional and individual investors, venture capitalists’ willingness 
to pay more for deals increases: a doubling of infl ows into venture funds 
led to between a 7 percent and 21 percent increase in valuation levels for 
otherwise identical deals. These results do not refl ect improvements in the 
venture investment environment; when we look at the ultimate success of 
venture- backed fi rms, the success rates do not diff er signifi cantly between 
investments made during periods of relatively low infl ows and valuations, 
and those of the boom years. But the fi ndings, while suggesting how these 
cycles work, do not explain why they come about.

Part of the decline in venture activity stems from new funds. During hot 
venture markets, many inexperienced groups raise capital. In many cases, 
these funds are raised from inexperienced investors, who are attracted by the 
excitement surrounding venture funds or by funds- of- funds, which target 
these investors. Often, they cannot get into top- tier funds and instead reach 
out to less experienced funds, not appreciating the diff erences across groups.

Part of  the deterioration in performance around booms refl ects the 
changes in the venture funds. Established groups often take advantage of 
these hot markets to increase their capital under management aggressively. 
(This decision is likely to be driven by the typical compensation that venture 
funds enjoy, which is largely driven by fees from capital under management.) 
As venture groups grow in size, they tend to increase the capital that each 
partner is responsible for and to broaden the range of industries in which 
they invest. These changes are often associated with deteriorating perfor-
mance.

Whatever the precise mechanisms behind these cycles, their impact on 
innovation is most worrisome. Skeptical observers of the venture scene fre-
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quently argue that these cycles can lead to the neglect of promising compa-
nies. For instance, during the deep venture trough of the 1970s—in 1975, 
no venture capital funds at all were raised in the United States—many com-
panies seeking to develop pioneering personal- computing hardware and 
software languished unfunded. Ultimately, these technologies emerged with 
revolutionary impact in the 1980s, but their emergence may have been accel-
erated had the venture market not been in such a deep funk during the 1970s.

Townsend (2015), in an intriguing analysis of the technology- market col-
lapse of  2000–2003, looks at the probability that fi rms failed to get refi -
nanced through no fault of their own. He examines the probability that fi rms 
in sectors unrelated to IT during the collapse period got another fi nancing 
round, and how this varied with their lead venture fi rm’s exposure to the 
internet sector. He compares non- IT fi rms whose backers invested heav-
ily in internet companies during the years leading up to the peak of  the 
bubble with those whose backers invested little in the internet sector during 
that time. (Based on all observable characteristics, these fi rms are otherwise 
identical.) The unlucky ones with internet- exposed backers were far less 
likely to raise another fi nancing round. The analysis suggests that these 
unlucky fi rms—even though their technologies had nothing to do with the 
internet, telecommunications, or software—experienced a 26 percent larger 
drop in the probability that they would raise additional funding than did 
those backed by funds without a heavy exposure to the internet. If  a poten-
tial entrepreneur realizes that even if  he does everything right, his business 
may fail because he was unlucky in choosing a fi nancier, his enthusiasm for 
the new venture may fade. He might well conclude that if  he is going to be 
gambling, a trip to Vegas is a less costly and painful alternative.

It might be thought that this termination of new ventures is not a big 
deal. After all, the personal- computing technology that may have languished 
unfunded during the 1970s ultimately saw the light of day in the next decade. 
But in addition to the delays inherent in this disruptive process, there is also 
the question of its impact on incentives.

Nor is the overfunding of fi rms during booms necessarily a good thing. 
While it can stimulate creativity (Ewens, Nanda, and Rhodes- Kropf 2018), it 
can also lead to wasteful duplication, as multiple companies pursue the same 
opportunity, with each follower often being ever more marginal. Often, the 
initial market leader’s staff  is poached by the me- too followers, disrupting 
the progress of the fi rm with the best chance of success. Moreover, once the 
overfunding subsides, the fi rms that still survive struggle to attract funding, 
as the sector often takes on a poisonous atmosphere that deters venture 
investors. Numerous examples of such crazed duplication can be off ered: 
the recent plethora of social networking companies, the frenzy surrounding 
B2B and B2C internet companies in the late 1990s, and the surge in funding 
disk- drive companies in the early 1980s. In each case, a surge of activity was 
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followed by a reaction, when venture capitalists, suff ering from poor returns, 
recoiled from the industry. As a result, these periods were incredibly disrup-
tive to all fi rms within the aff ected industries.

In many cases, however, political leaders interpret these surges in activity 
as signals that it is appropriate to intervene with new subsidies, even as the 
marginal returns from public money decline. The public funds can have the 
eff ect of adding “fuel to the fi re” of an overheated market. The decision of 
the Chinese government to “double down” on subsidizing venture activity 
after the boom in the fi rst half  of the 2010s is a dramatic example.

7.3.3  The Human Dimension

The fi nal disengagement refl ects the nature of people who often are asso-
ciated with the greatest entrepreneurial success. Government offi  cials may 
have many valuable talents and play incredibly important roles, but the skill 
sets associated with successfully identifying and funding entrepreneurial 
businesses are very diff erent from those encountered in their typical daily 
work. The ambiguity, complexity, and specialization associated with such 
ventures make these tasks quite challenging.

In many instances, offi  cials may be manifestly inadequate to the task of 
selecting and managing entrepreneurial or innovative fi rms. Many examples 
can be off ered of government leaders who did not think carefully about real-
istic market opportunities, the nature of the entrepreneurs and intermediar-
ies being fi nanced, and how the subsidies they off ered would aff ect behavior. 
Well- intentioned offi  cials can make rules that prove to be very harmful to 
those they mean to help, whether they are rules that aff ect the ability of fi rms 
to accept outside fi nancing, to off shore routine coding work, or to respond 
to shifts in customer demands.

But beyond public incompetence, much of  economists’ attention has 
been focused on a darker problem that aff ects these and similar programs: 
the theory of “regulatory capture.” This hypothesis suggests that entities, 
whether part of government or industry, will organize to capture the direct 
and indirect subsidies that the public sector hands out.10 Yet public sub-
sidies are often prone to political capture problems, where well- connected 
individuals end up with the bulk of the benefi ts, and those geared toward 
entrepreneurial fi rms are no exception (Akcigit, Baslandze, and Lotti 2018). 
These issues are exacerbated by the fact that the most creative entrepreneurs 
are often outsiders; for instance, an extensive literature has documented 
the disproportionate representation of immigrants in US entrepreneurship, 
both in general and among high- potential enterprises (Kerr and Kerr 2017; 
see Fairlie and Lofstrom 2015 for a more general review).

These capture problems are often exacerbated by opaque and poorly 

10. The articulation of this model in the economics literature is frequently attributed to Olson 
(1965); its formal modeling is attributed to Becker (1983) and Peltzman (1976). 
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defi ned processes. While selecting the most promising new ventures is 
unlikely to ever be easy, making the process opaque is unlikely to help. For 
instance, the Department of Energy had little transparency about the cri-
teria used to select the awards to cleantech fi rms discussed in the introduc-
tion. Refl ecting this lack of clarity, fi rms responded by hiring lobbyists to 
seek awards. More than half  of the cleantech companies in the portfolio 
of New Enterprise Associates, a large US venture fi rm, hired lobbyists to 
attempt to infl uence the rewards. The emphasis on infl uence activities was 
exacerbated by the huge size of the individual awards: rather than scattering 
the funds over a variety of contenders, the Obama administration sought to 
pick winners. This is a classic situation where a public program targeted an 
area that was already interesting to private investors and actually ended up 
introducing counterproductive distortions.

7.4  The Search for Solutions

How can these seeming disconnects be addressed? In the fi nal part of the 
chapter, I discuss two potential policy reforms—independence and reliance 
on matching funds—that could address them.

7.4.1  The Need for Independence

One way to address the incentive issues described above is for policy mak-
ers to emulate central bankers and seek to insulate entrepreneurial policy 
making from day- to- day political pressures. A long list of economists has 
extolled the need to separate monetary policy form political pressures, lest 
the temptation to “do the wrong thing” prior to an election be too strong. 
Establishing an organization to implement new venture policies in which 
the leadership has the independence from day- to- day political pressures can 
similarly lead to longer- term decisions that can address some of the chal-
lenges delineated above. Such a step may also make it easier to terminate a 
program when it is no longer needed.

Similar independent governance has been successfully implemented 
in other investment arenas. For instance, consider the experience of  the 
Canadian Pension Plan (CPP).11 The plan was established in 1966 as a layer 
of retirement savings sitting between the Old Age Security System (similar 
to Social Security in the United States) and individual savings. It collected 
mandated contributions from employers and workers, and off ered benefi ts 
that were a set percentage of wages, paid by the contributions of previous 
years and the returns from the plan’s investments.

For the fi rst 30 years of CPP’s existence, expenses rose as benefi ts like infl a-
tion indexing were added. Funds were invested in nonnegotiable Canadian- 

11. This vignette is drawn from Canadian Pension Plan Investment Board (various years); 
Hardymon, Leamon, and Lerner (2009); and Lerner, Rhodes- Kropf, and Burbank (2013).
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government fi xed- income bonds and also loaned to the provinces at sub-
market interest rates for projects such as building schools and roads. These 
projects may have benefi ted Canadian society, but not surprisingly they did 
little for CPP’s bottom line. Furthermore, an aging population was working 
against CPP. The government realized that rescuing CPP meant either dras-
tic cuts in benefi ts or sharp increases in contribution rates.

Similar problems have been shown to beset many US pensions, especially 
those with heavy political representation on their board (Andonov, Hoch-
berg, and Rauh 2018). But unlike in the United States, where governments 
have almost universally kicked pension problems “down the road,” between 
1995 and 1997, the federal and provincial Canadian governments managed 
to craft a solution.

The CPP Investment Board was established in 1997 in response to these 
challenges. One crucial part of the reforms adopted by the Canadian gov-
ernment was a dramatic restructuring of the plan’s governance. It adopted 
a structure that former CEO Mark Wiseman referred to as “turducken,” 
except instead of a series of stuff ed poultry, it featured “a partnership model 
inside a Crown corporation inside a pension plan” (Lerner, Rhodes- Kropf, 
and Burbank 2013). In order to limit political infl uence, the CPPIB gover-
nance was set up as a 12- member board notionally appointed by the federal 
and provincial governments, with appointments based entirely on business 
acumen, not political connections. The board of directors in turn appointed 
the CEO, with no right of veto from any government. The organization’s 
mandate was set as investing “solely for the benefi t of CPP members” to 
achieve the best long- term, risk- weighted returns for the plan’s benefi cia-
ries, regardless of government policy objectives. To further insulate CPPIB 
from political infl uence, any changes to its charter required approval by an 
amending process more stringent than that of the Canadian constitution 
itself. Small experiments along these lines have been reasonably successful 
in the entrepreneurial promotion business, such as the New Zealand Venture 
Investment Funds program,12 and it is my hope that these can be expanded.

Another advantage of  independence is more fl exibility in setting pay. 
Setting competitive compensation is even harder for public institutions in 
Western democracies, where the media may be overeager to engage in sen-
sationalism. The architects of the modern CPPIB created a structure that 
allowed the public pension unique freedoms, including the ability to set 
salaries and bonuses completely outside the Canadian civil service scale. 
With multimillion- dollar bonuses—as well as the ability to live in Toronto, 
work in a congenial setting, and contribute to the betterment of the nation—
CPPIB attracted a high- caliber investment team, many of them Canadians, 
eager to move home after a stint on Wall Street.

12. For a detailed history and analysis of the program, see Lerner, Moore, and Shepherd 
(2005).
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But implementing this scheme has been challenging. The fund was bitterly 
criticized for proposing to pay bonuses totaling $7 million to four top execu-
tives for 2008–9, after the fund had lost almost 19 percent of its value during 
the fi nancial crisis. CPPIB’s rationale that the pay packages were based on 
long- term performance fell on deaf ears, whether due to its complexity or 
the political feeding frenzy. The board ultimately adjusted its compensa-
tion policy downward. Perhaps unsurprisingly, eventually much of CPPIB’s 
leadership team left for jobs elsewhere. 

A similar cautionary tale emerges from the experience of  In- Q- Tel, a 
nonprofi t VC fi rm that was established in 1999 to give the US Central Intel-
ligence Agency greater access to cutting- edge technologies.13 The agency’s 
scientifi c leaders realized that the most sophisticated technologies were being 
developed not within government laboratories, but rather in Silicon Valley 
start- ups. In- Q- Tel was designed to address this problem by allowing the 
government to access some of  the key innovations of  these fi rms. Using 
a variety of venture- like tools, the organization invested modest stakes in 
emerging companies, often in conjunction with independent venture fi rms.

The CIA realized it needed a special kind of team to run In- Q- Tel: individ-
uals who were at once conversant with the world of high- technology start- 
ups and with a ponderous, security- conscious government bureaucracy. To 
maximize the chance of getting the right people, the CIA set up In- Q- Tel 
as an independent, not- for- profi t entity, which shielded it from civil service 
rules that might discourage many recruits. In order to attract these staff  
members—and to avoid a revolving door through which people left as soon 
as they had the requisite experience—the CIA designed a compensation 
scheme quite diff erent from that of typical government jobs. The package 
included a fl at salary, a bonus based on how well In- Q- Tel met government 
needs, and an employee investment program, which took a prespecifi ed por-
tion of each employee’s salary and invested alongside In- Q- Tel in the young 
fi rms in its portfolio.

After In- Q- Tel had operated for a few years, the New York Post decided 
to turn its attention to the organization.14 Describing the undertaking as 
“an astonishing tale of  taxpayer- fi nanced intrigue on capitalism’s street 
of dreams,” journalists homed in on the compensation scheme; one article 
charged that In- Q- Tel employees were “speculat[ing] with taxpayer money 
for their own personal benefi t.” Needless to say, there was no discussion of 
the challenges of recruiting investment staff  conversant with Silicon Valley, 
or the likelihood that many In- Q- Tel professionals could make far more in 
the private sector. This arrangement, the Post intoned, was “almost identical 
to the so- called ‘Raptor’ partnerships through which top offi  cials at Enron 

13. This account is based on Book et al. (2005), Business Executives for National Security 
(2001), and numerous press accounts.

14. These quotes are drawn from one of several pieces on In- Q- Tel done by Byron (2005).
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Corp were able to cash in personally on investment activities of the very 
company that employed them.” Whether it was the criticism of the com-
pensation levels—which while attractive by government standards, were far 
below those of independent venture capitalists—the distractions associated 
with frequent congressional investigations, or the media scrutiny, In- Q- Tel 
has struggled to hold on to its investment staff , despite a creative attempt to 
establish attractive incentives.

While independence does not necessarily guarantee eff ective policy mak-
ing, it can increase the likelihood that decisions avoid political fads, relying 
instead on rules- based approaches and experimental evidence. All too often, 
in the rush to boost entrepreneurship, policy makers allow no provision for 
the evaluation of programs. In an ideal world, the future of initiatives should 
be determined by their success or failure in meeting their goals, rather than 
considerations such as the vehemence with which supporters argue for their 
continuation. Independent governance can facilitate better decisions.

Turning again to the SBIR program, there are many examples where anal-
ysis could be enormously helpful. A striking study by Howell (2017) suggests 
while the initial Phase I awards made up only 20 percent of  the total of 
$2.8 billion in awards in fi scal year 2017 (US Small Business Administra-
tion 2018), essentially all of the program’s positive benefi ts resulted from 
those initial grants. Similarly, both Howell’s analysis and my own suggest 
the troublesome impact of the companies that have managed to capture a 
disproportionate number of awards. These “SBIR mills” commercialize far 
fewer projects than the fi rms that receive just one SBIR grant (or a handful 
of grants). They often have staff s in Washington that focus only on identi-
fying opportunities for subsidy applications. These problems have proven 
diffi  cult to eliminate, as “mill” staff ers tend to be active, wily lobbyists.

An added benefi t of such eff orts has to do with time frames. Democracies 
worldwide are shaped by the ebb and fl ow of election cycles. This inevi-
tably leads to a short- run orientation. And even leaders in offi  ce for life are 
often anxious to display progress and look for quick fi xes. But building a 
venture capital industry is a long- run investment, which takes many years 
until tangible eff ects are realized. To cite one example, historians date the 
birth of the modern US venture capital industry to 1978, a full 20 years 
after the enactment of the SBIC program. This is not a process that can be 
accomplished overnight.

As a result, an entrepreneurship or venture capital initiative requires a 
long- run commitment on the part of public offi  cials. The one certainty is that 
there will be few immediate returns. If  programs are abandoned after a few 
months or years, they are highly unlikely to bring any benefi ts. There has to 
be a commitment to be undaunted by initial failures—for example, the low 
rate of return that early publicly subsidized investments or funds garner—
and instead to fi ne- tune programs in the face of such discouragements. An 
independent governance structure can limit these distorting eff ects.
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At the same time, there may be times when a program has lived its useful 
life and is no longer needed. One nomination might be the Small Business 
Investment Company (SBIC) program in the United States, which subsi-
dized the formation of venture funds. The US industry is today many orders 
of magnitude bigger, and the need for the program much less compelling. 
And many of the fi rms receiving SBIC funding have been marginal ones that 
cannot attract private funds. Yet SBIC recipients have vehemently argued 
for expanding the program, not terminating it.

7.4.2  Matching Funds

Far too often, decisions about fund allocation are distorted by a lack of 
understanding of how the market works or by political rather than economic 
considerations. By requiring that matching funds be raised from the private 
sector, the dangers of uninformed decisions and political interference can 
be greatly reduced.

We have already alluded to examples of well- intentioned but uninformed 
leaders making boneheaded decisions, as well as political capture leading 
to unfortunate decisions, such as to allocate much of the funding to regions 
where there is little chance of success. Yet another distortion is when policy 
makers make decisions based on “buzz,” or incomplete information. One 
study determined that 49 of  the 50 US states started major programs to 
promote the biotechnology industry, in hopes of creating a cluster of activity 
(Feldman and Francis 2003). In fact, only a handful of these states had the 
base of scientifi c resources and the supporting infrastructure (e.g., lawyers 
versed in biotechnology patent law and fi nancing practice) to support a suc-
cessful cluster, so the bulk of the funds was wasted. When these programs 
did support a promising fi rm, in many cases it rapidly moved to a region 
more conducive to biotechnology entrepreneurship.15

The vast majority of eff orts by the public sector to target particular indus-
tries seem to have been far from successful. If  dozens of PhDs poring for 
years over econometrics models with mountains of historical data have been 
unable to show how to target industries, how can the typical government 
leader identify good prospects in a compressed time period and with limited 
information?

But there is a way to address this problem, at least partially. The most 
direct way is to insist on matching funds. If  venture funds or entrepreneurial 
fi rms need to raise money from outside sources, organizations that will ulti-
mately not be commercially viable will be kept off  the playing fi eld. In order 
to ensure that these matching funds send a powerful signal, the matching 
should involve a substantial amount of capital (ideally, one- half  the fund-
ing or more should come from the private sector). These stipulations can 

15. See, for instance, the saga of Cleveland’s biotechnology initiative, as related in Fogarty 
and Sinha (1999).
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limit the temptation to impose geographic diversity requirements that direct 
funds into nonviable areas.

The power of matching funds was clearly demonstrated in what has been 
considered the gold standard of public venture capital initiatives. In June 
1992, the Israeli government established Yozma Venture Capital Ltd., a 
$100 million fund wholly owned by the public sector (for more details, see 
Avnimelech, Kenney, and Teubal 2004; OECD 2003; Senor and Singer 2009; 
and Trajtenberg 2002). At the time, a single venture fund, Athena Venture 
Partners, was active in the nation. While there were certainly well- trained 
engineers in Israel working on promising technologies, entrepreneurs (and 
would- be company founders) were suspicious of  venture investors. This 
reluctance was based in part on their interactions with the pioneering ven-
ture capitalists, as well as on their general skepticism about selling equity to 
unaffi  liated parties. Instead, they preferred to rely on bank debt for fi nanc-
ing. The only problem, of course, was that such fi nancing was rarely avail-
able for young, risky ventures.

The key goal of Yozma was to bring foreign venture capitalists’ investment 
expertise and networks of contacts to Israel. The need for this assistance 
was highlighted by the failure of the nation’s earlier eff orts to promote high- 
technology entrepreneurship. One assessment concluded that fully 60 per-
cent of the entrepreneurs in prior programs had been successful in meeting 
their technical goals but nonetheless failed because the entrepreneurs were 
unable to market their products or raise capital for further development. 
Foreign expertise was seen as key to overcoming this problem.

Accordingly, Yozma actively discouraged Israeli fi nanciers from partici-
pating in its programs. Rather, the focus was on getting foreign venture inves-
tors to commit capital to Israeli entrepreneurs. The government provided 
matching funds to investors, typically $8 million of a $20 million fund. The 
venture fund was given the right to buy back the government stake within 
the fi rst fi ve years for the initial value plus a preset interest rate of roughly 
5 to 7 percent. Thus, the design of Yozma meant that the government pro-
vided an added incentive to the venture fund if  the investments proved suc-
cessful. Moreover, learning from the nation’s misadventures during earlier 
programs to stimulate the venture industry—when cumbersome application 
procedures and burdensome reporting requirements discouraged participa-
tion—the administration of the program was deliberately made simple.

The Yozma program delivered beyond the wildest dreams of the found-
ers. Ten groups took advantage of the off er, mostly from the United States, 
Western Europe, and Japan. Many of  the original Yozma funds, includ-
ing Gemini and Walden Ventures, earned spectacular returns and served as 
precursors to larger, follow- on funds. Moreover, many of the local partners 
recruited by the overseas venture capitalists were able to spin off  and estab-
lish their own fi rms, which global venture capitalists were eager to fund 
because of their impressive track records. (A Yozma “alumni club” allows 
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groups to learn from each other’s experiences while making these transi-
tions.) One decade after the program’s inception, the ten original Yozma 
groups were managing Israeli funds totaling $2.9 billion, and the Israeli 
venture market had expanded to include 60 groups managing approximately 
$10 billion (Erlich 2007). The magnitude of this success is also suggested by 
the fact that the ratio of venture investment to GDP is consistently higher 
in Israel than in any other nation.

As powerful an idea as matching funds is, the devil is in the details. In the 
Government Guidance Fund initiative in China, the central government 
imposed matching fund requirements as well. In a number of the top cities, 
the government funds were matched with capital from legitimate investors. 
In many second-  and third- tier cities (where many of the funds were set up), 
however, the requirements for matching funds were relaxed. Much of the 
capital came not from informed private- sector actors, but rather from pro-
vincial and state governments eager to boost the local economy, or else from 
state- owned enterprises under these offi  cials’ control. Thus, the informative 
quality of the matching funds was much reduced.

One concern about a requirement of  matching funds is that there are 
sectors and regions where private funding is very scarce. In these cases, a 
requirement that fi rms raise matching venture funding may lead to very little 
public funding at all. It may be possible to resolve this “chicken or egg” prob-
lem by targeting earlier- stage, more informal investors such as individual 
angel investors. Some governments, for instance, have not only matched the 
funding provided by these investors, but subsidized the groups to hire an 
executive director to ensure that their activities run more smoothly. In other 
cases, however, it may make sense for government to back up even further 
and focus on “table- setting” activities that create a conducive environment 
for entrepreneurs and their potential investors, rather than directly fi nancing 
companies or investors.

7.5  Final Thoughts

Many of the same policies that have driven governments to promote inno-
vation in general have led to a public policy focus on entrepreneurship. The 
bulk of these eff orts have been well intentioned. But the substantial chal-
lenges associated with the promotion of  entrepreneurial businesses have 
meant that the success rate is not as great as many policy makers hoped or 
expected.

At the same time, the numerous eff orts around the globe suggest some 
guiding principles for maximizing the success of these funds. In particular, 
I highlight here two ideas. Rather than distributing the public funds willy- 
nilly, a requirement for matching funds can ensure market validation for the 
ideas. And placing the body under the aegis of an independent body can help 
buff er these long- run initiatives from the ebbs and fl ows of political fashion.
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