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how the neural circuits connect different regions of the brain. The human brain is 
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diffusion which can be captured with the help of diffusion MRI. Diffusion weighted 
images enable us to reconstruct the neural circuits in a non-invasive manner, and 
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understand the neural connectivity of the patient. This chapter attempts to explain 
the procedure of tractography and different types of algorithms.
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sagittal sinus, lateral sinus, and simoid sinus. About 1% of all ischemic strokes 
are considered CVT. It is seen 3-fold more in young women. The incidence was 
estimated to be approx. 1/1000000. Cerebral venous sinuses are superficial and deep 
spaces, and they have vital functions. There are many symptoms. The most common 
complaint is headache (89%). Studies reported many different clinical symptoms. 
Neurological signs including motor and sensorial losses, impaired consciousness, 
speech disorder, epileptic seizures, visual problems (hemianopia, nystagmus, 
diplopia, and papilledema), and cranial nerve signs may be seen. The diagnosis is 
made primarily by suspecting the clinical condition and radiological presentation of 
thrombosis. The most basic diagnostic method is cranial imaging. Anticoagulants 
are the main method of treatment. The prognosis has improved over the last years 
thanks to early diagnosis.
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Stroke is a clinical condition that causes neurological dysfunction due to focal 
infarction or haemorrhage in the brain, spinal cord, or retina. These clinical features 
may take 24 hours or more and result in death. Stroke is one of the leading causes 
of disability and death. With the prolongation of life in societies, stroke and stroke-
related risk factors become more and more important. Age, gender, race, heredity, 
ethnicity, hypertension, atrial fibrillation, diabetes, hyperlipidemia, smoking, transient 
ischemic attack, and physical inactivity are risk factors of stroke. Signs and symptoms 
of stroke vary according to occluded vessel. Mental dysfunction, speech and language 
disorders, motor and sensory impairment may occur as a result of stroke.
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Stroke is one of the leading causes of disability and mortality and can cause a serious 
socioeconomic burden. Some of the comorbidities and secondary complications 
of stroke can threaten the patient’s life or cause serious pain or negatively affect 
the patient’s involvement in rehabilitation or worsen daily life activities or make it 
difficult to bring the patient into the community and workplace. This chapter focuses 
on the symptoms and signs, diagnosis, and management of these comorbidities and 
complications. It highlights diagnosis and treatment of cardiac problems, sleep 
disorders, deep vein thrombosis, pulmonary embolism, dysphagia, malnutrition, and 
pneumonia. Depression, central post-stroke pain, upper limb problems after stroke, 
spasticity, bladder dysfunction are also discussed in this chapter.
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warning for ischemic stroke, and this risk is particularly high in the first 48 hours. 
Following TIAs, approximately 10-15% of patients undergo stroke in 90 days and 
about half of these patients suffer a stroke in the first two days. Neuroimaging and 
laboratory studies should be performed quickly to reveal the etiology and to reduce 
the risk of stroke that may develop in patients present with TIA. Therapeutic and 
preventive interventions should be started as soon as possible. With early diagnosis 
and treatment, the risk of a 90-day stroke in these patients can be reduced by 80%. 
In addition to antiplatelet and anticoagulant treatments, aggressive control of blood 
pressure, regulation of blood sugar, statin, dietary recommendations, exercise, and 
managing the other underlying specific conditions should be started quickly.
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The trunk is the part of the human body that provides basic mechanical stabilization. 
It provides strength transmission between the upper and lower body regions. Body 
control is the ability of the body muscles to maintain the upright posture, to adapt to 
weight transfers, and to maintain selective trunk and limb movements by maintaining 
the support surface in static and dynamic postural adjustments. Good proximal trunk 
control provides better distal limb movements, balance, and functional motion. 
There are many evaluation methods, devices, and scales for trunk function and 
performance. 3D kinematic, electromyography, hand-held dynamometer, isokinetic 
dynamometer, trunk accelerometer are some devices that measure trunk function. 
The motor assessment scale-trunk subscale, the stroke impairment assessment set- 
trunk control subscale, trunk control test, trunk impairment scale are the most used 
scales. This chapter explores the effect of strokes on the trunk.
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Preface

Nearly each day novel neuroscientific findings show that the researchers are focusing 
on developing advanced smart hardware designs and intelligent computational models 
to imitate the brain’s computational abilities. Their key focus is on theoretical analysis 
and mathematical modeling of neurons & brain systems to mimic the functional 
behavior of the nervous system at circuit, biophysical and deep system levels and 
repairing artificial damaged systems in the human body. Neuroengineering elaborates 
the contemporary and futuristic technological designs and implementation techniques 
to interact with the human brain by integrating mathematical, biological, chemical 
& engineering tools.

The advancements in smart computational techniques and materials provide 
a significant role in inventing intelligent bioelectronic device designs with smart 
features such as accuracy, low power consumption etc. without damaging the human 
tissues. These invasive & non-invasive based smart bioelectronic devices made easy 
& better understanding of internal functions of the human brain.

The data acquired with bioelectronic smart devices is massive and sensitive. For 
management & analysis of this crucial data, the use of advanced computational and 
learning algorithms plays a significant role in neuroengineering. These advanced and 
intelligent computing models through machine and smart deep learning algorithms 
help to understand the information processing capabilities of the human brain with 
optimum accuracy.

The collaboration and contribution of lead researchers from academia, industry 
and clinical medicine, neuroengineering becomes successful in designing advanced 
contemporary & futuristic designs and models in neuroscience which helps in 
diagnosis and understanding the physiology of the subject and also in developing 
optimum technological intervention through interdisciplinary approach.

The technological advancements made it easy for the researchers to understand 
the new horizons in field of diagnosis, analysis and treatment for various neurological 
diseases. The readers/researchers should understand the clinical features of 
neurological disorders through various advanced computational algorithms such 

xiii
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Preface

as machine learning, deep learning etc. in advanced communication systems such 
as 4G, 5G and beyond.

This book includes the fundamental computational and modeling techniques 
in neuroscience and also the contemporary & futuristic computational and 
neuroengineering designs and algorithms for better understanding of neurological 
disorders. The prominence topics this book will include brain machine interface, 
collection of sensitive data (invasive or non-invasive), generating neurological 
databases, advanced computational neuroscience models for the diagnosis of disorders, 
clinical features of various neurological disorders and providing technological 
interventions to make a healthy lifestyle.

INSIDE THIS BOOK

Chapter 1 empathizes on comparative analysis of ANN such as Pattern Recognition 
Neural Network (PRNN), Feed Forward Neural Network (FFNN) and Support Vector 
Machine (SVM) based classifiers for human machine interface based wheel chair 
control followed by feature extraction through Discrete Wavelet Transform (DWT).

Chapter 2 focuses on investigation of the impact of game-based learning on 
students’ performance. An android-based game intervention named “KidsZoneApp” 
was developed which included Mathematics and English lesson plans according 
to the student’s curriculum. GSR NUL-217 logger sensor was used to record the 
physiological signals of each participant in real-time. It was observed that game-
based learning contributed to increased students’ performance levels.

Chapter 3 highlights the wearable computing electronic devices being used in 
various fields and provides the latest trends in wearables. Now a days, wireless 
wearable devices have gained huge importance in various fields such as sports, 
agriculture, medical and many more. Indeed, these wearable devices positively and 
progressively impacted the daily life of every individual.

Chapter 4 highlights that Brain-Computer Interfaces (BCIs) are expedient to 
bridge the connectivity chasm between human and machine (computer) systems via 
5G technologies, which offers minimal latency, faster speeds and stronger bandwidth 
connectivity with strong cryptographic qualities of block chain technologies.

Chapter 5 focuses on the importance of graph theory for computational 
neuroscience. Graph-based analysis reveals meaningful information about the 
topological architecture of human brain networks. It was observed in the chapter that 
graph theory can be utilized to identify the dominant n eurons for solving different 
types of computational problems.

Chapter 6 focuses in procedural structure of tractography and different types 
of algorithms. Human brain is filled predominantly with water and majority of the 

xiv
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water molecules undergo diffusion which can be captured with the help of diffusion 
MRI. Diffusion weighted images enables us to reconstruct the neural circuits in a 
non-invasive manner and this procedure is referred to as tractography.

Chapter 7 focuses on rare Cerebral Venous Thrombosis (CVT) condition observed 
in younger adults. Neurological signs including motor and sensorial losses, impaired 
consciousness, speech disorder, epileptic seizures, visual problems (hemianopia, 
nystagmus, diplopia, and papilledema), and cranial nerve signs may be seen. The 
diagnosis can be made primarily by suspecting the clinical condition and radiological 
presentation of thrombosis.

Chapter 8 discusses the clinical features of stroke which causes neurological 
dysfunction due to focal infarction or haemorrhage in the brain, spinal cord or retina. 
Age, gender, race, heredity, ethnicity, hypertension, atrial fibrillation, diabetes, 
hyperlipidemia, smoking, transient ischemic attack and physical inactivity are risk 
factors of stroke. Mental dysfunction, speech and language disorders, motor and 
sensory impairment may occur as a result of stroke.

Chapter 9 focuses on the complications of strokes and symptoms & signs, 
diagnosis and management of these comorbidities and complications. It highlights 
diagnosis and treatment of cardiac problems, sleep disorders, deep vein thrombosis, 
pulmonary embolism, dysphagia, malnutrition and pneumonia. Depression, central 
post-stroke pain, upper limb problems after stroke, spasticity, bladder dysfunction 
are also discussed in this article.

Chapter 10 highlights that Transient Ischemic Attack (TIA) is a neurological 
emergency which is a clinical view of focal cerebral, retinal, or spinal dysfunction 
that lasts less than an hour, without detectable any acute infarction in neurological 
imaging methods. The results shows that with early diagnosis and treatment, the risk 
of a 90-day stroke in these patients can be reduced by 80%. In addition to antiplatelet 
and anticoagulant treatments, aggressive control of blood pressure, regulation of 
blood sugar, statin, dietary recommendations, exercise, and managing the other 
underlying specific conditions should be started quickly

Chapter 11 highlights that trunk provides basic mechanical stabilization and 
strength transmission between the upper and lower body regions in humans. 
Good proximal trunk control provides better distal limb movements, balance, and 
functional motion. This chapter also highlights some evaluations methods and trunk 
impairment scales.

Chapter 12 focuses vestibular and balance disorder and also explains the anatomy 
& physiology of vestibular system. Vestibular rehabilitation (VR) helps in the 
treatment of unilateral or bilateral vestibular hypofunction and vestibular problems 
such as labyrinthitis and vestibular neuronitis, which leads to increase in life quality 
of patients.

xv
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While shaping the book, this was kept in mind that the technological and clinical 
issues regarding computational neuroscience should be focused. The first section from 
chapter 1 to chapter 7 provides technological improvements to detect, analyze and 
diagnose the neurological disorders. The rest of the chapters describes the clinical 
view of neurological disorders and their possible remedies.

A very warm thanks to the very hard working to the excellent contributors/authors 
who made tremendous efforts to brief the findings and possibilities in chapters. This 
book will be a source for knowledge in the field of computational neuroscience and 
for students/researcher and readers, this book will provide complete bridge between 
technological and clinical features and improvement in the field of computational 
neuroscience.

In future, we encourage the contributors for this book to collaborate with 
international community to enhance their work.

Harjit Pal Singh
Anurag Sharma
Vikas Khullar
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ABSTRACT

This chapter presents the P300-based human machine interference (HMI) systems 
control robotic wheel chair (RWC) prototype in right, left, forward, backward, 
and stop positions. Four different targets letters are used to elicit the P300 waves, 
flickering in the low frequency region, by using oddball paradigms and displayed 
on a liquid crystal display (LCD) screen by Lab-VIEW. After the pre-processing 
and taking one second time window, feature is extracted by using discrete wavelet 
transform (DWT). Three different classifiers—two based on ANNs pattern recognition 
neural network (PRNN) and feed forward neural network (FFNN) and the and other 
one based on support vector machine (SVM)—are used. Those three techniques are 
designed and compared with the different accuracies among them.
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INTRODUCTION

Human Machine Interface (HMI) system is unique of wildest rising field of 
investigation and growing rapidly now a day (Farwell & Donchin, 1988). HMI 
system is a normal form of communication, requires peripheral nerves and muscles.
it is started by user intension (Wolpaw et al., 2002). This intent initiates a process in 
which certain brain areas are activated, and hence signal are directed via peripheral 
nerves system, to the corresponding muscles, which in turn executes the movements 
required for the communication or controlling task (Wolpaw & McFarland, 2003). 
HMI provide an another way to the natural communication as well as it helps 
disabled persons to control their activities (Mason & Birch, 2003). Generally two 
ways: invasive and non- intrusive HMI are commonly used for developing natural 
communication.

Invasive HMI: Obtrusive BCI gadgets are inserted inside the skull however rest 
outside the cerebrum as opposed to inside the gray matter (Zhu et al., 2010). Signal 
quality utilizing this sort of BCI is bit smaller when it looks at to non-obtrusive BCI. 
They deliver preferred determination signals over non-intrusive BCI. In partially 
invasive BCIs have less danger of scar tissue development when contrasted with 
invasive BCI (Zhu et al., 2010). Electrocochleography [ECoG] utilizes the same 
innovation as non-obtrusive EEG, yet the anodes are inserted in a dainty plastic pad 
that is set over the cortex, underneath the dura mater (Towle et al., 1993). ECoG 
advancements were first exchange human in a later trial; the scientists empowered 
a high school kid to play space intruders utilizing his ECoG insert (Towle et al., 
1993). This examination shows that it is hard to create kinematics BCI gadgets with 
more than one measurement of control utilizing ECoG (Towle et al., 1993). Light 
responsive imaging BCI devices are still in the area of hypothesis. These would 
include embedding laser inside the skull. The laser would be prepared on a solitary 
neuron and the neuron’s reflectance measured by a different sensor. At the point 
when neuron fires, the laser light example furthermore, wavelengths it reflects would 
change marginally (Towle et al., 1993).

Non-Intrusive HMI: Non- intrusive BCI has the minimum sign clarity with 
regards to speaking with the cerebrum but it is thought to be most secure at the point 
when contrasted with different sorts. This kind of gadget has been observed to be 
effective in giving a patient the capacity to move muscle embeds and reestablish 
fractional development (Nicolas-Alonso & Gomez-Gil, 2012). A non-obtrusive 
procedure is one in which therapeutic checking gadgets or sensors are mounted on 
tops or headbands read cerebrum signals. This methodology is less meddlesome 
additionally perused flags less viably in light of the fact that cathodes can’t be set 
specifically on the sought part of the mind. A standout amongst the most well-known 
gadgets under this classification is the EEG equipped for giving a fine fleeting 
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determination. It is anything but difficult to utilize, shabby and portable (Nicolas-
Alonso & Gomez-Gil, 2012).

HMI is an un-natural system that by passes body usual affects paths which are 
the neuromuscular output channels (Cheng et al., 2002). Instead of depending up on 
peripheral nerves and muscles, HMI straightly processes mind actions associated 
to the users intensions and translates the brain actions which are recorded, into 
respective control signals for HMI applications (Erdoğan, 2009). A computer is 
used to translate signal processing and pattern recognition because the measured 
actions directly emerged from the brain not from peripheral nerves, this system is 
called as Human Computer Interface [HCI]. Some of the brain activities that can 
be successfully noted from the scalp by using EEG are Event Related Potentials 
(ERPs), Slow Cortical Potentials (SCPs), P300 potentials and Steady-State Visual 
Evoked Potentials (SSVEPs) (Thulasidas et al., 2006; Zhu et al., 2010). Among 
them P300 are attracted due to its advantages of requiring less or no training, high 
information training rate (Towle et al., 1993).

Some of the main aspects that can regulate the performance of a Brain Computer 
Interface [BCI] system include the type of the brain signal used to transfer the 
intentions, feature extraction methods, classification algorithms to achieve the 
control commands etc (Nicolas-Alonso & Gomez-Gil, 2012; Rakotomamonjy & 
Gigues, 2008)., the proposed work explain the effect of three different classification 
methods in improving the performance of a P300 based wheel chair control system. 
Proposed work can govern a wheel chair in forward, right, left, backward and in 
stop positions. Among these classifiers, two based on Artificial Neural Network 
(ANN) and one based on Support Vector Machine (SVM) are compared with each 
other (Garrett et al., 2003).

This chapter aimed to detect the P300 wave accurately. Brain-controlled BCI 
system follows some steps such as signal acquisition, feature extraction, feature 
selections, classifications and hardware interfacing. P300 signals, flickering in the 
low-frequency region, by using oddball paradigms and displayed on a Liquid Crystal 
Display (LCD) screen by Lab View. Paradigms contain 36 alphanumeric signs and 
placed into 6 by 6 matrices. EEG signals are recorded from ten subjects of aged 
between 22-24 years. After pre-processing and taking one second time window, 
signals are ready for feature extraction. Discrete Wavelet Transform (DWT) technique 
is used for feature extraction 5th level of decompositions is done by using db4 and 
obtained detailed approximated coefficients are used as a feature.
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Proposed Methodology

1. Subject

A total of ten healthy subjects are participating in this experiment of age between 
22 -24 years, all are male. All are the right handed and normal vision. None of the 
participant has participated previously in visual P300 BCI study experience.

2. Visual Stimuli Paradigm

The visual stimuli paradigm for generating a P300 wave can be presented on PC screen 
(Towle et al., 1993). This is programmed by using Lab-View software, composed 
by 36 different letters including alphabets and numerical digits with colored in 
block background. Instead of flashing each letter, complete row or column flashed 
in random manner and color of flashed letter becomes red during flash (Nicolas-
Alonso & Gomez-Gil, 2012). Row and column flashed for 100ms and blank screen 
appear for 200ms thus time period between each flash is 300ms. Row or column 
flash for 12 times that is called as one repetition and total 10 repetitions is set and 
inter- repetition time delay is 1 sec. Group of 10 repetitions is said trail and total 5 
trail were set and inter trial time delay is 5 sec. as shown in Figure 2

Figure 1. The proposed method RWC prototype control by using P300 HMI application.
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3. EEG Recording

Essentially, an EEG is utilized to quantify the mind action from the scalp as electrical 
signal (Nicolas-Alonso & Gomez-Gil, 2012). An EEG is characterized as the 
electrical development of a pivoting sort recorded from the scalp surface consequent 
to being gotten by brain anodes, conductive broadcasting (Dean, 2008). The EEG 
sign is only the present estimation among the dendrites of courage cells in the area 
of the mind amid their synaptic excitation (Dean, 2008). This present comprises of 
electrical arena measured by EEG gear and the attractive field evaluated by EMG 
gadgets. Human mind has 3 unique areas in particular; cerebrum, cerebellum and 
mind stem (Dean, 2008). Every range of the brain speaks to the diverse status of the 
human body like the cerebellum area speak to the start of development, awareness 
and perspective, the cerebellum district assumes a part in intentional activity like 
power associated development and the cerebrum stem locale regulator the breath 
working and neural hormones (Maggi et al., 2006). Soit is particularly clear to an 
EEG sign produced from cerebrum unquestionably definite the position of the entire 
physique and mind issue (Maggi et al., 2006).

EEG Signal Recording: In routine scalp EEG, the record is gotten from various 
anodes orchestrated in a specific example on the scalp with a conductive glue or 

Figure 2. Proposed visual stimuli paradigm of P300 detection.
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gel. Anode territories then labels are shown by the international 10–20 framework 
for best medical and examination applications (Ben, 2004). Calculating terminals 
deliver the sign from the scalp which is in the extent of microvolt in this manner 
intensifier is utilized to increase the bio-potential into the reach everywhere they 
canister be digitized precisely then Analog to Digital (A/D) converter, changes over 
simple sign to computerized sign lastly PC or applicable gadget supplies and shows 
noted information (Ben, 2004). Scalp records of neuronal movement in the mind, 
recognized as an EEG, measures the latent variations after some time in essential 
electronic path leading among the sign (dynamic) and a position terminal. Additional 
3rd cathode, named the ground terminal, is essential for receiving differential 
energy by the same energies appearing at dynamic and orientation focuses. The 
mono-channel EEG estimation includes single dynamic cathode, maybe a couple 
particularly connected composed, orientation and one ground cathode. The multi-
channel courses of action might include up to 100 or 200 dynamic terminals (Kim 
& Sung-Phil, 2011).

There were 36 target possibilities available, out of 36 only 4 center target letters 
were selected to be focused by subjects, because we need only four classes for 
controlling a Robotic Wheel Chair prototype. These letters were O, U, V and P. 
The occurrence probability of a target stimulus and a non –target stimulus is 1/36 
and 35/36 respectively.

The EEG signal is recorded at the Oz, Cz, Pz, P3 and P4 positions according to 
the 10-20 international electrode system by using RMS EEG-32super spec system 
(Recorder and Medicare system, India). One ground and one reference electrode 
was placed on forehead at position FPZ. Along with all these electrodes two more 
electrodes are placed bottom tip of left and right ear that were known as earlobe 
which are named as A1& A2 for left and right ear respectively. None of the impedance 
between scalp electrode and the reference electrode exceeded above the 10kΩ. EEG 
signals are filtered by using band pass filter with1Hz and 35Hz lower and upper 
cut-off frequencies respectively. Signals are sampled at 250 Hz and sensitivity kept 
at 7.5 μV/mm) (Ben, 2004; Blankertz et al., 2004; Cocotte & Graser, 2011; Dean, 
2008; Garrett et al., 2003; Kim & Sung-Phil, 2011; Maggi et al., 2006; Rosas-
Cholula, 2010). Before recording the EEG signal, subject sits at a distance of 60cm 
from computer screen and subject is instructed to focus at particular letter out of 
four selected letters and count the number of flash of the target letter because this 
is easy way to keep the focusing on target. Also subjects are instructed to avoid the 
eye blinking during recording session. Paradigm started to play for 2 minutes only 
because initial trial was run for training so that subject learnt to focus on target as 
shown in Figure 3.Total paradigm run time for one target was 4 minutes and this 
is called one session. The time interval between each session was 10 minutes and 
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four sessions were recoded for 4 target classes. Thus it takes 56 minutes for one 
subject (Maggi et al., 2006).

4. Data Prepressing

After signal acquisition it is filtered using the 4th order Butterworth band pass filter of 
frequency range from1Hz to35Hz (Kaper et al., 2004). This filter covered significant 
components of P300 wave and remove unwanted signals. The notch filter was set 
to 50Hz depending upon the power supply. Signals obtain from the channel CZ-A2 
for further process by its maximum SNR more probability to find P300 EPR’S.

5. Feature Extraction

Feature extractions are done by DWT because of its dynamicity in time and frequency. 
Signals are recorded from various scalp positions but out of all those positions Cz-
A2 channel are selected for further processing because of its high SNR ratio. After 
preprocessing and taking one second time window, obtained signal is decomposed 
by using DWT. Fifth level of decomposition is done by using db4 and after that 
reconstruction is obtained. Each decomposition is obtained at different frequency 
range is at 4th level detailed coefficient is in 15-35Hz frequency at 5th level detailed 

Figure 3. Block diagram of P300 wave recording experiment set up.
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coefficient is in 7-15Hz range and the 5th level approximated coefficient was in 0.5-7 
Hz frequency range hence a parts of the other detailed coefficient and approximated 
coefficient is not in the frequency range hence there was ignored (Ben, 2004). 
MATLAB is used for developing the DWT program. Here five detailed and one 
approximated signal is obtained. The graph is plotted between amplitude in μV and 
time in ms as shown in Figure 4. In signals A5 and D5 it could be seen that a negative 
peak is coming near to 300 ms that is our P300 peak (Kim & Sung-Phil, 2011). But 
out of these six signals, detailed and approximated coefficients at 5th level and also 
detailed coefficients at 4th level are same in range of P300 signal range so these 
coefficients are selected as features (Rosas-Cholula, 2010).

6. Feature Selection Method

This wavelet (Übeyli, 2009) coefficient is used as feature for classification. A 
transform is a method for remapping the first sign which gives a larger number of 
information than the first signal (Lin & Zhang, 2005). There are various methods 
for playing out this assignment in literature like Fourier Transform, Short Time 
Fourier Transform (STFT), Fast Fourier Transform (FFT) and so on. In any case, 
none of them can portray the time and frequency data of the waveform immediately 
which prompts the change of another change to determine above issue named as 
Wavelet Transform (Lin & Zhang, 2005). The expression “wavelet” insinuates 
an oscillatory vanishing wave with time-restricted develop, which can depict the 
time-frequency flat, by particles of various time underpins. All around, wavelets are 
deliberately made to have exact assets that mark them profitable used for indication 
handling. They speak to a reasonable mechanical assembly for the examination of 
non-stationary (Lin & Zhang, 2005).

The STFT gives the indistinguishable determination at all rate of recurrence, 
however the utilization of wavelet transform gave an importance preferred 
improvement to analyses the diverse rate of recurrence of the signs with changed 
recurrences by the strategy known as multi-determination system (Blankertz et al., 
2002; Matthias Kaper, 2004). The wavelet transform evidences its convenience 
to depict the assets of the waveform that progressions with time by isolating the 
waveform into a portion of rule. In this manner, the wavelet change is especially 
appropriate for researching the EEG signs (Ioana et al., 2007; Schlögl et al., 2005).

At 4th level 24 detailed coefficient and at 5th level 16 detailed and 16 approximated 
coefficients was obtained. Thus total 56 features are obtained but all of these 56 
features are not useful, so we have to reduce these redundant features. Now feature 
selection is important issues because classification accuracy depends upon feature 
selection. So after observation and analysis fifth level coefficients, 3 features, are 
selected as given below.
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a. 	 Out of the 16 fifth level detailed coefficients, 8th component is selected and 
name as CD5-8.

b. 	 Out of the 16 fifth level approximation coefficients, 6th component is selected 
and name as CA5-6.

c. 	 Out of the 24 fourth level detailed coefficients, 10th component is selected and 
name as CD4 -10.

These selection features are varying in a particular range corresponding to each 
class and this range is uniformly distributed. These selected features are used as 
classifications.

7. Classification

Classification is one of the most commonly encountered decisions making so here 
classification is done by two different methods one is SVM and other is ANN.

a. ANN Classifier

ANN classifier technique is used in this work. Algorithm code is designed by using 
MATLAB software, normalized in the range of [0,1]. ‘Pattern net’ used for PRNN 
and ‘Feed Forward net’ used for FFNN. For ‘Pattern net’ scaled conjugate gradient 
training algorithm is used and for ‘Feed Forward net’ bayesian regulation training 

Figure 4. Proposed DWT at 5th level decomposition of the P300 wave.
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algorithm is used (Kaper et al., 2004; Lin & Zhang, 2005; Rakotomamonjy & 
Gigues, 2008; Thulasidas et al., 2006).

b. 2. SVM Classifier

SVM classifier technique is also used in this work. Algorithm code is designed by 
using MATLAB software, normalized in the range of [0,1].Out of total sampled data 
80% of samples serve as the training sets and remaining as testing set. MATLAB 
SVM program has to be designed for four input matrix SVM, each one for different 
stimuli.by using Different kernel function in SVM program result are obtained 
(Blankertz et al., 2004; Cocotte & Graser, 2011; Garrett et al., 2003).

PROPOSED ROBOTIC WHEELCHAIR 
PROTOTYPE INTERFACING

P300 based HMI application is RWC prototype shown in Figure 5. It was designed 
in Arduino software environment and interfaced with HMI. The user had to control 
this RWC prototype by giving its controlling commands as ‘Forward’, ‘Left’, 
‘Right’, ‘Backward’ and‘ Stop’. Prototype contains ATtmega328 Atmel company 
microcontroller which is Arduino Uno, 16MHz crystal oscillator, L329D motor 
driving IC, DC motors, FTDI 232R serial port and virtual port (Blankertz et al., 
2002; Garrett et al., 2003; Ioana et al., 2007; John, 2004; Matthias Kaper, 2004; 
Schlögl et al., 2005).

Figure 5. Proposed RWC prototype.
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If user wants to operate this RWC prototype then he must have to show his intention 
by focusing at a particular letter flashing on paradigm on computer screen. When 
user focused on letter ‘O’ then prototype will move forward. For moving it on left 
direction user has to focus on letter ‘V’. When user focuses on letter ‘U’ prototype 
moves to right and moves in reverse direction when user focuses on letter ‘P’.

Apart from these letter if user focuses on any other letter RWC prototype will 
stop. DC gear motors are used in this system for moving it in various directions. 
Each motor moves when it is given commands in two formats like 0 1 or 1 0 shown 
in Table1.It was connected to computer via virtual port interfaced with MATLAB 
software via Arduino package shown in Figure 6.

Figure 6. Proposed RWC prototype interfacing.

Table 1. Designed controlled signal for RWC prototype.

Controlled Commands Movements

 
0 1 0 1 Forward

1 0 1 0 Backward

 
0 1 0 0 Left

 
0 0 0 1 Right

0 0 0 0 (or) 1 1 1 1 Stop

 EBSCOhost - printed on 2/13/2023 1:22 PM via . All use subject to https://www.ebsco.com/terms-of-use



12

Human-Machine Interface-Based Robotic Wheel Chair Control

RESULTS AND DISCUSSION

ANN Classifier Results

ANN is an excellent tool for classification. Different type of network can be designed 
and training algorithm can also be chosen which gives different performances. The 
scaled conjugate gradient training algorithm for PRNN and bayesian regulation or 
back propagation training algorithm for FFNN are used. For both algorithms data 
division was same. 70% used for training, 15% used for validation and remaining 
15% used for testing.

In PRNN also two input matrices are designed for this classification. One was 
input matrix and other one was target matrix. Number of hidden layer neuron is 
10 and training algorithm is scaled conjugated gradient. Total 12 iterations run in 
almost zero second and 6 validations are checked. Best validation performance is 
obtained at 6 epochs shown in Figure 7.Overall performance of network is 0.867 and 
gradient is 0.689. The shown in Figure 8 and 9, regression and confusion matrix, 
the regression value obtained are 0.954.

In FFNN, for this classification two input matrices were design. One is input 
matrix and other one is target matrix. Number of hidden layer neuron is 10 and 
training algorithm is Bayesian regulation. Total 199 iterations run in 11 seconds and 
no validations are checked. Best training performance is obtained at 199 epochs as 
shown in Figure 10. Overall performance of network is 0.933 and gradient is 0.911. 
Figure11- 12 shows the regression plot and confusion matrix of FFNN. Regression 
value is obtained 0.984.

The confusion matrixes used for all four classes. This is one way of Showing 
performance which contained row and column in which row belongs output class 
and column belongs to target classes. Diagonal element of matrix show how much 
percent of data mismatched or wrongly recognized.

 EBSCOhost - printed on 2/13/2023 1:22 PM via . All use subject to https://www.ebsco.com/terms-of-use



13

Human-Machine Interface-Based Robotic Wheel Chair Control

Figure 7. Best validation performance of PRNN.

Figure 8. Regression plot of PRNN.
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Figure 9. Confusion matrix of PRNN.

Figure 10. Best training performance of FFNN.
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Figure 11. Regression plot of FFNN.

Figure 12. Confusion matrix of FFNN
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SVM Classifier Result

This test data was completely new to training machine. For obtaining a better 
performance SVM is tested on different kernel functions such as linear, Gaussian 
polynomial of order fifth and Radial Basis Function (RBF). After so many trainings 
and tastings, best performance is obtained at polynomial kernel function with order 
fifth. Regression plot obtained after SVM classification is shown in Figure 13. Best 
regression value obtained at fifth order kernel function is 0.9999 that is improved 
accuracy and it is close to 1.0.and overall performance value is obtained 1.00 as 
shown in Figure 14.

The confusion matrixes are used for all four classes. This is one way of showing 
performance which contained row and column in which row belongs output classes 
and column belongs to target classes. Diagonal element of matrix shows how much 
percent of data mismatched or wrongly recognized.

Figure 13. Regression plot of SVM.
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Figure 14. Confusion matrix of SVM.

Figure 15. Proposed path designs for RWC prototype.
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Robotic Wheelchair Prototype Interfacing Results

RWC prototype is interfaced with computer and MATLAB software with Arduino 
Uno as shown in Figure 5 and Figure 6. MATLAB software is used for converting 
classification results into controlled commands for controlling the prototype. For 
testing of this prototype new testing data is given to classifiers and it decides the 
class corresponding to given testing data and according to its class, a controlled 
signal is given to prototype which moves smoothly . For a complete testing, a path as 
shown in Figure 15 is designed which has to follow by prototype. This complete path 
provides prototype to move in all direction. To get different movements mentioned 
above, ‘if’& ‘else’ conditions are set after classification. If the classification accuracy 
is in between 75 to 100 corresponding to that class further controlled signal will 
be given to RWC.

Given path have seven rights and four left movement. Prototype is placed at 
start position and DWT coefficient of signal obtained by focusing on paradigms 
letter is given as testing signal. To achieve the given target movements, a sequence 
of signals which are obtained by focusing on letters on computer screen are given 
to prototype. To stop the prototype we have to give any signal out of 32 targets. 
It is also tested in backward or reverse direction and great accuracy has found in 
movement of prototype.

Table 2. Comparison of test result of each class and each subject with

subjects class-1(O) class-2(U) class-3(V) class-4(P)

1 90.38 85.74 93.27 93.89

2 90.37 94.82 93.43 94.42

3 86.68 92.28 98.82 93.8

4 93.21 94.19 95.37 97.31

5 92.16 96.88 95.42 96.24

6 87.39 93.89 97.35 93.92

7 91.35 95.25 95.82 96.2

8 92.63 97.38 98.29 97.21

9 91.43 97.59 99.999 98.23

10 93.29 93.64 95.25 94.46

AVG 95.577 94.657 96.301 95.577

SVM Classifier.
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As compared the test results for different kernel functions different regression 
values are obtained for SVM. Best regression value is obtained at fifth level of kernel 
function. This regression value and the overall performance are better than that of the 
values obtained in PRNN and FFNN techniques as shown in Table 3.Table 2 shows 
the comparison of test results for each class and each subject with SVM classifier. 
Maximum accuracy of 100 and minimum of 85.74 is obtained.

CONCLUSION

It is become difficult to obtained low skin-electrode impedance, so from next 
attempt, instruct the subject to clean their hair before experiment. After acquiring 
of so many subjects a conclusion appears that the subjects use light dense hair oil 
in their daily life. Focus of subject on letter is important for generating P300. If 
concentration is less then it becomes difficult to detect P300 wave. 10 minutes is 
allowed to the subjects to have an intermitted break between the trials that minimize 
the visual fatigue. Electrodes are placed on 5 positions on scalps but after analysis 
it is came to known that at positions Cz and Pz positions signals have better SNR 
and they can be used for further processing. But in this research, signals acquired 
from Cz-A2 are used to be better SNR than Pz-A2.For feature extraction DWT is used 
because it reduce the data vector size without losing any significant information 
and also it gives the feature in time domain and frequency domain. Coefficient of 
these decomposed signals can be used as feature selection method. Classification 
is done by PRNN, FFNN and SVM and obtained the regression value as 0.954, 
0.984 and 0.999 respectively. The performance of PRNN FFBPNN and SVM were 
0.925, 0.867 and 0.902 respectively. SVM gives better performance. With the result 
obtained from the classifier we are controlling robotic wheel chair in real time.

Table 3. Comparison of test results accuracy with different classifier.

classifier performance regression values overall performance

SVM poly5 
0. 999

poly3 
0.942

rbf 
0.866 1.00

PRNN  
0.954 0.867

FFNN 0.984 0.933
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ABSTRACT

This study aimed to investigate the impact of game-based learning on student 
performance. For this reason, an empirical study was conducted which comprises 
the comparison of traditional learning and game-based learning. The participants 
were lower primary school students of age group 6-8 years. GSR NUL-217 logger 
sensor was used to record the physiological signals of each participant in real 
time. An Android-based game intervention named “KidsZoneApp” was developed 
which included mathematics and English lesson plans according to the student’s 
curriculum. The collected log data was used to calculate the changes in different 
dimensions of completing the task. ANOVA yielded a very significant difference 
between game-based learning and traditional learning groups. Overall, the results 
showed that game-based learning contributed to increased students’ performance 
levels. Significantly, students under game-based learning completed the task in 
lesser time as compared to traditional learning.
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INTRODUCTION TO GAMIFICATION

Gaming has become an important part of people’s life. Playing games is considered 
as a popular activity throughout the life span (Huizenga et al., 2019). People play 
games to release their tension. By playing games, children learn to explore and to 
bond with their parents and peers. Additionally, the types of games people favor 
to play also controls their personal development (Pandey, 2021). For example, 
adventurous games can help people to practice the skills or to act in the roles of 
who they want to be in existence, memory games can brush up their mental skills 
and word games can improve their communication skills (Agrafioti et al., 2012).

The broad utilization of new advances, for example, the Internet, cell phones, and 
social networks has influenced the learning cycle in schools and colleges (Arroyo-
Gómez et al., 2017). Innovation vitally affects learning, making it conceivable to 
find out about new data frameworks without any problem (Ashok Charan, n.d.). 
One of the most common education systems, which are grasped by information 
technology, is game-based based e-learning (Handri et al., 2010).

With the enrichment in technology, gamification with e-learning is a fruitful 
technique to engage the learners. Gamification is not about only playing games only 
but applying thinking of game-design into non-gaming applications (Ding et al., 2019). 
The use of information technology in the field of education plays an imperative role 
in learning technology development. Instead of education organizations, e-learning 
also gets attention in companies to train their workers. However, the main focus of 
e-learning is only on content delivery rather than how the user interacts (Troussas et 
al., 2020). Though this technique is working well but it should also cover some more 
prospective like how the learner interacts and how much the content is appealing 
to learner rather than onlyfocusing on content delivery (Wang et al., 2018). Mobile 
game-based learning shows the positive results in students’ learning execution. With 
the new innovative turns of events, new strategies for instructing through mobiles 
are emerging. The utilization of versatile games in learning is a productive mix of 
dynamic and suited learning with fun in a conceivably amazing way (Prasolenko 
et al., 2019).
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What are the Benefits of E-Learning with Gamification?

1. 	 Better Learning Experience
The learner experiences more fun with more engagement in games. The can 

retain more information with high engagement in game (Jagušt et al., 2018).
2. 	 Better Learning Environment

Gamification with e-learning provides a space to the user where he/she can 
practice real life challenges in an informal and safe environment. More 
engagement in game leads to more retention of information (Sharma et 
al., 2018).

3. 	 More Satisfaction and Motivation
Student’s satisfaction, motivation, engagement and efficiency can be increased 

by model gamification with e-learning. Effective learning suggests that 
the learning is effective if it is experimental, active; problem based and 
provides instant feedback (Naveen Kumar & Shivakumar, 2018).

4. 	 Prompting Behaviour Change
Point, badges and score sharing with friends makes the learning more joyful. 

However, gamification is a lot more than surface benefits (Udovičić et al., 
2017). When combined with the scientific principles of repeated retrieval 
and spaced repetition, gamification can provide strong behavioral changes 
(Sharma et al., 2017).

Figure 1. Game-based learning
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GALVANIC SKIN RESPONSE

GSR also referred to as Electro dermal Activity (EDA) or Skin Conductance (SC) 
(Naveen Kumar & Shivakumar, 2018).When we are exposed to emotionally loaded 
images, videos, events, or other kinds of stimuli weather its positive or negative, 
our skin gives a lot of information on how we feel. Whenever we are emotionally 
aroused i.e. happy, sad, stressed, nervous, fearful or surprised, the electrical 
conductivity of our skin changes (Gábana Arellano et al., 2016). Galvanic Skin 
Response (GSR) is one of the most delicate measures for emotion arousal. Arousal 
is one of the two principle measurements of feeling, the other being valence. GSR 
can catch enthusiastic arousal, or the degree of stimulation, and this makes it a 
solid indicator of consideration and memory (Urh et al., 2015). It doesn’t uncover 
passionate valence, for example it can’t distinguish whether we are feeling better 
(good) or whether we are feeling terrible (negative) (Carnagey et al., 2007). In this 
regard, GSR and facial coding are integral. Facial coding catches the valence of 
feeling, however can’t measure the related arousal (imotions, 2021).

To know how GSR works, we need to have a look on the physiological 
characteristics of the skin, which is the largest organ of human body (Neulog, 2021).

•	 Skin acts as a protective barrier which separates our body from the 
environment and protects our body organs from the environments impacts 
such as temperature variations, radiations, chemical agents, pressure etcetera 
(Tobii Pro,).

•	 Our body temperature is controlled by the skin by regulating emission of 
sweat, goose bumps and peripheral blood circulation (Maulsby & Edelberg, 
1960).

•	 Skin is an extensive network of nerve cells which can detect any change in 
the environment on the activity of the receptors for temperature, pain and 
pressure (ElProCus, 2021).

Our body contains millions of sweat glands whose density varies across the body. 
Sweat glands are being highest on cheeks and forehead, fingers and palms and as well 
as on the sole of feet (imotions, 2021). Whenever the sweat glands are triggered and 
becomes active, they secret moisture through the skin pores (Sonali, 2020). Variation 
in the balance of the positive and negative ions of the secreted fluid results in the 
flow of electrical current more readily which results in the measurable changes in 
the skin conductance (Brain Signs,). When the skin conductance increases, the skin 
resistance decreases. The emotional experience triggers the change in the arousal 
level which ultimately increases the sweat secretion and our heart beat increases 
and our hands become sweaty (Villarejo et al., 2012).
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Figure 2. Basic emotions

Figure 3. GSR sensor
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FINDINGS OF LITERATURE SURVEY

After investigation of previous investigations, following problems are evaluated 
which are briefly discussed below.

1. 	 Gamification with e-learning has a major focus on content delivery rather than 
learner’s interaction (de-Marcos et al., 2016).

2. 	 Gamification with e-learning uses short intervention time in single session 
(Barlow & Hayes, 1979). The experiments are conducted on the all the 
participants at same time within short time interval of 8-10 minutes (Abdul 
Jabbar & Felicia, 2015).

3. 	 Efficacy of game-based learningis notdetermined in other subjects areas as well 
(e.g. language learning) (Hwang & Chang, 2015). Since the experiments are 
done on only mathematics functions i.e. addition and subtraction, vocabulary 
or language section can also be included to enhance the findings (Tijs et al., 
2008).

END GOAL

Following are the various intentions of this research work.

1. 	 To develop an app and design an experiment for inculcating game-based 
learning in a typical classroom.

2. 	 To conduct various sessions for implementing game-based learning and 
traditional learning.

3. 	 To analyse and compare the effect of game-based learning in typically developed 
children through physiological signals.

ASSUMPTIONS

1. 	 It had been assumed that students’ scored more in game-based learning than 
traditional learning.

2. 	 Also, students are likely to complete the task in less time under game-based 
learning.

3. 	 The captured physiological signals are likely to show higher arousal in students 
of game-based learning rather than traditional learning.
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STRATEGY

1. 	 In this research work, parameters to develop a game will be selected.
2. 	 After game development, experiment has to be conducted for implementing 

game-based learning as well as traditional learning. There have been various 
levels whose difficulty will be increased with each level increment. Number 
of students are 40 of age group 6-8 years. The students have been divided into 
two groups i.e. Group A and Group B. Group A students undergo game-based 
learning and Group B students under traditional learning.

3. 	 Different physiological signals have been acquired while performing experiment. 
Data was collected during experiment which will be processed and analyzed 
using MATLAB software. Since the collected data will contain a lot of noisy 
components due to vibrations and fluctuations in any electronic component 
while collecting the data, it is important to filter our signal to suppress artifacts. 
For this purpose, moving average filter has been applied to suppress noise.

DATA COLLECTION

The physiological signals have been recorded for each student in both game play 
learning and traditional learning using GSR for sampling rate 20 samples per 
second. Firebase console has been used to store the information about each level for 

Figure 4. Strategy flow chart
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student playing game. The data was stored for each level giving information about 
the correct and incorrect answers, time and total scores for each different levels of 
the student under English and Math level. The information of each student has been 
displayed under the assigned ID. The data collected in this research has leveraged 
using two data sources for both game-based learning and traditional learning (a) 
student-generated data (b) pre and post-experiment interviews. Data for students in 
traditional learning will be recorded manually in which the time will be recorded 
for each student along with correct- incorrect attempts and total scores.

TO DEVELOP AN APP AND DESIGN AN EXPERIMENT FOR 
INCULCATING GAMIFICATION IN A TYPICAL CLASSROOM.

Game Design

To conduct the experiment, a custom mobile learning platform called “KidsZoneApp” 
has been developed which is simple yet media-rich to provide the better interaction 
to the students. Different Ids has been generated which will be given to each student 
playing game. This application is used to perform experiment on Group A students. The 
game design included two levels – Math and English. Each of the levels comprehends 
three levels further i.e. low, medium and high. This game platform has been used to 
solve three mathematics operations i.e. Addition, Subtraction and Multiplication. 
Furthermore, English section contains scrambled words and vocabulary section. 
For every correct answer, 10 points are rewarded. For every correct answer given 
by the student, happy face emoji appeared on the screen. Correspondingly, sad face 
emoji appeared for every wrong answer. However, there is no negative marking for 
wrong answers. For the purpose of the experiment, each module is of 9 minutes; 

Figure 5. Database console
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which means the total game-play will last for 18 minutes. During the game play 
learning, level, total scores, time left and question number has been mentioned at 
left and right corner of the device screen. At the end of every level, score board 
appears giving information about total correct, total incorrect, total time and total 
score for each level of student performance. Before the experimental procedure, the 
students will be taught how to use the game and touch the screen.

Experimental Results: Figure 6 shows the screen captures of the home screen 
of KidsZoneApp. At the point when we enter the given ID, this home screen opens 
where we can choose the module, for example, English or Math. After the choice 
of any module, various levels open up for example low, medium, and high. By the 
determination of any level, the questions allocated to specific level come up.

Figure 6. Home screen of KidsZoneApp
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Figure 7 shows the screen captures of the Math module while figure 8 shows 
the screen captures from the English module for all the various levels. In the two 
cases, we can see the level number at the head of the screen. The upper left corner 
of the screen shows the scores acquired by an understudy alongside the question 
number an understudy is endeavoring. The upper right corner of the screen gives 
data about the time left to finish the level.

Figure 7. Screenshots of math module from KidsZoneApp
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Figure 9 shows the pop-ups that showed up on screen after every question 
attempt. For every correct answer, cheerful face pops-up and for each wrong answer, 
miserable face pops-up.

Figure 10 shows the screen capture of the result shown on screen after every 
level attempt. It gives the information about number of question composed in level, 
correct attempts, incorrect attempts, time taken and total scores obtained in the level.

Figure 8. Screenshots of english module from KidsZoneApp
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Figure 9. Screenshots of happy and sad faces for correct and incorrect answers 
respectively
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TO CONDUCT VARIOUS SESSIONS FOR 
IMPLEMENTING GAMIFICATION

Considerations for Conducting Experiment

Before starting with the experiment, students of both the groups have given certain 
guidelines in order to perform the experiment. These guidelines are as follow.

Figure 10. Screenshot of result shown after each played level
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1. 	 Student must sit comfortably during the experiment.
2. 	 Students are being asked to breathe normally as excessive inhalation/exhalation 

causes strong drifts in GSR data.
3. 	 Before the application of GSR electrodes, each student’s hands are sanitized by 

sanitizer gel as GSR sensor needs to make strong connection to skin in order 
to works properly.

4. 	 Talking must be avoided while recording the GSR as it may cause artifacts in 
signal.

5. 	 Limb movement must be kept at minimum as it can comprehensively affect 
the GSR data.

Implementing Experimental Procedure

Number of students participated in this study are 40. The students has been divided 
into two groups i.e. Group A and Group B. Groups A students has been those who 
have has a prior exposure of game-based learning and Group B students have been 
those who have no exposure of game-based learning. Before starting with the 
procedure, all the students of group A and B has been taught about the mathematics 
operations and English sentences. The session lasted for 2-3 days for every student. 
Parents were asked to give training to their children. For this process, an inbuilt app 
named “KidsZoneApp” from Google Play Store is downloaded for Group A students 
and Group B students were given traditional paper-pen training.

Starting with experiment, all the experimental procedures occurred in a soundproof 
room. The room temperature has been kept between 20-40°C; since the GSR 
information can be dissipated at a temperature of more than 40°C and under 20°C. 
The participants sat comfortably on the chair and were told to stay still in order to 
not move the wires of the electrodes since it can cause artifacts to the signal. The 
group A students has been given video lectures before the game play and on the 
contrary, the Group B has been taught in traditional way before the experiment. Time 
limit has been known to the students of both the groups A and B. Before starting 
the experiment, the pre-experiment baseline has been recorded for each student for 
the duration of 10 seconds. After that, signals were acquired during experimental 
protocol at sampling rate 20 samples/ second. Post-experiment arousal of each 
student has been recorded for 10 seconds for both the groups A and B. The time 
interval between baseline signal acquisition before and after the experiment was 5 
minutes. In addition to this, pre-experimental and post-experimental interview has 
been conducted respectively before and after data collection. The pre-experimental 
interview lasted for 5 minutes in which each of the participants was asked general 
questions about their name, age, class, preferred hand and weather they prefer game 
play learning or traditional learning. Again, post-experimental interview has been 
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lasted for 5 minutes in which participant was asked whether they were stressed, did 
they guessed any answer and did they enjoyed game.

Experimental Results

Figure 11 shows the students of Group A, who undergoes game-based learning. While 
carrying this experimental procedure, GSR sensor electrodes have been attached to 
the non-preferred hand of students. Also, electrodes wires must not dangled loosely in 
order to avoid artifacts. The room temperature has been also monitored continuously 

Figure 11. Students having game-based learning
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in order to acquire the data between described temperatures. Each student has been 
acquired by one of their parents in order to increase the comfortable level.

Figure 12 shows the students of Group B who undergoes traditional learning. 
While carrying this experimental procedure, GSR sensor electrodes were attached to 
the non-preferred hand of students. Also, electrodes wires were not dangled loosely 

Figure 12. Students having traditional learning
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in order to avoid artifacts. The room temperature was also monitored continuously in 
order to acquire the data between described temperatures. Each student was acquired 
by one of their parents in order to increase the comfortable level.

TO ANALYZE AND COMPARE THE EFFECT OF 
GAMIFICATION IN TYPICALLY DEVELOPED CHILDREN 
THROUGH PHYSIOLOGICAL SIGNALS

The major dependent variable is SCR, which has been recorded at real-time during 
experimental protocol.Since, the real time SCR includes a lot of noise due to power 
hindrance or vibrations from electronic devices like air conditioner or lights etc 
(Salomon, 1984). Therefore, is important to de-noise the acquired physiological 
signal in order to obtain useful data.For this purpose, MATLAB software has been 
used in which the GSR data was loaded and then moving average low pass filter has 
been applied to each acquired signal. After that, maximum peak for each signals 
were detected and then, average of all maximum peaks of were calculated for each 
participant both groups A and B.

After that, ANOVA (analysis of variance) has been applied to both the groups 
in order to check if there is any significant difference in both the groups A and B. 
The ANOVA has been applied for the overall comparison of both groups A and B 
and as well as subject wise comparison between groups A and B. The comparison is 

Figure 13. Screen capture of temperature monitoring during experiment
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made on the basis of points scored and time taken by the students of the respective 
group. At last, ANOVA is applied to the mean peak arousal of both the groups.

Experimental Results

Figure 14 shows the screen capture of the raw baseline signal of a student represented 
by a red colour which contains noise. In this, the X-axis denoted the time in seconds; 
since the baseline signal is captured for 10 seconds at a sampling rate of 20 samples 
/ second. The Y-axis denotes the GSR amplitude which is measured in microsimens; 
or we can say that Y-axis denotes the arousal of GSR data.

Figure 15 shows that the raw data has been smoothed by applying moving average 
Low Pass Filter in order to move artifacts which were present due to hinderance 
of vibrations due to appliances like AC, lights, fans etc. The smoothed signal is 
represented by blue line whereas the raw data is denoted by red line as shown in 
figure 16; which is zoomed in image capture of smoothed signal and raw signal 
captured by GSR sensor.

Figure 14. Raw baseline signal uploaded on Matlab software
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Figure 17 shows the screen capture of the processed signal in which red signal 
depicts the original signal which contains noise, whereas blue signal is a de-noised 
signal. After de-noising, the peaks is identified which is pointed by asterisk (*) in 
green colour.

Figure 15. Smoothed signal

Figure 16. Zoomed in capture of smoothed signal denoted in blue colour
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RESULTS

Experimental Results: Figure 18 shows the average score and time as a function 
of both learning groups (game-based and conventional). It has been observed from 
the Table 1 that both the groups show significant difference in mean marks obtained 
by the students. ANOVA yielded an exceptionally noteworthy distinction in average 
scores of game-based learning and traditional learning (F (1, 38) = 8.168, p<0.05). 
Also, ANOVA produce a critical distinction between the time produced for both the 
learning (F (1, 38) = 36.525, p< 0.001).

Table 1. ANOVA results of comparison of GBL and TL as a function of scores and time

Descriptive

N Mean Std. 
Deviation

Std. 
Error

95% Confidence Interval 
for Mean

Minimum Maximum
Lower 
Bound Upper Bound

Scores

Gamified Learning 20 236.5000 25.60325 5.72506 224.5173 248.4827 200.00 280.00

Traditional 
Learning 20 202.0000 47.52838 10.62767 179.7560 224.2440 120.00 270.00

Total 40 219.2500 41.53389 6.56708 205.9668 232.5332 120.00 280.00

Time

Gamified Learning 20 263.1500 48.27910 10.79553 240.5547 285.7453 160.00 329.00

Traditional 
Learning 20 564.5500 217.74187 48.68856 462.6437 666.4563 225.00 948.00

Total 40 413.8500 218.00524 34.46965 344.1285 483.5715 160.00 948.00

Figure 17. Peak detection from smoothed signal
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By examining the mean scores and time of both the subjects as an element of 
groups (game-based and learning), figure 19 and figure 20 shows the average scores 
and time obtained respectively in both the subject; English and Math; as a function 
of two learning (game-based and traditional).The ANOVA yielded a significant 
difference in both groups for variables average time and scores. The mean score of 
English module showed significant difference (F (1.38) = 1.780, p <=1.0) and for 
Math (F= (1, 38) =11.753, p=0.001). Similarly for time, ANOVA showed significant 

Table 2.

ANOVA

Sum of 
Squares df Mean Square F Sig.

Scores

Between Groups 11902.500 1 11902.500 8.168 .007

Within Groups 55375.000 38 1457.237

Total 67277.500 39

Time

Between Groups 908419.600 1 908419.600 36.525 .000

Within Groups 945105.500 38 24871.197

Total 1853525.100 39

Figure 18. Overall comparison
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difference (F (1, 38) = 32.563, p < 0.001) for English as well as for Math (F (1, 
38) = 28.417, p < .001).

Thus we can say that, on the basis of ANOVA results, students with game-based 
learning scored more in lesser time as compared to traditional learning.

Figure 20. Mean scores obtained for both the subject

Figure 19. Mean scores obtained for both the subjects
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From the results obtained, we can say that both learning have a significant difference 
in which game-based learning outshined traditional learning. Also, there is a major 
difference between the average time taken by both the groups in the completion 
of task. Besides, in subject-wise examination also, game-based learning surpassed 
conventional learning as an element of score and time.

Figure 21 shows the SCR response for pre and post-experiment baseline for 12 
students randomly choose from both the groups. 6 students (A-F) have been randomly 
selected from Group A and 6 students (G-L) have been randomly selected from 
Group B. It has been clearly seen that the arousal of all the participants increased 

Table 3. ANOVA results of subject-wise comparison of GBL and TL as a function 
of Scores obtained

Descriptive

N Mean Std. 
Deviation

Std. 
Error

95% Confidence Interval 
for Mean

Minimum Maximum
Lower 
Bound

Upper 
Bound

English Score

Gamified 
Learning 20 106.5000 17.85173 3.99177 98.1451 114.8549 80.00 130.00

Traditional 
Learning 20 96.0000 30.33150 6.78233 81.8044 110.1956 50.00 150.00

Total 40 101.2500 25.13425 3.97407 93.2117 109.2883 50.00 150.00

Math Score

Gamified 
Learning 20 130.0000 12.13954 2.71448 124.3185 135.6815 100.00 150.00

Traditional 
Learning 20 106.5000 28.14904 6.29432 93.3258 119.6742 50.00 150.00

Total 40 118.2500 24.48312 3.87112 110.4199 126.0801 50.00 150.00

Table 4.

ANOVA

Sum of 
Squares df Mean Square F Sig.

English Score

Between Groups 1102.500 1 1102.500 1.780 .100

Within Groups 23535.000 38 619.342

Total 24637.500 39

Math Score

Between Groups 5522.500 1 5522.500 11.753 .001

Within Groups 17855.000 38 469.868

Total 23377.500 39
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after an experimental protocol. ANOVA yielded a very significant response in pre 
and post- experiment baseline (F (1, 22) = 3.29043, p<0.1).

Table 6.

ANOVA

Sum of 
Squares Df Mean Square F Sig.

English Time

Between Groups 284428.225 1 284428.225 32.563 .000

Within Groups 331915.550 38 8734.620

Total 616343.775 39

Math Time

Between Groups 186322.500 1 186322.500 28.417 .000

Within Groups 249157.100 38 6556.766

Total 435479.600 39

Table 5. ANOVA results of subject-wise comparison of GBL and TL as a function 
of time taken

N Mean Std. 
Deviation

Std. 
Error

95% Confidence Interval 
for Mean

Minimum Maximum
Lower 
Bound

Upper 
Bound

English 
Time

Gamified 
Learning 20 147.1000 43.27258 9.67604 126.8478 167.3522 60.00 240.00

Traditional 
Learning 20 315.7500 124.88684 27.92555 257.3012 374.1988 127.00 552.00

Total 40 231.4250 125.71271 19.87693 191.2201 271.6299 60.00 552.00

Math Time

Gamified 
Learning 20 118.1500 28.61040 6.39748 104.7599 131.5401 55.00 173.00

Traditional 
Learning 20 254.6500 110.88271 24.79413 202.7553 306.5447 85.00 497.00

Total 40 186.4000 105.66997 16.70789 152.6051 220.1949 55.00 497.00
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The figure 22 below shows the average SCR response of students in both the 
learning (game-based and conventional). ANOVA yielded a very significant response 
in both the groups (F (1, 38) =11.424, p<0.1) showing that there is an enormous 
distinction in SCR reaction of both the gatherings A and B down the test system.

Figure 21. SCR Response for Pre and post-experimental baseline

Table 7. ANOVA results of comparison of SCR in GBL and TL

Descriptive

Arousal

N Mean Std. 
Deviation

Std. 
Error

95% Confidence Interval for 
Mean

Minimum Maximum
Lower 
Bound

Upper 
Bound

Game-based Learning 
Arousal 20 27.4434 12.55561 2.80752 21.5672 33.3196 5.87 41.39

Traditional Learning 
Arousal 20 17.1483 5.28357 1.18144 14.6755 19.6211 9.30 25.01

Total 40 22.2959 10.84331 1.71448 18.8280 25.7637 5.87 41.39

ANOVA

Arousal

Sum of Squares df Mean Square F Sig.

Between Groups 1059.891 1 1059.891 11.424 .002

Within Groups 3525.629 38 92.780

Total 4585.520 39
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Figure 23 (a), (c), and (e) portrays the pre-experiment baseline signals of three 
different students, and figure 4.6 (b), (d), and (f) depicts the post-experiment baseline 
signals of the same three students respectively. It tends to be seen that the SCR 
increments after game intercessions. In figure 23 (a), (c), and (e); the mean peak 
arousal is 2.08, 4.55, and 9.39 in pre baseline whereas the arousal is 3.34, 6.04, 
and 9.99 in post-experiment baseline as shown in figure 23 (b), (d) and (f). This 
is because of the well-established fact that the physiological arousal continually 
changes for the duration of the day, and this variance significantly impacts conduct 
and execution (Nozawa & Uchida, 2009). Variances in excitement are regularly 
connected to changes in the sympathetic and parasympathetic activity in the 
autonomic nervous system. Galvanic skin reaction (GSR) is free of sympathetic 
action, while the parasympathetic sensory system prevalently constrains the heart 
rate (HR) (Scotti, 2006). The sympathetic nervous system controls sweat gland 
activity, and expansion in a sympathetic activity produces a corresponding increase 
in GSR (Wang et al., 2004).

Figure 22. SCR response of students of group A and B
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Figure 24 are the signals of two students during experiment. Figure 24 (a) and (c) 
are the signals obtained for English level whereas figure 24 (b) and (d) are signals 
obtained for Math level. These are the signals of the students who scored well in 
the experimental protocol. The marks obtained by both the students in English 
module are 140 and 130 out of 150 and of Math module are 110 and 140 out of 150 
respectively. The SCR response of first student is 5.38 for English module and 6.18 
for Math module whereas the SCR response of second student is 7.23 for English 
module and 7.40 for Math module.

Figure 23. (a), (c) and (e) pre experiment baseline signals and (b), (d) and (f) post 
experiment baseline signals

Figure 24. Signals of two students from group A where (a), (c) are of English level 
and (b) and (d) are of Maths level
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Figure 25 are the signals of two students of Group A captured during experiment. 
Figure 25 (a) and (c) are the signals obtained for English level whereas figure 25 (b) 
and (d) are signals obtained for Math level. These are the signals of the students who 
scored less in the experimental protocol. The marks obtained by both the students in 
English module are 90 and 70 out of 150 and of Math module are 120 and 120 out 
of 150 respectively. The SCR response of first student is 4.43 for English module 
and 4.74 for Math module whereas the SCR response of second student is 4.12 for 
English module and 3.67 for Math module.

Figure 26. Percentage of students enjoyed game-based learning (GBL)

Figure 25. Signals of two students from Group B where (a), (c) are of English level 
and (b) and (d) are of Maths Level
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Figure 26 shows the percentage of students who really enjoyed the game-bassed 
learning (GBL) which is 95%. That means all the students of Group A enjoyed the 
GBL.

Figure 27 shows the percentage of students who guessed the answer during 
experimental procedure of GBL. It shows that 15% of the students guessed the 
answer while remaining 85% students didn’t guessed any answer.

Figure 28 shows the percentage of students who guessed the answer during 
experimental procedure of TL. It shows that 33% of the students guessed the answer 
while remaining 67% students didn’t guessed any answer in traditional learning.

Figure 27. Percentage of students who guessed or not guessed any answer game-
based learning (GBL)

Figure 28. Percentage of students who guessed or not guessed any answer traditional 
learning (TL)
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Figure 29 shows the percentage of students who were stressed or nervous before 
the experimental protocol of GBL. It shows that 67% of the students were not stressed 
or nervous during experiment, while remaining 33% of the total students of Group 
A were nervous or stressed under GBL.

Figure 30 shows the percentage of students who were stressed or nervous before 
the experimental protocol of TL. It shows that 50% of the students were not stressed 
or nervous during experiment, while remaining 50% of the total students of Group 
A were nervous or stressed under GBL.

Figure 29. Percentage of students who were stressed or nervous during GBL

Figure 30. Percentage of students who were stressed or nervous during traditional 
learning (TL)
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CONCLUSION

The idea of this study was to inspect the change in the performance of game-based 
learning as compared to traditional learning. For this purpose, newly designed 
android based game intervention (KidsZoneApp) has been developed in order to 
provide finer engagement in student education. The children uncovered improvement 
under game-based learning. It had been observed that students under game-based 
learning gained immense scores and also they completed the task in minimum time. 
The children under Group A revealed higher average marks in both modules with 
marginal time. It had been observed in the results that Group A had higher SCR 
amplitudes in pre and post-baseline and in the experimental procedure as well. It 
had also been observed that using KidsZoneApp mobile-based platform; children 
are able to complete the task in a short time.

These results sustain the findings from previous studies that as a proportion 
of consideration, GSR identifies with learning. Various investigations discovered 
connections between learning and increased GSR. Understudies with higher GSR 
measures during learning scored best. Additionally, the knowledge level was identified 
with higher GSR measures, with more brilliant youngsters having a tendency to be 
increasingly responsive (higher GSR measures) (Werbach & Hunter, 2012).

A mobile-based game intervention with different subjects can enhance the 
learning-skills of students. Moreover, the game can help the students practice their 
skills out of the study hall. Students can practice sitting at homes or anywhere 
around the corner of the world and can practice new skills. The students have been 
additionally given vivified acclaim as ‘smiley’ for each right answer, which can 
inspire them to perform well.

FUTURE SCOPE

1. 	 The results of this work demands for the addition of more physiological signals 
such as ECG, blood pressure etc. in order to check the correlation between the 
SCR and other physiological signals.

2. 	 The future work may also include exploring the concealed efficacy of incorrect 
attempts where students learn from their failed attempts (Yildirim, 2017).
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ABSTRACT

Wearable devices have impacted the daily life of every individual. These devices 
come with the embedded feature that fits almost within clothes, accessories, or even 
watches. One of the wearables named “wrist-worn devices” has gained acceptance 
by the masses among other wearables. Vital information can be easily gathered with 
the help of such wearables. These are also suitable for myriad applications such as 
sports, agriculture, medical, and several more. This chapter gives a comprehensive 
review of wearable computing electronic devices being used in various fields and 
provides the latest trends in wearables. The main objective of this review is to discuss 
various challenges that are faced by individuals in using wearables and the latest 
methods that can overcome these issues. In the modern epoch, wireless wearable 
devices have gained a lot of importance in various fields such as sports, agriculture, 
medical, and many more.

INTRODUCTION

Today’s modern world have ignited an innovative human-computer interaction 
system with latest wearables which led to the quick expansion in the communication 
technology. It further facilitates connectivity amid users so that they can access the 
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information online easily. Wearable technologies (WTs) are cheap and affordable 
electronic devices that obviates the requirement of healthcare professionals and 
facilities. Thus, these WT are optimum sources for delivering mobile healthcare 
services to individuals (Alhaddi, 2016). The cell phones nowadays are quite 
advanced as they are equipped with lot of features such as: high-resolution cameras, 
data processing capabilities, accelerometer, fingerprinting, and many more. Also, 
they share excellent connectivity with cloud so that they can collect and store 
personalized data, which can be assessed by certified doctors remotely. These 
practices are commonly used in telemedicine applications, particularly when nations 
are combating against emergency situations such as covid-19. WTs are networked 
devices that particularly gathers data and track activities. These WTs are embedded 
with miniature small sensors (chips) mounted into consumer electronics, accessories 
and attires (Bigger, 2016). The used sensors in WTs measures humidity, temperature, 
heartbeat and many more. Wearable devices are used in different application areas 
such as: healthcare, agriculture, sports etc. Each wearable device is equipped with 
sensors, processor, network ports cameras to permit monitoring and synchronizing 
multiple parameters. Wearables are lightweight, modest shape and multifunctional 
that perform the task of sensing, analyzing, storing and transmitting the data. 
However, the processing of data may occur either on the wearer or at a remote 
location. One best example of this is the release of dangerous gases alert when it is 
detected (Colley, et al, 2016).

BACKGROUND

WTs should meet the expectations of normal clothing or in other words, the wearable 
devices must be soft, flexible and washable. A smart attire ideally consists of sensors, 
electronic components and power, but in reality, there are certain limitations with 
these components (Colley, et al, 2016). The wearable computers in the past were 
too bulky, but with an increased miniaturization of electronic devices, the WTs are 
becoming more integrated. By creating a smart sensor based fabric, the attires can 
retain its normal tangible features. The design totally depends on the need of user 
and the application. Wearables were firstly developed in the 13th century when 
eyeglasses became available (Benedetto, et al, 2017). Then, after 300 years, the 
first wearable clocks were invented in the form of wristwatches. Further, after 300 
years again the rise of the first wearable calculators, music systems and computers 
were invented Braun, et al, 2006).

In 2002, Bluetooth technology gained a lot of market that attracted thousands of 
customers across the globe which allowed wireless interactions with the devices. In 
this era, fitness/smartwatch devices dominate the market. Wearables are expected to 
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dominate the fitness market. Wearable devices that track the progress will continue 
to hold popularity (Global Organic Textile Standard, 2019). Healthcare is another 
sector that looks set to be improved by new wearables. Healthcare organizations 
are investing huge amounts of money on latest technologies which will bring 
developments to the healthcare systems in the next few years. 

MAIN FOCUS OF THE CHAPTER

The main aim of this chapter is not only limited to find out the latest trends in the 
wearable devices, but also to explore the various application areas of WTs. This 
chapter also look out for possible solutions toward the challenges being faced 
in wearable Internet of Things (IOTs). The next sub-section discusses different 
application areas of wearable devices.

Application Areas of Wearable Devices

There are different kinds of wearable devices that are gaining the attention in the 
market today. Some of the application areas of wearable devices are (Hunt, 2018):

Improved Productivity Level: There are many organizations which are offering 
wearable devices to their workers. The data gathered using these wearables allow 
organizations to gauge their approaches in a way to assist team members in boosting 
their productivity.

Diet Management: Over-weight individuals may take benefit of health aware 
wearable devices, that makes use of an in-body sensor to successfully measure vital 
nutritional parameters and comparing it with cloud-based applications to provide the 
user with the information in the form of valuable feedbacks on what diet is essential 
for them to make them fit.

Saving Lives: Wearable devices can help relieve pain, ensure road safety, change 
globetrotting and curb accidents.

One Ring to Rule All: Myriad of companies has designed smart rings which 
allows individuals to use it during shopping. Using the smart ring, one can get access 
to their car or turn on smart home appliances.

Sexual Assault: Some wearables are manufactured to send alerts to the parents 
or police officers whenever it detects force and falls, via Bluetooth, thus helping 
women which further reduces crimes.

Biosensors: The wearable biosensors are patches which collects factual data on 
their body, such as: heart rate, temperature and movements.

Some of the industrial applications of wearable devices are shown in table 1 
(Hunt, 2018, Global Organic Textile Standard, 2019, Colley, 2016).
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Issues in Wearables

The biggest challenge for the wearable industry is to get a sustainable customer 
engagement. Myriad of electronic wearables are short lived because of

•	 Temporary engagement of customers
•	 Poor Quality
•	 Difficult to sync with smartphones
•	 Short battery life
•	 Poor design and many more

However, individuals may find WTs to be robust (functionally and physically) 
due to which they are more attracted towards such devices and find it useful for 
them Hischier, 2015, Kasser, 1999, Bigger, 2016).

SOLUTIONS AND RECOMMENDATIONS

Even though the WTs produce innovative and unique challenges, yet there are 
numerous prospects that must be apprehended only if wearable devices are produced in 
sustainable manner. Few latest trends which emerged as solutions toward overcoming 
the issues of WTs are as follows (Köhler, 2004, Bigger, 2016, Hunt, 2018, Global 
Organic Textile Standard, 2019):

Material Selection

True sustainable production needs product that must be produced in such a manner 
that the valuable resources inside it are not lost. The biodegradable materials must 
be used so that they can be securely returned to the environment.

Table 1. Industrial applications

Sr No. Industry Applications

1 Healthcare and 
Medical

Blood pressure monitors, Electrocardiogram monitors, Defibrilators, Drug 
delivery products, Insulin pumps and Smart glasses

2 Industrial Smart Personal Protective Equipment (PPE), Smart watches and glasses, 
Exoskeletons and Body-worn terminal

3 Defense Exoskeletons, Smart tactical vest, Body-worn terminals

4 Sports Activity monitors, Fitness & heart rate monitors, Foot pods & pedometers, 
Sleep sensors, Smart glasses, clothing and watches
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Manufacturing

In terms of WTs, different toolkits have been emerged- which are helping both the 
designers and end-users to develop functional prototype of wearables. One of the 
examples of wearable prototypes is Lilypad, which is Arduino platform based and 
enables the end-users to create wearables. Adafruit also developed similar wearable 
electronics components called flora.

Distribution

Distribution of products to the market outcomes in substantial impacts to the 
environment. Designers can plan the delivery stations/channels to reduce this 
intangible element.

Use and Consumption

Smart textiles are often introduced as a possible expansion that could render the 
textile industry more sustainable as they are anticipated to improve textile toughness 
to alter the way individuals use to handle traditional way of handling attires. Self-
functioning textiles is one of the innovative methods which has the abilities of 
photocatalytic self-cleaning coating that removes bacteria/strains and odor by 
degrading dirt particles.

Disposal

The amount of e-waste that is considered a sustainability problem, is likely to increase 
when wearables reach their end of life and give rise to new disposal and recycling 
issues. In this respect, Product Service Systems (PSSs) could be beneficial because 
they encourage the consumer to return pieces in exchange for another. This increases 
rates of recycling and ensuring a reduction in disposal, thus reducing e-waste.

FUTURE RESEARCH DIRECTIONS

The future of WTs is continuously improving as machine learning algorithms are 
permitting the conversion of sensor input into activity data. As the size of Integrated 
circuits (ICs) are getting smaller, the way of wearables usage is getting far better. 
Therefore, the improvements at both algorithmic level and design level of wearables 
could attract the market more effectively (Hunt, 2018, Di Benedetto, 2017).
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CONCLUSION

In this chapter, a detailed analysis of literature across the fashion industry for WTs 
to understand the challenges and progress in achieving environmental sustainability 
aims is performed for the product development life cycle. The chapter also illustrates 
the methods to address the challenges in WTs. Further, various applications of WTs 
and its associated issues and latest trends to overcome the problems in WTs areas 
are also discussed.
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ABSTRACT

The electroencephalogram is used in brain-computer interface (BCI) in which signal 
from the human brain is sensed with the help of EEG and then sent to the computer 
to control the external device without having any touch of muscular body parts. 
On the other hand, the brain chip interfacing (BCHIs) is a microelectronic chip 
that has physical connections with the neurons for the transfer of information. The 
BCI needs a reliable, high-speed network and new security tool that can assist BCI 
technology. 5G network and blockchain technology is ideal to support the growing 
needs of brain chip interfacing. Further, the Cloudmind, which is an emerging 
application of BCI, can be conceptualized by using blockchain technology. In this 
chapter, brain-computer interfaces (BCIs) are expedient to bridge the connectivity 
chasm between human and machine (computer) systems via 5G technologies, which 
offers minimal latency, faster speeds, and stronger bandwidth connectivity with 
strong cryptographic qualities of blockchain technologies.
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INTRODUCTION

The brain-computer interface (BCI) is a technology that allows controlling the 
machines with the help of human brain signals. To control the external device, The 
BCI uses the following steps. (i) Collecting the brain signal. (ii) Compiling the signal 
into a machine-readable form. (iii) Controlling the machine according to the signal 
received from the human brain. The brain-computer interface is used in various 
medical applications such as in replacing the lost motor functionality of paralyzed 
patients, neurofeedback, rehabilitating the moving ability for physically locked-in 
patients. The main objective of BCI is to enable or restore the important functions of 
the patients affected by several neuromuscular disorders such as amyotrophic lateral 
sclerosis, cerebral palsy. From the initial demonstration of the single neuron-based 
control system, the research community and the scientists are now able to control 
the complex movements of a robotic arm, wheelchair, cursor, prostheses, and other 
devices by using the electroencephalographic, intracortical, electrocorticographic, 
and other brain signals. Due to advancements in microelectronic technology and 
nanotechnology, the application of the microelectromechanical system (MEMS) 
and neural nanorobotics has been increased in recent years. Due to this massive 
advancement, the MEMS and nanorobotics have been now accepted and used by 
many neuroscientists for the recording of living neurons.

The brain chip interfacing is classified into three categories based on biological 
entities involved namely; neurons, tissue, and brain by Fromherz, P. (2003). In 
the first level of interfacing, the neurons are linked with the microelectrodes or 
electrolyte-oxide-semiconductor-capacitors. these microelectrodes measure and 
record the electrical signal of the neurons given by W.L. Rutten Annu (2002), Potter 
et al. (2006). The brainstorm project is a recent example of brain chip interfacing 
(BCHIs) in which tight electrical coupling between microchip and neurons is done 
with the help of a gold micro nail shaped microelectrode that is surrounded by 
neurons with the help of the phagocytosis like method by A. Hai et al. (2010). In 
the second level of interfacing, the concept of establishing the interaction between 
the brain tissues and microchip is used by placing a slice of tissues on the chip. 
Finally, in the third level of interfacing, the microchip is inserted into the human 
brain or in the other part such as the spinal cord or sensory organs with the help of 
surgery suggested by S. Girardi et al. (2010).

Further, the neural nanorobots may be used to interface the human brain with a 
computer cloud system. This is called Brain/Cloud interface. The nanoparticles are 
injected in the human brain through the vasculature in a proper clinical environment and 
after passing through the blood-brain-barrier, these nanorobots position themselves 
with the brain cells. Generally, the neocortex of the human brain is used as a gate 
by the neural nanorobots to communicate with external cloud supercomputer. As 
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mentioned, the BCI or neural nanorobot communicates the brain signal to the external 
machine so that an appropriate task can be performed accordingly.

The transfer of the signals from the human brain to the machine or vice versa 
required high speed, wireless, and reliable network. Currently available wireless 
cellular network (4G LTE) is not capable of fulfilling the growing need for BCI 
applications. The currently available 4G network can provide speed up to 100 
Mbits/sec and the reliability of the network is not that much good. There is a need 
for a new network interface which is reliable as well as offers high speed. 5G or 
Fifth generation cellular network can act as a leading wireless communication link 
between the human brain and external machine. The upcoming 5G technology has 
features that can support BCI technology. 5G network interface has high speed, 
high reliability and it is much more secure as compare to the 4G stated by Martins 
et al. (2019).

However, the security of the BCI technology not only depends upon the network 
interface but some other factors as well. In BCI, the brain signal is first converted 
into a machine-readable signal and then this machine-readable signal is sent as 
a command to the device/machine. Due to this, BCI technology is very prone to 
data manipulation by some external body, and therefore due to this insecurity, BCI 
technology can be easily hacked. Here comes the role of Blockchain technology. The 
blockchain platform provides the necessary data security to the BCI user and prevents 
attacks such as sniffing, eavesdropping, and hijacking. One of the applications where 
both BCI technology and Blockchain technology can be implemented together is 
Cloudmind or Crowdmind. The practical view of implementation is presented in 
Fig. 1.

Figure 1. Represented a 5G facilitated communication between BCIs along with 
blockchain encryption
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BCI integrated human body will be communicated signal to a portable mobile 
station (cell phone gadget acts as a transducer and processor). The received signals 
will be processed, transduced and self-sufficiently sent to the cloud. Data demands 
and showing up signals can likewise to be prepared and transduced from the cloud 
of the mobile stations and send to the beneficiary BCI continuously. Communication 
encouraged by the cloud may require the formation of a hyper, scrambled Brain Over 
Internet Protocol (BoIP) separate from our current protocols. The inherent, solid 
cryptographic characteristics of blockchain advancements may help in guaranteeing 
that these BoIP networks are can’t be easily invaded. The arrangement would allow 
for liberated data openness (transfers and downloads to and from human subjects 
just as among people and machines). People in reverberation with one another or 
with machines (synchronization of figured waves) would have the option to convey 
and get to data at unrestrained choice.

Here, Blockchain technology stores the data in the form of blocks. These blocks 
are interconnected with each other in the form of chains. The blockchain mainly 
consists of three concepts: Blocks, Miners, and Nodes as shown in Fig. 2. The 
block in a blockchain further has three elements namely: Data, Nonce and Hash. 
The data or information for a particular task is stored in this section of the block. 
The data may be records of the user or complex command sent to the machine in 
BCI. Whereas, an nonce is a 32-bit number that generated randomly whenever a 
block is created in the blockchain. In addition, the hash is generated by a nonce. It 
is a 256-bit number and generally starts with zeroes. Further whenever the block is 
created or added in the chain, the nonce and hash tied forever with the data of the 
block until mining is done.

Whereas, the process of creating or adding a new block in the chain is called 
mining. As already discussed, every block has its unique hash and nonce. Further, 

Figure 2. Basic working concepts of blockchain technology

 EBSCOhost - printed on 2/13/2023 1:22 PM via . All use subject to https://www.ebsco.com/terms-of-use



69

Role of 5G Communication 

each hash in chain references the previous hash so it is very difficult to add or create 
a new block in a chain. For adding a block in the chain, it is mandatory to find a 
nonce with an acceptable hash. As the nonce is a 32-bit number and hash is a 256-bit 
number so, there are around 4 billion hash-nonce combinations before the right one 
found. The nodes allowed the decentralized feature in the blockchain technology. 
Nodes can be any electronic device that keeps the copies of the blockchain and each 
node has its copy of the blockchain (BuiltIn, n.d.).

Organization of the Chapter: This chapter survey’s the perfect relation between 
BCIs’, 5G communication requirement along with blockchain security. Section 2 
highlights the literature survey giving the current standards related to BCIs’. Section 
3 described the diverse types of BCI interfacing available in the market. Section 4 
provides the details of BCIs application in diverse medical applications. Role of 5G 
in BCI technology is addressed in Section 5. Whereas, Section 6, shows glimpse of 
blockchain technology implementation in medical field. Lastly, Section 7 concludes 
this chapter with the final reconsiderations.

RESEARCH AND APPROACH

Hans Berger’s contribution to the brain-computer interfacing is very significant. In 
1924, Hans Berger developed the first device that measures the signal of the brain 
called EEG. Richard canon’s discovery of the electrical signal in the animal’s brain 
in 1875 was an inspiration for Hans Berger. In 1959, the concept of nanotechnology 
introduced by the physicist Richard Feynman in his speech “There is Plenty of Room at 
the Bottom”. In 1970, the University of California started research on brain-computer 
interfacing. The main aim of the research was to restore the functionality of the motor 
and restore the movement of paralyzed patients. In 1986, K. Eric Drexler put the 
idea of nanomachine on the map with his book “Engines of Creation: The Coming 
Era of Nanotechnology” cited by Diamandis et al. (2016). In 1998, the researcher 
Philip Kennedy implanted the first brain-computer interface object in the human 
brain. However, the function of the object as limited. In 2001, John Donogue and his 
team from Brown University establish a company name cyber kinetics. The neuro 
Port was the first product, the company came up with. In 2002, the two monkeys 
were fitted with microelectrodes or microchips (Study: Monkey brains move cursor, 
2002). In June 2004, there was a significant development in the field of BCI when 
a man name Mathew Nagel became the first person that was implanted with BCI. 
The company name Ambient in 2008 demonstrates the world’s first voiceless phone 
call in the Texas Instrument Developer Conference (TIDC).

Audio then transfers this signal to the phone connected through Bluetooth cited 
by Diamandis et al. (2016). In the year 2014, the researcher from the University of 
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Washington successfully demonstrates the brain to brain communication through the 
internet. The second participant was hooked with a magnetic stimulation coil which 
controls the movement of the hand Martone et al. (2019). Recently, the scientists of 
EPFL (Ecole Polytechnique Fédérale de Lausanne) tested a new neuroprosthetics 
technology that modulates the user’s voluntary control with the robotic control. For 
now, the testing of the algorithm is claimed by Ziegler-Graham et al. (2008), Wei, 
Li et al. (2010), Tan et al. (2010), Kim et al. (2011), Vecchiato et al. (2011), Siang 
Ang et al. (2011), Lin et al. (2012), Švogor et al. (2012), Birbaumer et al. (2013), 
Ruiz et al. (2014).

When coming to the blockchain technology, in 1982 David Chaum proposed a 
blockchain-like protocol in his paper” Computer Systems Established, Maintained, 
and Trusted by Mutually Suspicious Groups”. In 1991, Stuart Haber and W. Scott 
Stornetta further work on the secured chain of the blocks. Haber, Stornetta, and 
Dave Bayer in 1992 proposed an improved Markle Tree design that increases the 
efficiency by collecting the document certificate into one block. In 2008, the first 
blockchain was realized by Satoshi Nakamoto. Nakamoto improved the design by 
using the hash-cash method that timestamp the block without the need of any third 
party or trusted party. This design was used in the cryptocurrency bitcoins. In 2014, 
the blockchain file size of the bitcoin that contains all the transaction records almost 
reached 20 GB and in 2015 the blockchain size for the transaction reached 30 GB. 
In 2017, the size of the blockchain file touch 100GB. In early 2020, the blockchain 
file size already exceeds 200GB (Blockchain History, n.d.).

Recently some startup has joined the field such as Facebook, Kernel, Neuralink. 
In 2017, Facebook started hiring neuroscientists and BCI engineer for their project 
named B8. The main aim is to detect the word of the Facebook user and allow 
the users to type the message only by thinking. This allows the user to type 100 
words per minute. For this project, Facebook is collaborating with the Washington 
University school of medicine, UC San Francisco, John Hopkins Medicine, UC 
Berkeley, John Hopkins University’s Applied Physics Laboratory. It is working on 
the software and hardware to build a device that converts the sound into the specific 
brain frequency. The company Neuralink was established by the Elon Musk in 2017. 
The main of the company is to build an implantable device that helps humans to keep 
uprise with artificial intelligence. In the beginning, the implantable device could be 
used to detect diseases such as brain tumors, depression, etc. The main advantage 
of the implantable device is that it is due to this the signal quality is better than 
EEG. However, invasive technology has some drawbacks such as battery life, the 
degradation of the signal with time. The CEO of the company said that it may take 
around four to five years for the meaningful implementation of the BCI. The main 
aim of the company is also to enhance human capabilities by using implantable 
devices. Bryan Johnson, the founder of the company invested around 100 million 
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dollars to develop the brain implant. While keeping in view the importance of BCIs’ 
in current scenario the details of its interfacing as well as its application in medical 
field described in following sections. Importance of 5G communications and need 
of blockchain security in also elaborated for enhancing the wider vision in this field.

TYPES OF BRAIN-COMPUTER INTERFACING

The BCI system can be divided into three depending upon the methods (i.e. Non-
invasive, Semi-invasive and Invasive) of measurement of the neuron signals. The 
details of BCI system are presented in Fig. 3.

Non-Invasive

In the Non-invasive, the sensor which measures the electrical or magnetic signals 
produced by the brain is placed outside the scalp. The techniques used in the non-
invasive are as follows:

EEG (Electroencephalography): The EEG is the most common technique used 
for the measurement of the signals produced by the brain. In the human brain, 
there is electric current produce by the neurons. The EEG measures this electric 
current from the scalp to measure the brain signal.

MRI (Magnetic Resonance Imaging): MRI is a technique in which a very high 
magnetic field interacts with the protons present in the human body to produce 
an image or neural image. When the human body interacts with a high magnetic 
field, all the free hydrogen nuclei present in the body align themselves by the 
respective magnetic field. This effect is called Larmor Precession. During 
the alignment process, the nuclei emit some energy which is captured by the 
machine. Based on this energy, an appropriate 3D gray image is formed said 
by Brown et al. (2011).

fMRI (Functional Magnetic Resonance Imaging): fMRI is a procedure of taking 
neuroimaging of the human brain. The fMRI is based on the fact that the blood 
flow and the human brain neural activity are linked together said by Huettel 
et al. (2004). In the human brain, the hemoglobin transfers the oxygen to the 
neurons. When, the neurons activated the consumption of the oxygen increases, 
which resulted in an increase in the blood flow. The magnetic character of the 
hemoglobin changes depending upon the amount of the oxygen present in it 
which can be detected with the help of an MRI machine which is a powerful 
electromagnet.
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MEG (Magnetoencephalography): In this technique, the sensor is placed outside 
the scalp which determines the magnetic field produce by the electric current 
in the human brain. The resolution of the MEG is better than EEG because 
as MEG uses the magnetic field for the measurement of brain signal, there is 
less signal attenuation due the scalp and fluids in the brain which increases the 
signal to noise ratio of the receiving signal said by Lal et al. (2005).

PET (Positron Emission Tomography): PET is a nuclear imaging technique. In the 
PET, a small amount of radioactive element i.e. a nuclear tracer is introduced 
in the blood so that the nuclear tracer can reach the brain. In the brain, this 
nuclear tracer combines with the glucose to form radionuclide. The PET is 
used to observe neuro transmittance, metabolism, and some other processes 
claimed by Mesgarani et al. (2012).

Semi-Invasive

In this technique, the electrodes are positioned inside the scalp to measure the brain 
signal. The semi-invasive uses the ECoG technique to measure the signals. In the 
ECoG or electrocorticography, the electrodes which measure the electrical signals 

Figure 3. Hierarchy of BCI system
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are placed on the dura or arachnoid layer of the brain Waldert et al. (2016). Since 
the surgery is required to insert the electrodes in the brain. Therefore, this method is 
used only when the surgery is necessary or due to some other medical reasons. As the 
electrodes are inserted inside the scalp, there is less attenuation of the signal which 
increases its spatial resolution. The different layers of scalp are presented in Fig. 4.

Figure 4. Different layers of the human scalp Abdullah-Al-Mamun et al. (2013)
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Invasive

In this technique, the microelectrodes are directly inserted into the cortex of the 
human brain with the help of neurosurgery. The microelectrodes inserted can 
measure signals from a single area of the brain cell or multiple areas of the brain 
cell depending upon the requirement Abdulkader et al. (2015). The signal to noise 
ratio in this technique is very high as there is no attenuation due to the scalp and 
other fluids. However, the insertion of the microelectrodes requires neurosurgery 
which is expensive and risky. The body may not accept the microelectrode inserted 
inside the scalp and treat it as an external entity which may cause the building of the 
scar around the electrodes and therefore signal may be attenuated which decreases 
its quality. Comparative study between EEG, MRI, fMRI, MEG, PET is presented 
in Table 1.

It is concluded from Table 1 that EEG, MEG has the highest temporal resolution, 
and MRI, PET has the lowest temporal resolution among the all. However, in the 
case of Spatial, EEG has the lowest resolution as compared to other non-invasive 
techniques. Further, the EEG is the cheapest noninvasive techniques available at 
the present.

MEDICAL APPLICATIONS OF BCI TECHNOLOGY

In the medical domain, BCI technology is used to monitor the neural activity of the 
human brain and control the machines/systems accordingly for paralyzed patients.

Assistive System for Paralyzed Patients: The BCI technology can be used to 
assist paralyzed patients or patients suffering from spinal cord injury. Any above 

Table 1. Comparative study between EEG, MRI, fMRI, MEG, and PET

Parameters EEG MRI fMRI MEG PET

Biological process measure Neuro electrical 
signal

Nuclear magnetic 
resonance response.

Haemodynamic 
Response

Neuromagnetic 
signals

Hemodynamic 
response

Radiation None None None None Yes

Invasive None None None None None

Spatial-resolution Low High High High High

Temporal-resolution High Low Medium High Low

Measurement mechanism Direct Only the structure Indirect Direct Indirect

Cost Low High High Medium High
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mentioned BCI invasive or non- invasive techniques (EEG, MRI, etc.) can be used 
to record or monitor the neural activity of the brain and depending upon the neural 
activity the BCI system converts the brain signal into a machine-readable signal so 
that appropriate machine or device can be controlled with brain thoughts.

However, the quality and the strength of the signal obtained from the human 
brain depend upon the technique used to collect the brain signal. Generally, the 
neural signal obtains by using the invasive technique is noise-free as compare to the 
signal obtained with the help of non-invasive technique. This is because in invasive 
technique the electrodes are directly placed inside the human skull. Therefore, there 
is no distortion in the invasive signal that may be caused by skull and fluids in non-
invasive techniques Nijboer et al. (2008).

Disease Diagnosis and Detection: The diseases such as brain tumors, sleep 
disorders, and brain swelling can be detected with EEG technique, MRI, or CT scan. 
The BCI chip placed in the human brain can regularly monitor neural activity. The 
BCI chip diagnosis the mental disorder based on brain neural activity. If there is 
any mental disease, it can be found in the early stage and appropriate treatment can 
be started for the same said by Zhang et al. (2019).

Neuroprosthetics: Neuroprosthetics is an emerging field in which the biological 
part of the body that loses functionality is replaced with an artificial part so that 
functionality can be restored. Neuroprosthetic can use BCI technology to acquire the 
brain signal and then use this brain signal to control the functionality of the artificial 
part. Neuroprosthetics can be used to replace a damaged arm that lost functionality 
with an artificial arm. Neuroprosthetics can be used to restore the visual sight of a 
blind patient. The external image acquiring device such as a camera can capture an 
image. This image signal is first converted into a brain signal and then sends to the 
visual cortex so that the blind patient can see objects even when no light can enter into 
his/her actual damaged eye claimed by Horch et al. (2017), Hazubski et al. (2019).

ROLE OF 5G IN BRAIN CHIP INTERFACING

Every application of BCI we have discussed so far requires a high-speed wireless 
communication network. The question may be arising why we need wireless 
communication in BCI as the transfer of signal from the brain to the computer can 
take place with a physical medium such as optical fiber. The answer is that the 
wireless network provides more mobility and free movement to the patient or user 
of BCI as compared to wired/physical medium. Brain/Cloud Interface that allows 
the human brain to communicate with external computers also needed a very reliable 
communication network.
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Currently available cellular network(4G) provides a maximum speed of 100 
Mbits/sec which is not sufficient to fulfill the need of BCI. Further, internet traffic 
will reach 30 GB per capita by 2021. Therefore, the bandwidth and speed offer by 
the current 4G network is not sufficient for the implementation of BCI. Therefore, 
there is a need for new high speed and reliable network. 5G technology is a fifth-
generation cellular network that is much faster and reliable as compared to the 
previous 4G technology. 5G offers a speed up to 10 Gigabits/second which is 600 
times faster than 4G. Further, 1000x bandwidth per unit area and 1-millisecond 
latency of 5G makes it an ideal wireless network for brain chip interfacing.

Features of 5G

There are some features and specification of 5G that make it better than any previously 
available cellular network. The pictorial view of 5G features is shown in Fig. 5.

Speed and Bandwidth: 5G is significantly faster than any other cellular network 
(like 1G, 2G, 3G, 4G). As already mentioned, 5G offers 600 times more speed 
as compared to 4G. Further, as already mentioned 5G can provide bandwidth 
up to 1000x per unit area.

Figure 5. Benefits of 5G technology
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Unified: 5G is a more unified platform as compare to 4G and therefore along with 
mobile broadband, 5G can be used in other applications such as in IoT, critical 
mission communication, and more.

Better Spectrum Utilization: 5G uses the available spectrum in a very efficient 
way so that no wastage of spectrum occurs. Due to this, both the speed and 
bandwidth of 5G increases significantly.

Coverage and Reliability: 5G offers coverage of 100% and availability of 99.9% 
which makes it a very reliable cellular network.

Latency: The time required by the data packet to be transmitted to the destination 
point and after that acknowledgment signal to reach the source point is called 
latency. The higher the latency, the poor is the network. The lower the latency, 
the better is the network. As already mentioned, the 5G network has a latency 
of 1 millisecond which is very good in terms of network performance by 
Obraczka et al. (2000), Shien et al. (2019).

5G Architecture

After going through the features of 5G, it is important to understand the architecture 
of 5G, which is presented in Fig. 6. The architecture is responsible for such type 
of specifications that 5G technology offers. Unlike previous cellular networks, 5G 
uses a more intelligent radio access network (RAN) architecture approach. The 
designing and specification of the 5G network are under 3GPP that is a 3rd generation 
partnership project. In 5G, multiple frequency ranges are given. The radio spectrum 
from frequency 30 GHz to 300 GHz is known as millimeter-wave and frequency 
range from 24 GHz to 100 GHz can be further used for multiple 5G applications. 
In millimeter-wave, the unutilized frequency ranges from 300 MHz to 3 GHz are 
reuse for the 5G network.

MEC: Multi-Access Edge Computing or MEC is a cloud-based computing technology 
that allows the applications stored in a central data center to move in system 
edge. The benefit of MEC is that the system edge is much closer to the end-user 
as compare to the centralized data center. Therefore, MEC creates a shortcut 
between the user and the central data center. If MEC is deployed in 5G then 
this reduces the latency and increases the bandwidth of the network.

NFV in 5G: The NFV or network function virtualization separates the software 
from the hardware and replaces the system functions such as firewalls and 
load balancers with virtualized software. The NFV eliminates the cost of 
expensive hardware as well as reduces the installation time required to install 
particular hardware. NFV allows virtualized network functionality in the 5G 
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infrastructure. Any problem in the network can be detected easily with NFV 
and appropriate fast action can be taken accordingly.

5G Core: As already mentioned, the specifications and standards of the 5G network 
are defined by 3GPP. The new 5G network uses cloud aligned and service-
based architecture. The 5G network further utilized the concept of virtual 
network functioning of NFV along with MEC architecture. These features 
and specifications of the 5G network make it able to support the increased 
throughput demand claimed by 5GPPP Architecture Working Group (2017).

BLOCKCHAIN TECHNOLOGY AND DATA SECURITY

As already mentioned, there are lots of signal/data transferring occurs between brain 
chip through the human brain to different peripherals devices (prosthetic arm, IoT 
devices, crowdmind/cloudmind, etc.). This makes BCI technology very prone to 
sniffing, eavesdropping, and hijacking. Currently, available data security measures are 
not enough to protect the BCI technology from hackers. There is a need for a better 
security system that can protect important data and information in BCI technology 
from stealing. Blockchain can be considered as an ideal tool that provides necessary 
security support to BCI technology. Blockchain is a system that records the data in 
a form such that recorded data cannot be manipulated or stolen by any third person. 
Blockchain is also called as Distributed Ledger Technology or DLT because it is 
a digital ledger of transactions that is distributed on the entire computer network 
given by Nofer et al. (2017). Whenever a transaction or transfer of signal occurs 

Figure 6. Basic preview of 5G architecture provided by 5GPPP architecture working 
group (2017).
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in the system then a 256-bits alpha-numeric hash and 32-bits nonce stored in the 
block along with the transaction data. Each block is connected with another block in 
form of a chain. Further, each hash of transaction is stored not only with the current 
transaction but also with the previous transaction and if there is any change in the 
transaction data, the hash associated with that transaction will change automatically. 
So, if anyone tries to change the transactional data then the person has to change all 
the hash associated with that transaction. That’s why it’s very difficult to change or 
manipulate data in the blockchain Gupta et al. (2017). The basic block diagram of 
working of blockchain technology is presented in Fig. 7. The logical components 
and types of blockchain implementation are described as follows:

Logical Components of the Blockchain

There are four important components of the blockchain.

Node Application: Node application is software that allows a particular computer 
or any other device to participate in a specific blockchain ecosystem. For 
example, in crypto currency, each computer must run on respective wallet 
applications to participate in its blockchain ecosystem.

Common Ledger: The ledger is a data structure that is managed by node application. 
When, the node applications running on the computer, the contents of the 

Figure 7. How the blockchain works provided by PriceWaterhouseCoopers (2016).
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blockchain ecosystem become visible to the user. Further, there is only one 
common ledger for each ecosystem you participate in.

Consensus Algorithm: The consensus algorithm is a rule that defines how the 
ecosystem arrives at the distributed ledger. The various ecosystem has a 
different approach to reaching this consensus. There are mainly three methods 
that used to determine the participation in the consensus-building namely: 
Proof of work, Proof of stake, Proof of elapsed time.

Virtual Machine: The virtual machine is a computer program in which instructions 
are preloaded in the programming language. When an application running on 
the computer then these preloaded instructions make a change in the current 
state of the computer and these changes can be observed by different means 
for example like change in the information and graphics, sound on the speaker, 
change in the data, etc. provided by Albanese et al. (2020).

Types of Blockchain

The blockchain is classified into three categories.

Public Blockchain: As the name indicates, public blockchain is an open network 
that can be accessible to all. In the public blockchain, data is visible to all 
and anyone can add new data. However, the public blockchain has the basic 
feature of a blockchain that is it is decentralized and immutable given by Yang 
et al. (2020).

Private Blockchain: Private blockchain is different from the public chain. The 
private blockchain is primarily used by an organization or agency and data is 
accessible to employees of that organization only. The organizations can set 
the rule for their private blockchain like who can access the data, who can add 
data, etc. provided by Du. Mingxiao et al. (2020).

Consortium Blockchain: Consortium blockchain or Federated blockchain is a 
platform controlled by a group of organizations or agencies. It is a blockchain 
in which different organizations shared data. The data is accessible to any 
organization that is part of a particular consortium blockchain. This blockchain 
allows better communication between the organization and enterprise given 
by Yang et al. (2020). 

Cloudmind and Implementation of Blockchain

The cloudmind or crowdmind is a virtual mind that is placed on the internet cloud. 
The cloudmind or crowdmind is the combination of different minds working together. 
There are different types of cloudmind namely:
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Machine Mind: In the machine mind, the basic machine-based algorithm runs in 
the background based on Big data analysis.

Machine + Human Mind: In this cloudmind, both human and cloud-based machine 
thinking work together.

Mindpool: The mindpool is a combination of all the cloudminds such as machine-
based mind, Human + Machine mind, Human mind.

The cloudmind is a cloud-based thinker with having kind of analytical power. 
However, there are many risks associated with cloudmind such as privacy leakage, 
insecurity, loss of personal identity, credit tracking.

Blockchain Implementation

All the above mention drawbacks in the cloudmind can be overcome by using 
blockchain technology. The blockchain can act as an administrator for cloudmind. 
As the blockchain is secure and has a software structure that is ideal for cloudmind. 
Therefore, blockchain can serve as a trustworthy tool or technology that can be used to 
implement cloudmind. Further, blockchain has features of recording every transaction 
of an individual in a network which makes it ideal for cloudmind technology. The 
blockchain technology further implements anti-viral and anti- crowdmind in the 
cloudmind. There may be a feature that limits the amount of time an individual can 
spend on cloudmind. The blockchain can track the contribution of an individual in the 
cloudmind and therefore with the help of BCI technology if there is any prisoner-like 
behavior or neurodegeneration the system can generate a warning signal provided 
by Birbaumer et al. (2008), Swan et al. (2016), Statt et al. (2018).

CONCLUSION

Brain-computer interfacing provides the path for communication with the external 
devices without the help of any muscular activity. The recent growth in this field 
attracted the research community. Several studies regarding the application of the BCI 
such as the medical, role of 5G technology in BCI, and blockchain implementation 
and authentication have been discussed in this paper. The further advancement in the 
BCI technology may allow one day to successfully implant brain chip in the neurons 
of the human brain and may allow the computerized simulate of the human brain 
that can be elongate at will. Further, Cloudmind or Crowdmind which is an essential 
application of BCI can be implemented with the help of blockchain. The cloudmind 
is a group of minds working together to solve a problem, to generate ideas, or for 
entertainment. Some challenges are associated with cloudmind. However, these 
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challenges can be overcome with blockchain technology. The blockchain can work 
as a perfect tool to implement the cloudmind and can provide the necessary support.

FUTURE SCOPE

The recent advancement shows that BCI is a dynamic and growing field. Since 
BCI is a versatile field. Therefore, the evolution of this field depends upon various 
factors such as new hardware technology, 5G technology, blockchain implementation, 
advancement in robotics and AI, machine learning, furtherance in medical and 
neuroscience, etc.
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ABSTRACT

Neuroscience is the study of the brain and its impact on behavior and cognitive 
functions. Computational neuroscience is the subfield that deals with the study of 
the ability of the brain to think and compute. It also analyzes various electrical and 
chemical signals that take place in the brain to represent and process the information. 
In this chapter, a special focus will be given on the processing of signals by the 
brain to solve the problems. In the second section of the chapter, the role of graph 
theory is discussed to analyze the pattern of neurons. Graph-based analysis reveals 
meaningful information about the topological architecture of human brain networks. 
The graph-based analysis also discloses the networks in which most nodes are 
not neighbors of each other but can be reached from every other node by a small 
number of steps. In the end, it is concluded that by using the various operations of 
graph theory, the vertex centrality, betweenness, etc. can be computed to identify 
the dominant neurons for solving different types of computational problems.
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INTRODUCTION TO NEUROSCIENCE

The only discipline that can help you understand how you think and process knowledge 
in your brain is computational neuroscience. Computational neuroscience’s ultimate 
aim is to understand how electrical and chemical signals in the brain are used to 
represent and process information. It covers biophysical computation processes in 
neurons, computer simulations of neural circuits, and learning models. In general, 
Before the start of any routine task say reading a book, going to the office or going 
to market, etc. there are few perceptions that our brain might consider, like why to 
read or go, What would be the outcome, etc. It’s all the mathematics, permutations, 
and chemical equations that are going on within our brains. Eric L. Schwartz 
coined the term “computational neuroscience” at a conference to provide a study 
of a discipline that had previously been known by several names, including “neural 
modeling,” “brain theory,” and “neural networks.” Neuroscience covers a wide 
range of disciplines, including molecular and cellular research as well as human 
psychophysics and psychology. Computational neuroscience aims to explain how 
the brain interprets and processes information using electrical and chemical signals. 
Although this goal is not recent, a lot has changed in the last decade. Because of 
developments in neuroscience, more information about the brain is now available, 
more computational power is available for practical simulations of neural systems, 
and new perspectives are being derived from the analysis of simplified models of 
large networks of neurons. The challenge of understanding the brain is attracting 
a rising number of scientists from various disciplines. Although there has been an 
explosion of findings of the structure of the brain at the cellular and molecular levels 
over the last few decades, we still don’t know how the nervous system allows us to 
see, hear, learn, remember, and plan those acts. Computational neuroscience is a 
branch of neuroscience that creates models to incorporate large amounts of data in 
order to better understand how the brain works(Teeters et al., 2008).

A growing number of neuroscience databases are being created and made publicly 
accessible on the internet. In particular, there has been important progress in the 
collection and representation of neuroanatomical association patterns. Researchers 
can now access extensive data sets of connectional relationships between individual 
neurons or brain areas thanks to these efforts. The availability of such data sets 
necessitates the development of appropriate analytical resources for thorough and 
principled research. Graph theory, a branch of mathematics and combinatorics with 
many applications in various fields, such as R. Kötter (ed.), Neuroscience Data 
Analysis, provides one avenue for such an analysis(Sporns, 2003).

While using similar analytical methods, the computational neuroscience and 
systems biology research groups have relatively little contact. In this study, I reconstruct 
the past of the two disciplines and argue that this helps to understand why they 
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grew up so far apart. It’s a shame that they’re separated because both fields would 
benefit from each other. Several examples are given, ranging from sociological to 
software technological to methodological. Computational neuroscience has more 
experience with multiscale modeling and the study of information processing by 
biological systems, whereas systems biology, is a better-structured culture that is 
very good at sharing resources(De Schutter, 2008).

GRAPH THEORY

Networks and graphs are sets of elements (nodes, vertices) and their pairwise 
links (edges, connections) that can be summarised in the form of a relation (or 
adjacency) matrix in their most basic form. The topology of a graph is defined by 
the complete set of all pairwise connections, which provides a complete map of all 
node and edge relationships. Depending on the measuring tool, brain nodes may be 
individual neurons or whole brain regions. Edges can be binary or weighted, and 
they can be guided or undirected, depending on how empirical evidence is used to 
estimate interactions. The essence of the edge representation must be considered 
when choosing suitable graph theory methods for modeling and analyzing empirical 
data. To put it another way, not all graph theory approaches are appropriate for all 
applications(Battiston et al., 2017). Graph theory is commonly used in biological 
mathematics to solve a variety of biology problems as an important modeling, 
analysis, and computational method. In the field of microbiology, a graph may be 
used to represent the molecular structure, with a vertex representing a cell, gene, or 
protein, and an edge representing the linked part(Gao et al., 2018).

The area of mathematics is extremely significant in a variety of fields. Graph 
theory, which is used in structural models, is an important field of mathematics. This 
structural planning of different objects or innovations leads to new developments 
and changes to the current environment in order to advance in those fields. In 
1735, the advent of the Konigsberg bridge problem launched the field graph theory 
(Vedavathi & Gurram, 2013). Computer science applications make extensive use 
of graph theory concepts. Especially in computer science research areas such as 
data mining, image segmentation, clustering, image capturing, networking, data 
science, cyber, studying the human brain anatomical network via graphs (Iturria-
medina et al., 2008), pattern recognition (Siqueira et al., 2014), and so on, For 
instance, a data structure could be constructed in the form of a tree, with vertices 
and edges. Graph principles can be used to model network topologies as well. The 
most important principle of graph coloring is often used in resource allocation and 
setup. In addition, graph theory’s paths walk, and circuits are used in a variety of 
applications, including the traveling salesman problem, database design principles, 
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and resource networking. Techniques of graph theory are commonly used in a 
variety of fields, including chemistry, biology, physics, and computer science. GT 
is a mathematical notation with widespread modeling and research applications in 
every discipline (Farahani et al., 2019).

A graph is an ordered pair of points called nodes and the lines joining the 
nodes, called edges of the graph i.e. of the form (node, edge). The edges are lines 
or arcs that connect any two/multiple nodes in a graph, and the vertices/vertex are 
the nodes. For example, is G(U, V), where U is the list of users and V is the set of 
edges indicating the relationship between the users or objects. There are two types of 
graphs: directed and undirected. The edges of undirected graphs have no direction. 
Figure 1 shows an example of an undirected graph.

People and friendship in a social network, or researchers and co-authored 
papers in a collaboration network, are probable examples of the undirected graph. 
In directed graphs, the edges have a specific path (i.e., they can be considered 
incoming or outgoing). In these cases, the graphs are drawn with arrowheads on the 

Figure 1.
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edges. Digraphs are the most common name for directed graphs. Figure II shows 
an example of a directed graph.

Data Structures and Representations

An adjacency matrix can be used to represent a graph in the memory of the computer. 
An adjacency matrix A is a square matrix of size N X N (where N is the number 
of vertices) that is used to describe a graph in graph theory. The adjacency matrix 
for a simple graph is a (Sabidussi, 1966; Yue et al., 2019)-matrix with zeros on its 
diagonal (A[i,j] = 1 for connection presence, A[i,j] = 0 for connection absence) or 
a (0,wij)-matrix for a weighted graph (A[i,j] = wij).

WHY GRAPH FOR NEUROSCIENCE

It is now possible to investigate the structure-function relationships in the brain due 
to the development of neuroimaging techniques. When the brain is not engaged in 
any cognitive activity or activated by any external input, it retains essential tasks 
that are distributed in well-defined spatial patterns. It has recently been proposed to 
model the observed functional pattern from the arrangement of white matter fiber 

Figure 2.
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bundles in order to understand the self-organization of the brain from its anatomical 
structure.

Graph theory is often used in neuroscience to investigate how various areas of the 
brain (nodes) are functionally related. We’ll concentrate on modeling functional brain 
connectivity with undirected graphs (also known as “static” graphs in neuroscience. 
Functional magnetic resonance imaging is one way to test functional brain activity 
(fMRI). The blood pressures in various areas of the brain are measured using 
this imaging method. It uses the magnetic susceptibilities of oxyhemoglobin and 
deoxyhemoglobin, two molecules in the blood, to determine their amounts. The 
amount of blood in a brain area determines whether it is activated or “functional.” 
This is because capillaries supply more energy to neurons as they activate (i.e. the 
part of the brain is functioning), a mechanism known as the “hemodynamic response.”

When two areas of the brain are “functionally related,” it suggests that the 
measurements of action recorded by them have a meaningful connection. That is, as 
one brain region’s activity rises, the activity of the other rises as well. This type of 
connectivity between two areas can be expressed as the node and edge relationships 
for finding some useful analysis for the future. We normally calculate the Pearson 
correlation coefficient r between the two brain signals (Medium, n.d.).

Here graph theory comes into existence again. To represent functional components 
of the brain as a node of the graph and each link between these nodes(edge) is 
represented by the calculated value of r.

As already know the value of r lies between -1 and 1. In figure III circles represent 
nodes and lines represent edges.

Figure 3.
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Now the aforementioned formula of correlation the value of r is used to draw the 
graph. In this case, we do not consider the value less than 0. The zero value itself 
depicts the absence of an edge between two components of the brain. To represent 
the neurons and signals using the graph, if there is any functional connectivity 
between two neurons there will be some value of r greater than zero less than or 
equal to one. The value one represents the strong functional connectivity between 
the neurons and in the graph that can be represented as a thick edge.

Clustering Coefficient in Graph

A clustering coefficient is a measure of how closely nodes in a graph cluster together. 
Evidence shows that in most real-world networks, especially social networks, nodes 
appear to form highly cohesive networks with a high density of connections; this 
possibility is higher than the average chance of a connection forming arbitrarily 
between two nodes. Node degree, sometimes abbreviated as is one of the most basic 
and essential metrics for a brain network. A node’s degree is the number of edges 
that link it to all other nodes. In general, the higher a node’s degree, the more nodes 
it is attached to and the more important it is in the brain network (Liu et al., 2017). 
In a binary undirected network, the degree Ci of a node is defined as (Rubinov & 
Sporns, 2010)

Ci = ∑ Aij	

where if Aij if the connection of node i and node j exists; otherwise where if the 
connection of node and node exists; otherwise Aij = 0

DIFFERENT TYPE OF ANALYSIS DONE USING GRAPH

•	 Centrality analysis: A node or object is central if it’s in the middle of a larger 
entity. In real life, something is central if it’s important and vital. For graphs, 
identify important nodes by looking at how central they are. In the graph. In 
the graph, the green node is the central node.

Some nodes in a graph play a critical role and are referred to as “central” within 
the network structure. Central nodes can be defined using centrality metrics, which 
include “degree, betweenness, and eigenvector centrality, among others”. The most 
connected nodes are identified by degree, while those located on the most followed 
paths are identified by betweenness centrality (Joyce, 2010).
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The centrality of nodes in a neural network is used to determine their significance. 
The greater a node’s centrality, the more powerful it is in the brain network’s 
information transmission. Three measurements of centrality are often used in brain 
network research, including degree centrality, closeness centrality, and betweenness 
centrality, as follows:

Degree Centrality in Brain Network: The central degree is the most popular 
centrality measure which uses the node degree to define the node’s importance in 
a brain network. The centrality level of a brain region tests the direct influence of 
the brain region on other neighboring brain regions during brain network research. 
As already mentioned node degree defines the centrality of a node so when we use 
graphical representation first to calculate ∑the degree of each node. The degree is 
defined as the number of edges incident to a particular node in the graph. So the 
degree of each node can be calculated by the following formula:

Let Aij is an adjacency matrix of the given graph then the degree of each node 
can be calculated as ;

D(i) = ∑ Aij (i ≠ j) i= 1 to n	

C(n) = Max (D(i))	

Figure 4.
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Hence C(n) represents the central node in the graph. Hence the graphical 
representation of neural structure can be used to find the central node in the brain 
network.

Closeness Centrality

The closeness of a node to other nodes in a brain network is measured by closeness 
centrality. As a result, the higher a node’s centrality is, the closer it is to all other 
nodes in the brain network. The closeness centrality of a brain area in brain network 
analysis tests the indirect effect of the brain region on other brain regions. The 
closeness centrality of a node in a binary undirected network is defined as the inverse 
of the node’s average shortest path length to all other nodes.

•	 Closeness centrality takes a different approach to the centrality problem. It 
acts as the shortest distance of a node to all other nodes and divides it by a 
minus one. So in the graph, a node like I, which is on the periphery of the 
graph, will be quite far from all nodes in general and therefore will have a very 
high closeness centrality value. On the other hand, nodes like F, C, and H are 
much closer to all other nodes. Know that we define this measure in terms of 
shortest paths. So if a moving object, like information, flows to the shortest 
path in the network, F is more likely to receive them earlier than other nodes. 
And therefore can process into other nodes more quickly. Therefore. If we 
look to inject a new piece of information into the network with the idea that it 
should read every other node quickly, I should possibly inject it at F. Recall, 
however, that node information flow is two shortest routes. An example is a 
gossip, which tends to travel through centrality nodes.

Closeness centrality does not work well for these types of information nodes. 
Another very popular centrality measure is called betweenness centrality. For any 
node, it measures the fraction of shortest paths flowing through that node. Compared 
to the number of shortest paths in the graph. Since B is at one end, it’s between a 
centrality is 0. But let’s look at A. A is in the path from B to E. So is D. Therefore, 
A’s score for the B to E path is 0.5. Similarly, its score for the C to E path is also 
0.5, making the total score 1. E is in the path from A to D, for there is one more path 
from A to do through C, so E’s score is 0.5. Now can you verify why C’s score is 
3.5? Betweenness centrality is typically used for the problem where a commodity 
is flowing through the network. As in the case of closeness centrality. Any quantity 
that does not flow in shortest path channels like infection or rumor on the internet 
doesn’t work well with betweenness centrality.
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GRAPH GENERATOR DATABASES

As discussed in previous sections graph analytics plays important role in computational 
neuroscience. In neuroscience, graph theory is frequently used to examine how 
different parts of the brain (nodes) are functionally connected. To combine many 
different data sources and increase the understandability and usability of neuroscience 
data, a graph-based approach for representing, analyzing, and accessing brain-related 
data (Angles & Gutiérrez, 2008) might be utilized. To model the data and analyze the 
same for various analytics like centrality, the closeness of nodes, and betweenness 
some kind of software tool is required. Graph data models and associated graph 
database management systems provide performance, flexibility, and agility, as well as 
the ability to use well-established graph analytics solutions; however, there is limited 
research on graph-based data representation as a mechanism for the integration, 
analysis, and reuse of neuroscience data(Ercim, n.d.). Several data modeling tools 
are available these days. RDBMS helps in creating the logical model that creates the 
tabular structure of data and then helps in easy retrievals of information. A graph 
model may be used to design and implement computational neuroscience data, 
and the same data may be transferred from a relational database to a NoSQL graph 
database (Cattell, 2011). However, modeling the data graph is not very simple as 
traditional database systems (Neo4j, n.d.).Neo4j is an ideal production-ready graph 
database tool that can efficiently model queries about complex and highly connected 
graph data (Vukotic, 2014).

Figure 5.
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CONCLUSION

The exponential rise of network neuroscience over the last two decades has been 
nothing short of miraculous. The availability of relational data reflecting couplings 
and interactions among parts of brain systems is a primary driving force behind this 
rapid expansion. For the time being, most research is descriptive and focuses solely 
on paired interactions that result in graphs with relational linkages. Graph theory, 
on the other hand, is far more powerful than existing techniques for analyzing brain 
networks imply. General models, dynamic networks, multilayered models, and 
algebraic topology are just a few of the potential approaches being studied at the 
moment. These new methodologies are expected to find use not just in basic research, 
but also in scientific and clinical research in the future. Graph theory approaches 
will continue to be essential tools in improving our understanding of the brain as a 
complex interrelated system for many years to come.
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ABSTRACT

To understand more about the human brain and how it works, it is vital to understand 
how the neural circuits connect different regions of the brain. The human brain is 
filled predominantly with water and the majority of the water molecules undergo 
diffusion which can be captured with the help of diffusion MRI. Diffusion weighted 
images enable us to reconstruct the neural circuits in a non-invasive manner, and 
this procedure is referred to as tractography. Tractography aids neurosurgeons to 
understand the neural connectivity of the patient. This chapter attempts to explain 
the procedure of tractography and different types of algorithms.

INTRODUCTION

The brain is one of the complex organs present in a human being and more research 
is being done to unravel the mysteries of the human brain. A lot of research has 
been into studying the structure of the brain and its function. In the past decades, 
we had the MRI (Magnetic Resonance Imaging) manipulated to understand the 
anatomy, the functional areas of the brain, and how the neurons inside the brain 
are connected. MRI has offered many valuable inputs to the doctor if they are to 
operate on a patient. For instance, doctors use a form of MRI called fMRI (functional 
magnetic resonance imaging) to observe, which areas of the brain receive oxygen-
rich blood and try to identify the function associated with that region. Other than 
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Tractography of White Matter Fibers Using Diffusion MRI

fMRI many different types of MRI are sMRI and dMRI. sMRI (Structural MRI) 
helps to understand the anatomy of the human brain and dMRI (diffusion MRI) 
captures the diffusion of the water molecules. Here, in this chapter let us see how 
we can use dMRI, to reconstruct the neurons present in the brain.

The main principle of dMRI is restricted diffusion of water molecules takes place 
due to the presence of axon bundles in neurons. Based on the diffusion behavior 
captured using MRI, the neurons are reconstructed in a non-invasive manner. This 
process of reconstructing the neurons based on diffusion data is referred to as 
tractography. Apart from white matter fibers, tractography has been used to construct 
the muscle fibers.

dMRI has many overarching applications. Doctors can use it to infer the neural 
connectivity of the brain, before operating on a patient diagnosed with a tumor. 
In that case, the doctor has to dissect the tumor from the brain, and before that 
understanding, the neural structure is vital as they should not end up damaging 
critical neurons while doing dissection. A lot of acquisition schemes and tractography 
algorithms have been developed to improve the accuracy of reconstructing white 
matter fibers. In this chapter, we will discuss the tractography algorithms which 
have been developed over time.

BACKGROUND

It all started, when Einstein in 1905 did an investigation on the random motion 
of water molecules. The human brain is filled predominantly with water and also 
has other fluids such as cerebrospinal fluid. Random motion of water molecules is 
observed which is referred to as Brownian motion. Fast forward big MRI machines 
with the help of magnetic fields created dMRI images. In the case of dMRI images, 
the MRI signal containing diffusion information is sensitized to the direction in 
which the magnetic field is being applied.

The arrangement of the white matter fibers in our brain gives rise to the diffusion 
signal and the acquired image is referred to as diffusion-weighted image (DWI). 
Scientists developed gradient schemes when entered on the MRI machine captures 
the diffusion behavior of water molecules. There are schemes such as one-shell 
acquisition, where only one magnetic field is applied, whereas in multi-shell 
acquisitions more than one magnetic field is used to acquire the dMRI image. For 
instance, if the dMRI image is acquired using only one magnetic field b = 1000 s/
mm2 then it is referred to as one shell dataset and if the dMRI image is acquired using 
more than one magnetic field such as b = 1000 s/mm2 and b = 3000 s/mm2 then the 
dataset is referred to as multi-shell acquisition. In the MRI sequence developed for 
capturing the dMRI image, a large number of gradient directions are defined. More 
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the number of gradient directions more accurately the tractography algorithms can 
reconstruct the white matter fibers.

In clinical settings, one of the majorly used methods for the reconstruction of 
white matter fibers is Diffusion Tensor Imaging. In DTI, the tracking of white matter 
fibers is done by calculating the eigenvectors in each voxel of the brain. Voxel is 
analogous to what pixel is in a 2-Dimensional image. DTI method has its limitations, 
which we will see in detail in this chapter and understand why the other methods 
perform better than DTI.

DATA ACQUISITION

Diffusion-weighted image is acquired with the help of MRI sequences written 
specifically to capture the diffusion behavior of the water molecules. The magnetic 
gradient is applied in a different direction as more the number of directions, more will 
be the accuracy in the reconstruction of white matter fibers. dMRI dataset which has 
more than 64 directions is referred to as HARDI (High Angular Resolution Diffusion 
Imaging) dataset. The standard dMRI dataset consists of many 3D volumes in one 
.nii file, where the number of 3D volumes is equal to the different directions in 
which the magnetic field is applied. For each gradient direction, we obtain a unique 
diffusion-weighted 3D image. Apart from the .nii file, we have two files called 
bvecs and bvals, where bvecs contains the X, Y and Z coordinates towards which 
the magnetic field is directed and bvals contains the magnitude of the magnetic field 
applied. For instance, the data used for the ISMRM tractography challenges had 32 
different directions in which the magnetic field was applied and the magnitude of 
the magnetic field is b = 1000 s/mm2. For 32 different directions, the same number 
of unique 3D diffusion-weighted images was obtained. The below table captures 
the information of the magnitude of the magnetic field and the vector coordinates 
of X, Y, and Z of the magnetic field related to the ISMRM 2015 dataset.
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Table 1. Value of magnetic field, bvals and bvecs for the volumes of dMRI

Volume No: b value bx by bz

1 1000 -0.13 -0.48 0.86

2 1000 -0.87 0.26 0.408

3 1000 -0.59 -0.76 -0.22

4 1000 -0.25 -0.68 -0.68

5 1000 -0.26 0.0050 0.96

6 1000 -0.88 0.47 0.009

7 1000 -0.85 -0.25 0.44

8 1000 -0.28 0.57 -0.76

9 1000 -0.39 -0.90 0.14

10 1000 -0.80 -0.57 0.13

11 1000 -0.45 0.44 0.77

12 1000 -0.16 0.13 -0.97

13 1000 -0.177 0.75 0.62

14 1000 -0.63 0.65 0.40

15 1000 -0.18 -0.93 -0.30

16 1000 -0.78 -0.102 -0.61

17 1000 -0.67 0.07 0.73

18 1000 -0.41 -0.23 -0.88

19 1000 -0.59 0.80 -0.05

20 1000 -0.63 -0.51 -0.57

21 1000 -0.54 -0.67 0.50

22 1000 -0.28 0.92 0.23

23 1000 -0.11 -0.82 0.55

24 1000 -0.93 0.17 -0.32

25 1000 -0.03 0.99 -0.12

26 1000 -0.01 0.37 0.92

27 1000 -0.91 -0.34 -0.22

28 1000 -0.70 0.54 -0.45

29 1000 -0.57 0.24 -0.77

30 1000 -0.33 0.84 -0.41

31 1000 -0.99 -0.03 0.08

32 1000 -0.53 -0.34 0.77
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WHITE MATTER FIBER BUNDLES

Collection of neurons are referred to as white fiber bundles. These fiber bundles 
are responsible for connecting different regions of the brain. For instance, the fiber 
bundle Corpus Callosum connects the left and right hemispheres of the brain.

According to ISMRM 2015 tractography challenge around 25 white matter 
fiber bundles have been segmented manually. When all the white matter fibers 
are combined, we get the whole connectivity of how the white matter fibers are 
arranged in the brain.

Figure 1. Corpus Callosum fiber bundle
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Figure 2. Coronal view

Figure 3. Sagittal view
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In the above figures, you can see the fibers being represented using different 
colors such as red, green, and blue from different views such as axial, sagittal and 
coronal. These colors symbolize the principal direction in which diffusion takes 
place. These kinds of images are also referred to as color-coded direction maps. If the 
color is red then the diffusion is along the sagittal axis, if it is blue then the diffusion 
is along the axial axis and if it is green then the diffusion is along the coronal axis.

TYPES OF TRACTOGRAPHY ALGORITHMS

According to (Itay & Tammy, 2019), current tractography algorithms can be divided 
into deterministic, probabilistic, and global algorithms. A deterministic algorithm 
like DTI (Diffusion Tensor Imaging) tracks the fibers based on the direction of the 
principal vector. Apart from DTI, we have algorithms such as Q-ball imaging and 
spherical deconvolution. These models are based on some specific assumptions 
and therefore impose specific requirements on the data and acquisition protocol.

Figure 4. Axial view
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Recently, a lot of machine learning and deep learning techniques have been 
used for tractography. Since these algorithms are data-driven there is no specific 
requirement imposed on the data acquisition. (Peter F. Neher.et.al, 2015) used random 
forest classifier to track the white matter fibers. The classifier predicted a local fiber 
orientation based on the neighboring dMRI values of a voxel. (Philippe Poulin 
et al., 2017) made use of deep learning for tractography applications. Streamline 
tractography was addressed as a regression model by predicting the principal vector 
directions based on the sequence of dMRI values. (Itay & Tammy, 2019) proposed 
a deep learning framework to predict fODF (Fiber orientation distribution function) 
and do streamline tractography using the data from ISMRM 2015 tractography 
challenge. They performed a sequential classification task with the help of an RNN 
model to predict local fiber orientations along the streamlines.

DETERMINISTIC TRACTOGRAPHY ALGORITHM 
- DIFFUSION TENSOR IMAGING

DTI which stands for Diffusion tensor imaging is a method of reconstructing neurons 
using DWI (Diffusion-weighted image). DTI provides us with a method of quantifying 
diffusion taking place in a brain due to the water molecules. Generally, two types of 
diffusion taking place in the brain are isotropic diffusion and anisotropic diffusion. 
In isotropic diffusion, there is equal diffusion of water molecules in all directions 
whereas, in anisotropic diffusion, the diffusion of water molecules varies in a different 
direction. In places near white matter fibers, most of the water molecules undergo 
anisotropic diffusion. Most of the water molecules diffuse in the direction parallel 
to the white matter fibers. The DTI method with the help of DWI generates three 
eigenvectors in each voxel.
The diffusion tensor models the diffusion signal as:

S g b

S
e bg DT g

,( )
=

−

0

.	 (1)

where g .is a unit vector in 3 spaces indicating the direction of measurement 
and b .denotes the magnetic field. S g b,( ) .represents the diffusion-weighted signal 

measured and S
0
.is the signal measured when there is no diffusion encoding due 

to magnetic field. D .denotes a 3 3* .covariance matrix of diffusivity along the 
three spatial dimensions.
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Metrics such as fractional anisotropy (FA) indicates the density of packing of 
fibers in a voxel and the amount of myelin wrapping the axons of the neurons. FA 
for a voxel depends on the three eigenvectors reconstructed from the voxel. Let the 
three eigenvectors be represented by λ λ λ
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The range of fractional anisotropy is between zero and one that describes the 
degree of anisotropy of a diffusion process. FA of values zero means that diffusion 
is isotropic, which means that the diffusion of water molecules is the same in all 
directions as it is unrestricted. A value of one means that majority of the diffusion 
is taking place dominantly in one direction. FA can help us understand the fiber 
density, axonal diameter, and myelination in white matter.

The eigenvectors can help us to describe the shape of the diffusion profile in a 
voxel. If the three eigenvectors are equal in magnitude then it is spherical in shape 
or if one of the eigenvector is significantly large than the other two then the shape 
is ellipsoid. The ellipsoid shape represents that the diffusion is restricted in two 
directions and predominantly the water molecules flow in one direction. If the shape 
of the diffusion profile is spherical then the type of diffusion is isotropic and if the 
shape is ellipsoid then diffusion is anisotropic. The dominant vector in anisotropic 
diffusion is referred to as the principal eigenvector. All the principal eigenvectors 
when connected forms the white matter fibers.
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Figure 5. Coronal view of the brain with principal eigen vectors in each voxel

Figure 6. Sagittal view of the brain
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According to (Lauren & Carl, 2011) one of the most common method to 
reconstruct neurons is streamline tractography. This method is based on the approach 
of successively stepping in the direction of the principal eigenvectors which 
represents the direction of the neurons. Computational methods such as Euler’s 
method and Runge-Kutta can be used to perform tractography of white matter 
fibers. However, there are certain limitations associated with the DTI model as the 
tracking is done only in one direction of the principal eigenvector. DTI model does 
not perform well when there is more than one fiber present in a voxel. The model 
can’t track well when there are kissing or crossing fibers. As a result, fewer fibers 
are reconstructed. In the above images we can see some areas, where there are no 
principal eigenvectors visible especially in the top right corner of the sagittal view 
of the brain. Probabilistic-based tractography algorithms can address the limitation 
of the deterministic algorithm. It can help to reconstruct fibers in voxel where more 
than one fiber population is present.

Figure 7. Axial view of the brain

 EBSCOhost - printed on 2/13/2023 1:22 PM via . All use subject to https://www.ebsco.com/terms-of-use



109

Tractography of White Matter Fibers Using Diffusion MRI

PROBABILISTIC TRACTOGRAPHY ALGORITHM

Similar to deterministic fiber tracking, the probabilistic approach follows the white 
matter fibers in a step-wise fashion and propagates streamlines based on the local 
orientations reconstructed at each voxel. The distribution of tracking directions at 
each point can be represented with the help of a probability mass function, where 
the tracking directions are restricted to the discrete number of points on a sphere. 
According to (Berman JI et.al, 2008) Q-ball fiber tracking algorithm is capable 
of tracking multiple intravoxel fiber populations. For instance, the algorithm has 
demonstrated that it is capable of following the corticospinal tract and corpus 
callosum through regions of crossing fibers in the centrum semiovale. Probabilistic 
tractography helps to address some of the limitations faced by DTI model such as 
kissing or fanning fibers. This model helps to predict more than one fiber in the 
same voxel. But the issue here it that this type of algorithm has certain criteria which 
need to be satisfied and is not data-driven.

DEEP LEARNING ALGORITHM

(Itay and Tammy, 2019) developed a sequence-based model which is a type of RNN 
based on a gated recurrent unit (Recurrent Neural Networks) to predict the fiber 
orientation distribution function in each voxel. They used a discrete representation 
of the fiber orientation distribution function (fODF) by sampling a unit sphere. 
Models of fODF using unit sphere are available in the python library DIPY developed 
exclusively for working on diffusion MRI images.

Deep tract utilized the sequential nature of the diffusion MRI values to yield a 
conditional estimation of the fODF at a particular voxel. During the training of the 
model, the predicted conditional fiber orientation distribution function at a voxel is 
compared to the true orientation. When the model is given an initial seed point, the 
corresponding vector to the point is fed into the network. The network predicts the 
conditional fiber orientation distribution function based on the given vector. The 
proposed network consists of five stacked GRU layers, with each layer containing 
1000 units. The loss function used was mean cross-entropy between the predicted 
conditional fiber orientation distribution function and the true labels along the fibers.

After the deep tract model has been trained tracking of the white matter fibers 
was done. The advantage of the deep tract is that both deterministic and probabilistic 
tracking can be done at the same time.
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FUTURE RESEARCH DIRECTIONS – 
REINFORCEMENT ALGORITHM

Currently, in clinical applications, DTI (Diffusion Tensor Imaging) is used which is a 
type of deterministic algorithm. As we have seen above deterministic algorithm does 
not perform better when there is more than one fiber is present in a voxel. Moreover, 
deterministic and tractography algorithm is model-based and lays down specific 
rules which need to be followed thus having restrictions on the data acquisition. 
Algorithms based on deep learning and machine learning require more data to be 
acquired for the tracking of fibers to be accurate. As a result, more research needs 
to be done on the data acquisition of the diffusion MRI to improve the performance 
of the algorithm.

Recently, Deep Mind developed a deep learning-based algorithm called 
reinforcement algorithm which defeated the game AlphaGo. (Antonie, Christian, 
Maxime & Pierre, 2020) used reinforcement algorithm to do tractography. This 
algorithm does not depend on ground truth and uses the concept of reward to track 
fibers. Reinforcement algorithm can reduce the requirement of more data and can 
work seamlessly in tracking fiber bundles. Research can be done on how to bring 
reinforcement-based algorithms into clinical applications.

CONCLUSION

To aid neurosurgeons while operating on patients knowing the neural connectivity 
will be helpful for them. Our brain is filled with many fluids predominantly water 
which undergoes the phenomena of diffusion. The diffusion of water molecules 
can be captured using diffusion MRI which can be used to reconstruct the white 
matter fiber bundles such as corpus callosum and so on. Generally, the majority 
of the tractography algorithms can be divided as deterministic and probabilistic. 
Some of the limitations of the deterministic algorithm such as kissing or crossing 
are addressed with the help of probabilistic algorithms. Both deterministic and 
probabilistic algorithms are based on assumptions, hence impose specific criteria 
which need to be followed. To make tractography more data-driven researchers 
started using machine learning and deep learning algorithms. Traditional deep 
learning models are data-driven whereas currently developed algorithms such as 
reinforcement learning are based on reward rather than the ground truth data.
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KEY TERMS AND DEFINITIONS

Diffusion: Movement of water molecules from an area of higher concentration 
to lower concentration.

dMRI: dMRI stands for diffusion Magnetic Resonance Imaging which is a 
popular method used by neuroscientists to uncover unique information about the 
neural connections within the brain. Tractography - A 3D modelling technique used 
to represent the white matter fibers inside the brain.

DTI: DTI refers to diffusion tensor imaging which is a type of deterministic 
method predominantly used in clinical applications.

DWI: DWI refers to diffusion weighted image which is captured with the help of 
dMRI. Captures the diffusion information of the water molecules inside the brain.

fODF: Defined for all fibers in the unit. Indicates the probability of a fiber in 
a given voxel.

Voxel: A 3D unit that embeds the signal in brain scans.
White Matter Fibers: Areas of the central nervous system that are made up of 

myelinated axons. Also referred to as tracts.
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ABSTRACT

Cerebral venous thrombosis (CVT) is a rare condition involving various symptoms 
that is mainly seen in younger adults. The most commonly involved are the superior 
sagittal sinus, lateral sinus, and simoid sinus. About 1% of all ischemic strokes 
are considered CVT. It is seen 3-fold more in young women. The incidence was 
estimated to be approx. 1/1000000. Cerebral venous sinuses are superficial and 
deep spaces, and they have vital functions. There are many symptoms. The most 
common complaint is headache (89%). Studies reported many different clinical 
symptoms. Neurological signs including motor and sensorial losses, impaired 
consciousness, speech disorder, epileptic seizures, visual problems (hemianopia, 
nystagmus, diplopia, and papilledema), and cranial nerve signs may be seen. The 
diagnosis is made primarily by suspecting the clinical condition and radiological 
presentation of thrombosis. The most basic diagnostic method is cranial imaging. 
Anticoagulants are the main method of treatment. The prognosis has improved over 
the last years thanks to early diagnosis.

INTRODUCTION

Cerebral venous thrombosis (CVT) is a rare condition involving various symptoms 
which is mainly seen in younger adults (Masuhr et al., 2004). About 1% of all 
ischemic strokes are considered as CVT. It is seen 3-fold more in young women. 
The incidence was estimated to be approx. 1/1000000 (Bousser & Ferro, 2007).

Cerebral Venous Thrombosis
Ozcan Demetgul

Hatay Goverment Hospital, Turkey
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ANATOMY

Cerebral venous sinuses are superficial and deep spaces formed by dura mater. 
They have vital functions. Cerebral veins and sinuses do not involve a valve system. 
These two groups of venous system are interconnected via multiple intracerebral 
and extracerebral anastomotic structures. Eventually, they merge to form internal 
jugular vein. While superficial system basically consists of superior sagittal sinus 
and cortical veins; deep system includes transverse sinus, vein of Galen, straight 
sinus and sigmoid sinus (Dere, 2000).

CLINICAL PRESENTATION

Although there are many symptoms, the most common complaint is headache (89%). 
Studies reported many different clinical symptoms. Neurological signs including 
motor and sensorial losses, impaired consciousness, speech disorder, epileptic 
seizures, visual problems (hemianopia, nystagmus, diplopia, and papilledema), and 
cranial nerve signs may be seen (Duman et al., 2017; Nagaraja & Sarma, 2002).

ETIOLOGY

Contrary to ischemic strokes, there is an underlying cause in most of the cases 
(Table 1). Common etiologies include pregnancy, puerperium, oral contraceptive 

Table 1. The most common risk factors for CVT

Pregnancy and puerperium

Oral contraception and hormone drugs

Antiphospholipid syndrome

Hereditary thrombophilia

Anemia

Female obesity

Cancer

Infections

Trauma

Iatrogenic

Idiopathic
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use (OCPs), coagulation disorders, infection, brain tumors and connective tissue 
disorders (Duman et al., 2017). It is common in women of childbearing age with 
almost half of the ischemic strokes during pregnancy and lactation are cerebral 
venous strokes (Cantu-Brito et al., 2011).

PATHOPHYSIOLOGY

While the pathophysiology is complex, there are usually 2 important mechanisms. 
First, there is increased intracranial pressure and parenchymal ischemia. Venous 
thrombosis reduces perfusion pressure, blood-brain-barrier gets impaired and 
vasogenic edema occurs leading to hemorrhages, brain perfusion gets gradually 
impaired resulting in brain damage with cytotoxic edema. Moreover, thrombosis in 
the sinuses decreases the passage of cerebrospinal fluid and increases the intracranial 
pressure(Schaller & Graf, 2004).

THE DIAGNOSIS OF CVT

The diagnosis is made primarily by suspecting the clinical condition and radiological 
presentation of thrombosis. The most basic diagnostic method is cranial imaging. 
Superior sagittal and transverse sinus thrombosis are seen most frequently in 
examinations. There is no special serological marker to confirm the diagnosis, 
but it is recommended to look at the time of hemogram, biochemistry panel and 
prothrombin time. Although high D-dimer serum level supports the diagnosis, its 
normal occurrence does not rule out the diagnosis.

Computed tomography (CT) is a main widely used imaging method for ease 
of transportation. Non-contrast CT does not have much place in diagnosis. It is 
not sufficient to demonstrate sinus variations and ischemic changes. The most 
important finding is the hyperdense appearance of the thrombosed cortical vein 
or dural sinus, which can be seen in 1/3 of the cases. Thrombosis of the posterior 
part of the superior sagittal sinus leads to hyperdense appearance of the sinus in 
non-contrasted CT, and this finding is called the “delta sign”. In contrast-enhanced 
CT, there is no contrast in the middle of the sinus due to thrombus, but an all-round 
contrast rim can be seen. This finding is called “empty delta sign” due to contrast 
filling defect. (Boukobza et al., 2007).

Magnetic resonance venography (MR-V) and magnetic resonance imaging 
(MRI) can also be classified as sensitive instruments for diagnosing CVT . These 
tools have the advantage of being more susceptible to motion and low-flow image 
artefacts, more sensitive for identifying alternative pathologies, as well as decreasing 
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exposure to ionising radiation. Appearance may change depending on thrombus 
time(Saposnik et al., 2011; Tentschert et al., 2005).

LOCATION

The most commonly involved are the superior sagittal sinus, lateral sinus and simoid 
sinus. The most common thrombosis sites can be classified as the transverse sinus 
(60.5%) and the superior sagittal sinus (65%) (Sassi et al., 2017). A multicenter 
study reported that deep venous system involvement was observed in 10.9% of CVT 
patients, cortical vein involvement was found in 17.1% of CVT patients and jugular 
vein involvement was detected in 11.9% of the patients. Only 0.3 and 1.3% of the 
patients exhibited the cerebellum and cavernous sinus involvement, respectively 
(Ferro et al., 2004).

TREATMENT

Anticoagulants are the main method of treatment. Unlike arterial strokes, 
antiaggregants are not effective. Furthermore, as a general rule for treatment in 
medicine, treatment for the underlying cause, if detected, is absolutely necessary.

The general management approach consists of: 1) Anticoagulant therapy, 2) 
Decompressive surgery and 3) Endovascular treatment

1. Anticoagulant Therapy

Heparin is the touchstone of the treatment with low-molecular-weight heparin being 
regarded as superior than unfractionated heparin(Coutinho et al., 2010).

Today, the immediate initiation of anticoagulant treatment is recommended, 
and in addition to anticoagulation therapy, underlying etiological variables should 
analyzed and managed appropriately. Measures for reversible risk factors such as 
discontinuing prothrombic drugs, rehydration and antibiotics should be considered 
immediately(Saposnik et al., 2011).

Recanalization takes 3 to 12 months. After the acute period, it is recommended to 
continue oral anticoagulant treatment for 6 more months on average. Recanalization 
is also influenced by the affected anatomic region. Recanalization rate in transverse 
sinus is lower than the other sinuses (Baumgartner et al., 2003).
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2. Decompressive Surgery

It is the treatment method used in case of increased intracranial pressure. Large 
hemorrhages seen in rare patient groups cause increased intracranial pressure 
leading to herniation. Surgical intervention is performed in these patients to reduce 
mortality(Théaudin et al., 2010).

3. Endovascular Treatment (ET)

Interventional procedures may be applied if medical treatment fails or is 
contraindicated. There is no clear indication or timing information. Endovascular 
treatment methods mainly include pharmacological and mechanical thrombectomy, 
balloon angioplasty, and Penumbra aspiration(Gulati et al., 2014).

PROGNOSIS

The prognosis has improved over the last years thanks to early diagnosis. In a larger 
study, mortality rate was observed to be 4.3%. The most important factors for mortality 
include hemorrhages, edema and herniation(Ferro et al., 2004).
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ABSTRACT

Stroke is a clinical condition that causes neurological dysfunction due to focal 
infarction or haemorrhage in the brain, spinal cord, or retina. These clinical features 
may take 24 hours or more and result in death. Stroke is one of the leading causes 
of disability and death. With the prolongation of life in societies, stroke and stroke-
related risk factors become more and more important. Age, gender, race, heredity, 
ethnicity, hypertension, atrial fibrillation, diabetes, hyperlipidemia, smoking, 
transient ischemic attack, and physical inactivity are risk factors of stroke. Signs 
and symptoms of stroke vary according to occluded vessel. Mental dysfunction, 
speech and language disorders, motor and sensory impairment may occur as a 
result of stroke.

INTRODUCTION

A stroke, which is the second leading cause of death and disability worldwide, is 
an acute irreversible focal neurological deficit syndrome that occurs as a result of 
vascular damage to the central nervous system and approximately 16.9 million 
people worldwide suffer a stroke each year (Mehndiratta, Smith, & Worrall, 2015; 
Murphy & Werring, 2020). This article sheds light on the pathophysiology of the 
stroke, its clinical manifestations associated with vascular lesions and post-stroke 
neurologic deficits.

Approximately 85% of strokes are of ischemic origin (associated with thrombus 
or embolism), while 15% are of intracerebral hemorrhagic origin. Intracerebral 
hemorrhage may be deep-seated or lobar. About 80% of hemorrhages are associated 
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with cerebral microvascular diseases (deep perforator arteriopathy, cerebral amyloid 
angiopathy), while 20% are associated with macrovascular lesions (arteriovenous 
malformations, aneurysms) or cerebral venous thrombosis (Murphy & Werring, 
2020). Cerebral ischemia and hemorrhage can be differentiated by brain imaging 
methods. Several neurological deficits develop depending on the cerebral area 
perfused by the affected vascular structure. To determine the relationship between 
the vascular lesion and clinical picture, it is necessary to know the anatomy of the 
cerebral artery and the representative localization of different functions in the brain 
(Markus, 2008).

The cerebral arterial circulation is divided into two parts; the anterior and 
posterior circulation. There are 2 main arteries responsible for the blood supply to 
the brain; the internal carotid arteries and the vertebral arteries. While 80% of the 
cerebral blood flow is obtained from the carotid system, 20% of it is obtained from 
the vertebrobasilar system. The connection between these two systems is provided 
by the Willis polygon. The major arteries of the carotid system that supply the 
anterior parts of the brain are the internal carotid artery, middle cerebral artery and 
anterior cerebral artery. The main arteries of the vertebrobasilar system that supply 
the posterior brain regions are the vertebral arteries, basilar artery, cerebellar artery 
and posterior cerebral artery (Durlanık, 2016). As a result of cerebral vascular 
damage, blood circulation in the brain decreases and then neuronal cellular damage 
and neuronal loss develop (Frizzell, 2005).

PATHOPHYSIOLOGY AND CLINICAL VIEWS

Transient Ischemic Attack

Transient ischemic attack (TIA), as a classic definition, is a neurological deficit that 
causes neurological symptoms and signs as a result of focal ischemia in the brain 
and retina but does not cause infarction and lasts less than 24 hours. However, recent 
studies evaluating cognition in patients with TIA have shown that impairments in 
executive function did not improve on day 7 after TIA, but there are limited studies 
examining this condition. Thanks to current developments in neuroimaging methods, 
persistent microvascular tissue injury has been demonstrated in the brain after 
TIA. Small deficits in memory, attention and problem-solving skills can negatively 
affect a person in everyday life (Ganzer, Barnes, Uphold, & Jacobs, 2016). Recent 
studies have shown that 30–50% of patients have neuronal death in their cerebral 
tissue in diffusion MR, even if symptoms improve after TIA (Easton et al., 2009). 
Temporary visual loss may develop as a result of obstruction of the retinal artery with 
microembolism from the atherosclerotic plaques in the internal carotid aorta (Harvey, 
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Roth, & Yu, 2007). TIA is an important risk predictor for ischemic stroke. The risk 
of developing stroke increases significantly after TIA. This risk is highest in the first 
48 hours and it is important for more than 3 months. Nearly 11% of people suffer 
a stroke in the first 90 days after TIA (Crowfoot, van der Riet, & Maguire, 2016).

Cerebral Thrombosis

Cerebral thrombosis accounts for about 60% of all stroke cases and develops due 
to atherosclerosis and collateral circulatory failure. With regard to cerebrovascular 
thrombosis and associated with the severity and duration of ischemia, a TIA or 
minor stroke that does not cause disability or a major stroke that results in severe 
deficits and functional disability may occur. Inactivity or sleep creates susceptibility 
to thrombosis. As a result of cerebral oedema and metabolic changes in brain tissue, 
the patient’s clinical symptoms often worsen in the first hours and days after stroke. 
Recovery usually begins at the end of the first week.

Cerebral Embolism

Cerebral embolism accounts for about 20% of all stroke cases (Çevikol & Çakcı, 
2015). The most common cause of cerebral embolism is a cardiac mural thrombus, 
but an embolus can originate from the internal carotid aorta or ascending aorta. The 
main heart diseases leading to cerebral embolism are cardiac arrhythmia, ischemic 
heart disease, valve disease and atrial septal anomalies (Pare & Kahn, 2012). Due 
to their large size, emboli are often more common in the irrigation area of ​​the 
middle cerebral artery (MCA). It can also make superficial, massive, single large 
striatocapsular or multiple lesions. Global aphasia or Wernicke’s aphasia may occur 
without hemiparesis. It has a sudden start and the ischemic infarction can transform 
into a haemorrhagic infarction or early recanalization may develop in the clogged 
vessel. As a result, the clinical picture may be variable. There is a formal indication 
for long-term anticoagulant therapy in patients with a history of TIA or stroke and 
atrial fibrillation (Ferro, 2003).

Lacunar Stroke

Lacunar stroke occurs as a result of occlusion of the deep penetrating branches of the 
cerebral artery. Clinical findings vary according to the area irrigated by the clogged 
penetrating artery. Lacunar infarcts may present with pure motor hemiparesis, ataxic 
hemiparesis, dysarthria-clumsy hand syndrome, pure sensory stroke or sensorimotor 
stroke (Arboix & Martí-Vilalta, 2009). Hypertension, smoking, atherosclerosis and 
diabetes mellitus are included in the aetiologies of lacunar infarction. There is usually 
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a history of TIA and gradual onset before a lacunar stroke. When lacunar infarcts 
are evaluated in terms of prognosis, recovery rates are high after lacunar infarcts 
and the risk of stroke recurrence and death is low (Donnan & Norrving, 2008).

Intracerebral Haemorrhage

Intracerebral bleeding develops in hypertensive patients due to rupture of 
microaneurysms in the deep penetrating arteries. Microvascular changes such as 
lipohyalinosis and Charcot-Bouchard aneurysms can cause hypertensive bleeding. 
As a result of bleeding, increased intracranial pressure, ventricular compression 
and cerebral herniation may develop. Acute mortality is high, but in survivors, 
neurological deficits resolve rapidly within the first 2 or 3 months after bleeding. 
About half of intracranial haemorrhages occur in the putamen and cerebral white 
matter. Bleeding lasts less than 1–2 hours and acute symptoms appear during this 
time period. Neurological worsening in the late period is associated with post-
haemorrhagic oedema or re-bleeding (Harvey et al., 2007). Haemorrhages taking 
place in the basal ganglia and thalamus are called deep bleeding and bleeding in 
the cerebral hemispheres is called lobar bleeding. Haemorrhages in the putamen 
constitute 50–60% of intraparenchymal haemorrhages (Pare & Kahn, 2012).

Subarachnoid Haemorrhage

Subarachnoid haemorrhage (SAH) is bleeding that takes places in the dural space 
around the brain and the most widespread reason is rupture of an aneurysm or 
arteriovenous malformation (AVM). If a tear occurs in the vessel wall, blood flowing 
into the subarachnoid space irritates the dura and causes a terrible headache. Acute 
loss of consciousness is common. Focal neurological deficits can occur. Coma is 
common and about 1 in 3 of patients die instantly. Patients with aneurysms that 
have not received surgery have a 30% risk of bleeding again within the first month 
after SAH. The risk of bleeding gradually decreases and the long-term risk of 
bleeding is up to 3% per year. SAH may also develop as a result of AVM bleeding. 
Generally, congenital AVMs tend to bleed in the 2nd and 3rd decades of life. The 
risk of bleeding is 40–50% throughout life (Harvey et al., 2007).
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STROKE CLINICAL VIEWS RELATED TO VASCULAR LESIONS

Internal Carotid Artery Syndrome

The carotid system and the vertebrobasilar system are responsible for the blood 
supply of the brain. These two systems are connected by the polygon of Willis. 
Internal carotid artery (ICA) syndrome occurs due to embolism or decreased blood 
flow. Both cerebral and retinal ischemia are observed in ICA lesions. If the polygon 
of Willis is intact, if the collaterals that provide the connection between the external 
carotid artery and ICA are not obstructed, neurological findings will not develop. 
ICA syndrome presents as a TIA or stroke and occurs in a small number of patients. 
TIA appears as transient monocular blindness (amaurosis fugax) and hemispheric 
TIA. It can occur in situations that tend toward hypotension, such as rapid standing. 
ICA syndrome is often associated with a lesion of the MCA or its branches. There 
are clinical signs and symptoms of an ICA lesion, such as contralateral motor deficit, 
contralateral sensory deficit, contralateral hemianopsia, conjugate eye deviation to 
the lesion side and higher cortical dysfunction (aphasia in the dominant hemisphere 
and neglect in the non-dominant hemisphere) (Durlanık, 2016).

Middle Cerebral Artery Syndrome

While a MCA lesion in the dominant hemisphere may cause global aphasia, a 
MCA lesion in the non-dominant hemisphere may cause hemispatial neglect. The 
speech centre is in the left hemisphere in 70–80% of people with left-hand dominant 
use and in most of the right-hand dominant users. Motor and sensory losses that 
affect the face, upper limb and, to a lesser extent, the lower limb may develop on 
the contralateral side of the infarct. There may be loss of vision in the form of 
homogeneous hemianopia and conjugated eye aberration, which indicates the side 
of the infarct. The MCA has superior and inferior branches.

The superior branch irrigates Broca’s area of the frontal lobe in the dominant 
hemisphere and motor aphasia is seen in lesions of Broca’s area. The inferior 
branch irrigates Wernicke’s area in the temporal lobe of the dominant hemisphere 
and sensory aphasia is observed with its ischemia. In Broca’s aphasia, speech stops 
or is poorly expressed, whereas in Wernicke’s aphasia, speech is fluent. But since 
the patient uses false and nonsense words, it is difficult to understand what he/she 
wants to say (Pare & Kahn, 2012).
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Anterior Cerebral Artery Syndrome

A lesion of the anterior cerebral artery can cause contralateral motor and sensory 
losses that affect the lower limb more than the upper limb, because ischemia develops 
in the paracentral lobule of the interhemispheric cortex. One-sided low foot, which 
requires long-term orthotic use, may develop. The face and tongue are often not 
affected. Incontinence and primitive frontal lobe reflexes, such as sucking and 
gripping may occur (Harvey et al., 2007; Pare & Kahn, 2012).

Posterior Cerebral Artery Syndrome

Colour agnosia and associated visual agnosia are typical deficits in left posterior 
cerebral artery syndrome (PCA) lesions. Hemianopic alexia and alexia without 
agraphia can occur. Even though facial agnosia is more widespread in bilateral 
lesions, it may also develop in unilateral lesions. Bilateral lesions may produce 
pronounced visual agnosia or cortical blindness. Denial and confabulation usually 
occur. Memory defects are observed in 25% of patients, especially in lesions of the 
mesial part of the temporal lobe. Memory loss is more common in bilateral or left 
sided temporal lobe lesions (Ferro, 2001).

Superior Cerebellar Artery Syndrome

The main symptoms of superior cerebellar artery occlusion are neurological deficits 
such as ipsilateral cerebellar ataxia, ipsilateral Horner’s syndrome, loss of contralateral 
pain and temperature sensation and contralateral involvement of the 4th cranial 
nerve. Dysarthria, tremor, diplopia, vomiting, tetraplegia and coma can also occur.

Anterior Inferior Cerebellar Artery Syndrome

This artery irrigates the lateral area of the lower sections of the pons and the 
flocculus and the middle cerebellar peduncle of the cerebellum and when obstructed, 
coma; 5th, 7th and 8th cranial nerve lesions; vertigo; tinnitus; dysarthria; Horner’s 
syndrome; contralateral pain and temperature sensory losses; and pure vestibular 
syndrome may occur.

Posterior Inferior Cerebellar Artery Syndrome

In the cerebellum, the infarct takes place most commonly in the area that is irrigated 
by the posterior inferior cerebellar artery (PICA) (Pare & Kahn, 2012). Lesions 
of the PICA present with vertigo, vomiting, ataxia, headache, delayed coma 
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(pseudotumor form), Wallenberg syndrome, dysmetria, ipsilateral lateropulsion 
and ataxia (Amarenco, 2001).

Vertebrobasilar Artery Syndrome

Emboli (30–40%) are the most common reasons for the aetiology of vertebrobasilar 
artery syndrome (VBAS). Thrombosis (15–35%) and vertebral artery dissection 
(about 5%) are other causes. However, since multiple vascular pathologies are more 
common in elderly patients, local thrombosis is ranked first in aetiology of VBAS in 
elderly patients. In young people, the most common cause is embolism and multiple 
vascular pathologies are rarely seen. While the clinical embolism develops suddenly, 
the clinical thrombosis develops slowly and progressively; TIA is frequently seen 
before the stroke. VBAS clinically varies according to the region being affected. The 
most common symptoms at first admission are nausea, vomiting, dizziness, vertigo, 
headache or neck pain. Loss of strength, hemiparesis, ataxia, diplopia, pupillary 
abnormalities and speech disorders may also develop in VBAS. Intracranial vertebral 
artery occlusion can also occur as Wallenberg syndrome, which is also known as 
lateral medullary syndrome. Clinical features of this syndrome may include loss 
of pain and heat sensation in the ipsilateral face and contralateral trunk and limbs, 
ataxia (extremity), Horner’s syndrome, dysphagia and hoarse voice. Locked-in 
syndrome, which presents as quadriplegia, anarthria and intact cognition due to pons 
infarction, is observed in basilar artery involvement. Top-of-the-basilar syndrome 
(coma, hemiataxia, hemiparesis and visual symptoms) may develop in distal basilar 
artery lesion (Schoen, Boysen, Warren, Chakravarthy, & Lotfipour, 2011).

Cerebral Venous Thrombosis

Cerebral venous thrombosis (CVT) is the development of thrombosis in any of 
the venous sinuses in the brain. CVT is rarely involved in the aetiology of cerebral 
infarction compared to arterial occlusive diseases of the brain. CVT often appears as 
a headache initially and is sometimes accompanied by cranial nerve palsy. Seizures 
and/or coma may occur in patients with more severe involvement. Papilloedema is 
a common finding in these patients (Pare & Kahn, 2012).
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POST-STROKE NEUROLOGICAL DISORDERS

Mental Dysfunction

Formerly, post-stroke dementia was considered to be vascular dementia. However, 
after it was realized that all stroke patients with deficits in their cognitive functions 
do not meet the dementia criteria, the term vascular cognitive disorder has been 
used instead of the term vascular dementia. Thus, other cognitive disorders not 
accompanied by dementia were included in this definition (Sun, Tan, & Yu, 2014). 
The most common type of dementia is Alzheimer’s disease (AD), with a rate of 
about 50–70%. The second most common cause of dementia is vascular cognitive 
impairment (VCI), with a rate of about 15–25%. The coexistence of AD and VCI 
is estimated to be around 50% and this coexistence is named mixed dementia 
(Sahathevan, Brodtmann, & Donnan, 2012). The incidence of dementia increases 
by 10 times during the 1-year period post-stroke as compared with stroke-free 
people (Ukraintseva, Sloan, Arbeev, & Yashin, 2006). Approximately one-third of 
the patients develop dementia within 1 year after stroke; however, about 60% of 
those who do not meet the criteria for dementia have cognitive deficits (Hurford, 
Charidimou, Fox, Cipolotti, & Werring, 2013).

Cognition is a whole of many processes, such as attention, executive function, 
visual spatial ability, memory and language. Neuropsychological tests involving 
various areas are used to detect cognitive deficits (Cumming, Marshall, & Lazar, 
2013) and among these tests, the Mini-Mental State Examination (MMSE) score is 
the gold standard in diagnosis. The MMSE score is calculated by giving points to 
place-time orientation, repetition of three words, attention, account, remembering 
three words and language. A score ≤ 24 points (out of a maximum total of 30 points) 
suggests cognitive impairment. The MMSE is poor in evaluation of frontal and 
executive functions. In the watch drawing test, the patient is asked to draw a watch 
and place it in the figures. Afterwards, he/she is asked to draw the scorpion and the 
winding hive according to the time he/she was told. This test is a short, cheap and 
easy to apply diagnostic method (Palsetia, Rao, Tiwari, Lodha, & De Sousa, 2018). 
The MMSE can be used to evaluate praxis, memory, orientation, language and 
constructive skills and the watch drawing test can be used to evaluate high cortical 
functions. The prefrontal system of the brain, which represents executive functions, 
can be evaluated with the watch drawing test (Román, 2003). Cognitive deficits such 
as aphasia, mutism, agraphia, acalculia, confusion, intellectual and buccal-facial 
apraxia are seen in left hemisphere MCA occlusion and visual-spatial disorders, 
visual-constructive disorders, neglect, aprosodia, anosognosia and pragmatic language 
are observed in right hemisphere MCA occlusion.
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Colour agnosia, associative visual agnosia, facial agnosia, amnesia, alexia 
(hemianopic and pure) and Balint syndrome are the main cognitive deficiencies in 
PCA occlusions. Concentration, planning, initiation, flexibility and monitoring may 
also be affected in bilateral anterior cerebral artery occlusion. In subcortical infarcts 
involving thalamic infarcts, deficits associated with arousal, memory, initiation, 
attention, motivation and executive function develop. Caudate infarcts can cause 
problems related to problem solving, memory and attention. Subcortical lesions of 
the inferior genus of the internal capsule can cause memory loss and confusion. SAH 
associated with anterior communicating artery aneurysm rupture causes damage to 
the mesial frontal cortex. Confabulation, amnesia, personality changes and abulia 
may develop (Donovan et al., 2008).

Memory deficits occur after stroke in 20–50% of patients (Al-Qazzaz, Ali, 
Ahmad, Islam, & Mohamad, 2014). There is an extreme slowing in the processing 
of information after a stroke and this seriously affects patients’ daily life activities 
(DLA). There is a more pronounced deficit in attention and executive functions 
compared to memory and language processing after stroke. In the first year after 
stroke, inadequate improvement in attention deficit was observed, while problems 
with language and memory improve. It was found that both visual and verbal 
memories were in better condition, while processing speed and executive function 
were poor 5 years after stroke (Cumming et al., 2013). Compensatory strategies, 
anodal transcranial direct current stimulation, repetitive transcranial magnetic 
stimulation and music listening are the treatment methods that can be effective in 
healing memory problems (Buğdaycı & Caf, 2016).

Unilateral spatial neglect (USI) is a cognitive deficit that usually develops due 
to stroke. The response of the patient to the sensory stimuli from the contralateral 
lesion was impaired. There are two subtypes: allocentric neglect and egocentric 
neglect. In egocentric (observer-based) neglect, the person ignores the stimuli on 
the contralesional side of the midline of his/her body. In allocentric (object-based) 
neglect, the person ignores the stimuli on the contralesional side of an object he/
she focuses on (Demeyere & Gillebert, 2019).

According to Chechlacz et al, left allocentric neglect is observed in posterior 
cortical region infarcts of the right hemisphere, such as the right posterior superior 
temporal sulcus, angular, middle temporal and middle occipital gyrus. Left egocentric 
neglect is observed in more anterior cortical infarcts, such as right middle frontal, 
postcentral, supramarginal and superior temporal gyrus and the insula. Intraparietal 
sulcus and temporoparietal junction infarcts can cause both types of neglect (Chechlacz 
et al., 2010). The star cancellation test, pointing to objects located about the ward, 
food on a plate, line cancellation, coin selection, figure copying from the left and 
line bisection tests are the main tests used in the diagnosis of neglect (Stone et al., 
1991). In their 2001 study, Ferber and Karnath found cancellation tests more sensitive 
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than bisection tests in detecting neglect. In the star cancellation test, the patient is 
asked to mark all the small stars on an A4 sheet with 52 big stars, 56 small stars, 
13 letters and 10 short words. Since two small stars in the centre are not included in 
the scoring, the maximum score is 54. There should be 27 little stars in each half. 
The number of small stars skipped on the left, right and in total should be recorded 
(Ferber & Karnath, 2001).

For treatment, it is aimed to modulate the spatial reference system by stimulating 
the sensory afferents with optokinetic stimulation, vestibular and galvanic stimulation 
and electrical stimulation of the neck muscles. These options are very successful in 
the treatment of neglect. However, the healing effect is short-lived. Mirror therapy has 
been shown to be very successful in experimental studies. Prism therapy, stimulation 
of arousal and non-invasive brain stimulation techniques, such as transcranial magnetic 
stimulation (TMS) and transcranial direct current stimulation (tDCS), are methods 
that can be used in therapy. It is aimed to provide interhemispheric balance with 
non-invasive brain stimulation. Studies on healthy subjects have shown that neglect 
can be controlled by reducing the activity of the left hemisphere (repeated low 
frequency TMS (< 1 Hz) and cathode tDCS) or increasing the activity of the right 
hemisphere (repeated high frequency TMS (> 5 Hz) and anodal tDCS) (Azouvi, 
Jacquin-Courtois, & Luauté, 2017).

Apraxia is a movement disorder in which a person cannot perform a voluntary 
activity, even though there is no loss of strength, sensation or coordination (Park, 
2017). Apraxia occurs in 9.1–30% of patients after stroke. Its incidence is higher 
in left hemisphere lesions. Even though apraxia is frequently seen in left parietal 
lobe lesions, right parietal, temporal and frontal lobe and subcortical lesions may be 
associated with apraxia (Salter, Teasell, Foley, & Allen, 2013). Ideomotor, ideational 
and limb-kinetic apraxia are the most common forms of apraxia. In ideomotor apraxia, 
the patient explains how to do an activity, but when he/she is asked to perform the 
activity, he/she cannot do it. If a patient with ideational apraxia is given a glass and 
jug, the patient will name the glass and jug but cannot show how to put water in 
the glass. The patient cannot perform a series of sequential actions in the correct 
order to perform an activity. In limb-kinetic apraxia, coordinated hand and finger 
movements are done incorrectly or incompetently. Dressing apraxia, eyelid opening 
apraxia and walking apraxia are examples of task-specific apraxia (Park, 2017).

There is strong (Level 1a) evidence to support that strategy (compensatory) 
training is effective in curing stroke-related apraxia. Improvement in DLA is observed. 
There is strong (Level 1a) evidence that gesture training in ideomotor apraxia 
provides healing. In DLA, improvement can be observed for at least 2 months after 
treatment (Salter et al., 2013). Apraxia treatment is more effective if non-invasive 
brain stimulation techniques are combined with rehabilitation training. tDCS, single-
pulse or rTMS, theta-burst stimulation (TBS) and paired associative stimulation 
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(PAS) are examples of non-invasive brain stimulation techniques. TBS, which is an 
example of magnetic stimulation, has an equal effect with shorter stimulation period 
compared to other stimulation techniques (Park, 2017). Donepezil and galantamine 
are cholinesterase inhibitors that may be used as first-line treatments for vascular 
dementia. Memantine (NMDA receptor antagonist), pentoxifylline, calcium channel 
blockers, nootropics and antiplatelet agents have a positive effect on cognitive 
function. The primary approach in treatment should be to control the risk factors 
of cerebrovascular disease, such as hypertension, diabetes mellitus, atherosclerosis, 
hyperlipidaemia and cardiogenic embolism (Román, 2003).

Speech and Language Disorders

Aphasia, which is also expressed as language impairment or loss of language, occurs 
in 21–38% of stroke patients in the acute period. It is more common in ischemic stroke 
compared to haemorrhagic stroke. Aphasia negatively affects communication skills. 
Rehabilitation of aphasia should be an important goal of treatment in the acute and 
post-acute periods of stroke, bringing the patient into the community and workplace 
as soon as possible (Lazar & Boehme, 2017). Global aphasia is the most common 
aphasia in acute stroke. However, aphasia tends to functionally heal during the first 
year and always improves into a less severe form. Non-fluent aphasia can turn into 
fluent aphasia. Global aphasia may turn into Wernicke’s aphasia. Broca’s aphasia 
can turn into anomic aphasia (Pedersen, Vinter, & Olsen, 2004). In individuals 
who are right hand dominant, post-stroke aphasia is almost always associated with 
infarcts in the left hemisphere, but rarely (2–10%), a right hemisphere infarction 
can also cause aphasia. Aphasia is often associated with infarcts in areas irrigated 
by the MCA, such as the perisylvian cortex in the left hemisphere and the basal 
ganglia below, internal capsule and periventricular white matter (Berthier, 2005).

Early recognition of aphasia has positive effects on rehabilitation and neuronal 
recovery. The Minnesota Test, Porch index, Boston Aphasia diagnostic test, Token 
test, Western aphasia test, Frenchay aphasia screening test, Communication Ability 
in Daily Life, Schuell Test and acute aphasia screening protocol are examples of 
tests used to detect aphasia (Atamaz, 2007). Classical aphasia classification has been 
developed according to the effectiveness of speech fluency, comprehension, naming, 
expression and repetition. Global aphasia, Broca’s aphasia and transcortical motor 
aphasia are examples of non-fluent aphasia, whereas Wernicke’s aphasia, transcortical 
sensory aphasia and conduction aphasia are examples of fluent aphasia (de Oliveira, 
Marin, & Bertolucci, 2013). In motor speech disorders, such as dysarthria and speech 
apraxia, the deficit is in the motor production of speech.

Aphasia rehabilitation is applied by a multidisciplinary team and is arranged 
according to symptoms, localization of cerebral infarction, aetiology, speech level 
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and cognitive skills. Since the results of the literature are contradictory, the time to 
start aphasia rehabilitation after stroke, how long the rehabilitation will last and its 
intensity have not been determined (Koyuncu & Özgirgin, 2016). Classic, pragmatic, 
behaviour modification, syndromic, Luria’s functional, neurolinguistic, impairment-
based or cognitive neuropsychological approach and social or consequences-based 
approach are the treatment options used in aphasia rehabilitation (Basso, Forbes, 
& Boller, 2013; Koyuncu & Özgirgin, 2016). The therapy can start with activities 
that will provide automatic speech, such as counting numbers and counting months. 
Afterwards, naming objects and pictures, choosing appropriate words and even 
more complicated activities, such as choosing sentences, can be studied. Textual 
studies, reading comprehension studies and attention studies contribute to recovery. 
Computer programs contribute to the development of the correct sentence structure 
through activities such as word finding and graphical clues (Koyuncu & Özgirgin, 
2016). Examples of pharmacological agents that may be effective in the treatment 
of stroke-related aphasia are memantine (N-methyl-D-aspartate receptor antagonist) 
and donepezil (central dose-dependent acetylcholine esterase inhibitor) (Yang, 2017; 
Zhang et al., 2018). A review published in 2020 showed that TMS and tDCS can 
be effective in the treatment of post-stroke aphasia (Breining & Sebastian, 2020).

Motor Disorders

Motor weakness is one of the most common stroke problems, occurring at rate of 
80–90%. At least two-thirds of stroke patients present with hemiplegia. Unilateral 
motor paralysis of the body in a stroke patient is called hemiplegia. Among stroke 
patients, monoplegia occurs in 19%, paraplegia occurs in 1% and three or four limbs 
are affected in 2%. The level of motor weakness is important in stroke patients. Motor 
weakness has a significant effect on DLA. Failure to perform the movements as 
desired may be related to muscle weakness as well as neuropsychological function 
deficits. Neglect and apraxia negatively affect mobility, despite sufficient muscle 
strength. For this, evaluation of cognitive functions is recommended (Melo & 
Bogousslavsky, 2001).

Patients who start to develop synergy patterns after a stroke may not be able 
to use their muscles in isolation. It is not correct to evaluate the strength of a 
single muscle. Brunnstrom motor staging, which examines the flexor and extensor 
synergies and isolated muscle movements separated from synergy patterns, can be 
used to evaluate motor recovery after stroke. Control is as important as power in 
the formation of active movement (Karataş, 2011). The Fugl-Meyer Assessment 
and Motor Assessment Scale are other tests that evaluate motor function (Malouin, 
Pichard, Bonneau, Durand, & Corriveau, 1994). In the early period after a stroke, 
muscle tone decreases and later on, tonus increases, which may cause spasticity to 
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occur. Spasticity can complicate movement, cause secondary complications and 
prolong rehabilitation. For this, muscle tone should be evaluated in follow-up visits 
(Karataş, 2011). The Modified Ashworth Scale is often used for the assessment of 
spasticity. Table 1 shows the Modified Ashworth Scale (Bohannon & Smith, 1987).

To ensure balance, intact vestibular, visual, proprioceptive, cognitive, cerebellar 
and motor function compatibilities are required. If a deficit develops in the 
sensorimotor system as a result of stroke, loss of balance occurs and an asymmetric 
distribution in body weight and inability to maintain posture develops. Improving 
posture, balance and ambulation in these patients should be one of the main goals 
of rehabilitation (Bittar & Barros, 2011).

Sensory Disorders

As a result of stroke, sensorial problems such as numbness, burning sensation, 
tingling, changes in temperature sensitivity, increased sensitivity to touch and pain 
and distribution of proprioception, stereognosis, tactile sensations and discrimination 
can be seen (Carey & Matyas, 2011; Carlsson, Gard, & Brogårdh, 2018; Connell, 
Lincoln, & Radford, 2008). These sensory deficits cause joint and skin damage due 
to deterioration in balance, coordination, motor control and protective sensation. 
Severe pain may occasionally occur in thalamic and spinothalamic tract lesions 
(Harvey et al., 2007).

Table 1. Modified Ashworth Scale

Grade           Description

0 No increase in muscle tone

1 Slight increase in muscle tone, manifested by a catch and release, followed by minimal 
resistance at the end of the ROM when the affected part is moved in flexion or extension

1+ Slight increase in muscle tone, manifested by a catch, followed by minimal resistance 
throughout the remainder (less than half) of the ROM

2 More marked increase in muscle tone through most of the ROM, but the affected part is 
easily moved.

3 Considerable increase in muscle tone; passive movement is difficult

4 Affected part rigid in flexion or extension
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CONCLUSION

Stroke clinic forms according to the affected cerebral artery, the side of the lesion in 
the brain or the type of pathophysiology. Mental dysfunction, speech and language 
disorders, motor and sensory deficits can be seen in relation to these variables.
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ABSTRACT

Stroke is one of the leading causes of disability and mortality and can cause a serious 
socioeconomic burden. Some of the comorbidities and secondary complications 
of stroke can threaten the patient’s life or cause serious pain or negatively affect 
the patient’s involvement in rehabilitation or worsen daily life activities or make it 
difficult to bring the patient into the community and workplace. This chapter focuses 
on the symptoms and signs, diagnosis, and management of these comorbidities and 
complications. It highlights diagnosis and treatment of cardiac problems, sleep 
disorders, deep vein thrombosis, pulmonary embolism, dysphagia, malnutrition, 
and pneumonia. Depression, central post-stroke pain, upper limb problems after 
stroke, spasticity, bladder dysfunction are also discussed in this chapter.

INTRODUCTION

Loss of physical function and disability may continue after the acute period in people 
who have had a stroke. Every year, worldwide, one-third of the people who have a 
stroke remain severely disabled. As time progresses, other medical, musculoskeletal 
and psychosocial disorders may be added to stroke-related neurological deficits 
(Chohan, Venkatesh, & How, 2019). These medical complications prolong the 
hospital stay of the patients and increase the treatment costs. They can even cause 
death in the acute and subacute periods. They may adversely affect functional 
recovery and cause inadequate recovery. They can negatively affect the rehabilitation 
process (Kumar, Selim, & Caplan, 2010). Stroke not only significantly reduces the 
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patient’s quality of life, but also increases the financial and psychological burden 
of the patient and his family.

Most complications develop in the first weeks after a stroke. While some 
complications such as heart problems, dysphagia and pneumonia occur in the first 
days after stroke, venous thrombosis, bedsores and falls may occur later (Indredavik, 
Rohweder, Naalsund, & Lydersen, 2008; Johnston et al., 1998; Kumar et al., 2010). 
This article sheds light on the clinical manifestations, diagnosis and treatment of 
stroke complications.

CARDIAC PROBLEMS

The second most common cause of deaths after stroke is cardiac diseases. Cardiac 
problems cause stroke, but they can also occur as a result of stroke (Chen et al., 
2017). Cardiac problems, such as myocardial infarction, congestive heart failure and 
atrial fibrillation, can be seen in the first 3 days after stroke (Scheitz, Nolte, Doehner, 
Hachinski, & Endres, 2018). Common risk factors for heart disease and stroke are 
age, hypertension, hyperlipidaemia and diabetes mellitus (Chen et al., 2017). The 
control of the sympathovagal outflow to the heart is disturbed as a result of infarction 
in the brain tissues. There is strong evidence that this situation can be effective 
in the pathophysiology of post-stroke cardiac problems. As a result of excessive 
stimulation of the autonomic nervous system and the hypothalamic-pituitary-adrenal 
axis, excessive levels of cortisone and catecholamine are secreted. Thus, calcium 
flows into the cytosol in the heart muscle and contraction occurs, making relaxation 
difficult. Direct myocardial catecholamine toxicity, microvascular dysfunction and 
coronary demand ischemia are mechanisms that explain the pathophysiology of 
stroke hearth syndrome (Scheitz et al., 2018).

Stroke, one of the leading causes of long-term disability, causes a decrease in 
patients’ daily life activities (DLA) and an increased risk of falling. In general, patients 
with a history of stroke use more oxygen than healthy people during walking. People 
with stroke need more energy when doing daily household chores, such as gathering, 
wiping and sweeping the home. The increased energy and oxygen demands also 
create an additional burden for the heart. Activities that require more energy can 
exacerbate mild cardiac problems.

Stroke patients should be monitored by electrocardiogram (ECG) before an exercise 
program and evaluated with a gradual exercise program. The change of heart rate and 
rhythm and systolic and diastolic blood pressures should be examined throughout 
exercise. Rehabilitation activities should be arranged according to the severity of 
cardiac problems and the exercise capacity of the person. The most appropriate 
rehabilitation program should include personalized exercises. Exercise programs 
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with treadmills or bicycle ergometers should be prescribed 20–60 minutes a day, 
3–7 days a week with an intensity of 40–70% of maximum oxygen consumption or 
heart rate reserve (Gordon et al., 2004). In order to prevent cardiovascular problems 
that may develop during post-stroke rehabilitation, criteria for stopping rehabilitation 
have been developed by Fletcher et al. (Table 1) (Fletcher, Dunbar, Coleman, Jann, 
& Fletcher, 1993).

SLEEP DISORDERS

Approximately 60–70% of stroke patients experience sleep disturbance breathing 
(SDB). The most common form of SDB in stroke patients is obstructive sleep apnoea 
(OSA). Patients with sleep disorders have difficulty falling asleep at night. Symptoms 
such as snoring, stridor, apnoea, irregular respiration, shortness of breath and sudden 
awakenings are observed during sleep. Due to poor quality and insufficient sleep, 
these patients experience headaches, fatigue, irritability, depression, excessive 
sleepiness, and attention and memory problems during the day. As a result, the 
participation of the patient in rehabilitation is reduced and functional activity and 
quality of life are also negatively affected.

The aetiology of post-stroke sleep disorder respiration includes brain infarction, 
secondary complications associated with brain infarction (aspiration, pulmonary 
oedema, inactivity, pneumonia and autonomic changes) and diseases that also 
existed before stroke, such as OSA and heart failure. As a result of SDB, especially 
OSA, brain blood flow and sympathetic activity are increased, endothelial function 
is impaired and platelet aggregation is increased. Consequently, the risk of stroke 
also increases with increasing cardiovascular risk (Bassetti, 2005). Symptoms of 
SDB, such as excessive daytime sleepiness and prolonged sleep, may be independent 
risk factors for stroke or may also be the result of stroke. In the diagnosis of SDB, 
respiratory polygraphy, oximetry and polysomnography tests can be used.

Table 1. Termination criteria of rehabilitation for cardiac reasons

1. Beginning cardiopulmonary symptoms

2. Pulse reduction of more than 20%

3. More than 50% increase in heart rate

4. Systolic blood pressure rising to 240 mmHg and above

5. Systolic blood pressure decreasing by 30 mmHg or more or falling below 90 mmHg

6. Diastolic blood pressure rising to 120 mmHg and above

A positive one is enough to end the activity.

 EBSCOhost - printed on 2/13/2023 1:22 PM via . All use subject to https://www.ebsco.com/terms-of-use



141

Complications of Stroke

In the treatment of post-stroke sleep disorder, secondary complications should 
be prevented and treated early if they occur. Caution should be exercised in the use 
of drugs that suppress respiration. Weight loss and a lateral lying position should be 
recommended. Nasal continuous positive airway pressure can be used as a treatment 
option for OSA (Bassetti & Hermann, 2011).

DEEP VEIN THROMBOSIS AND PULMONARY EMBOLISM

Deep vein thrombosis (DVT) is a common pathology in the aetiology of pulmonary 
embolism (PE). The incidence of DVT in immobile patients varies between 10% 
and 75% according to the diagnostic method used. Most DVTs are asymptomatic. 
Symptomatic DVT prevalence is 2–10%. DVT develops most frequently on post-
stroke days 7 and 8. If treatment is not given, 15% of patients die. Inactivity, flask 
tonus of the lower extremity, atrial fibrillation and tissue plasminogen activator 
(TPA) treatment increases the risk of DVT. The frequency of development of venous 
thromboembolism (VTE) has increased in patients with subarachnoid haemorrhage 
(SAH) or intracerebral haemorrhage (ICH).

The first choice test in the diagnosis of DVT is ultrasound; Doppler techniques 
also support the diagnosis. Other tests that can be used to diagnose DVTs are 
venography, magnetic resonance imaging (MRI) and computed tomography (CT). 
In DVT prophylaxis, unfractionated heparin and low molecular weight heparin can 
be used, but caution should be exercised, as the risk of bleeding increases slightly. 
Pneumatic sequential compression devices reduce the risk of DVT (Khan et al., 2017). 
Anti-embolism stockings should not be prescribed to patients with acute stroke for 
DVT prophylaxis. In immobile stroke patients, pneumatic compression devices can 
be used for DVT prophylaxis in the acute period. If a pneumatic compression device 
is to be used, it should be started within the first 3 days after the stroke. It should 
be used for the first month or until the patient is discharged or mobilized (National 
Institute for Health Care Excellence, 2018).

DVT can be seen especially in immobile patients during the rehabilitation phase 
and if left untreated, it may cause PE. Therefore, care should be taken. In prospective 
studies evaluating venous thromboembolic complications, the incidence of PE 
was found to be 10–13%. Asymptomatic proximal DVT can cause fatal PE. PE 
originating from a distal DVT (distal to the knee) is smaller, clinically quieter and 
less lethal than PE originating from a proximal DVT. However, 20% of untreated 
distal DVTs spread proximally. In the DVT clinic, swelling, pain and venous ulcer 
can be seen in the lower extremity (Kelly, Rudd, Lewis, & Hunt, 2001). In the case 
of developing PE, symptoms and findings such as dyspnoea, pleuritic chest pain, 
cough, haemoptysis, syncope, hypotension, tachycardia, tachypnoea and hypoxemia 
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may be seen in the patient (Iurato et al., 2015). Arterial blood gases, chest X-ray, 
ECG, ultrasonography (USG) (lower extremity), venography and pulmonary CT 
angiography are diagnostic tests for PE (Caplan & Kumar, 2016).

In the treatment of PE, although anticoagulant therapy (low molecular weight 
heparin, unfractionated heparin, fondaparinux, factor Xa inhibitors and warfarin) 
is sufficient in hemodynamically stable patients, in hemodynamically unstable 
patients, thrombolytic therapy or pulmonary embolectomy is performed as a first 
choice and then anticoagulant agents can be applied. Fibrinolytic agents are used 
in the treatment of massive PEs. Long-term anticoagulant therapy is important 
in preventing relapse. Vena cava filters can be used in cases where anticoagulant 
therapy is contraindicated and in patients with recurrent PE despite anticoagulant 
therapy (Iurato et al., 2015).

DYSPHAGIA, MALNUTRITION AND PNEUMONIA

Dysphagia is difficulty swallowing. The incidence of dysphagia is 22–65% in the 
acute period, but 2–4 weeks post-stroke, more than 80% of patients recover their 
ability to swallow. The presence of dysphagia is a sign of poor prognosis in stroke 
(D. J. Ramsey, Smithard, & Kalra, 2003). Dysphagia facilitates the development 
of malnutrition, dehydration, aspiration and pulmonary infections (Smithard et al., 
1996). It is more common in brainstem and medullary strokes. Dysphagia can cause 
aspiration. Terre et al. found that aspiration after stroke occured in 2 out of every 
3 patients and half of this was silent aspiration. The patient has complaints such 
as cough during feeding, change in voice after feeding and difficulty swallowing. 
Aspiration is more common in brainstem and large vessel strokes. Aspiration should 
be suspected in patients with cough, dysphagia and pathological signs on direct 
chest radiography (Terre & Mearin, 2006).

Daniels et al. showed that silent aspiration developed in 25% of patients within 
the first 5 days after stroke (Daniels et al., 1998). In silent aspiration, the patient 
does not have any cough or any signs of distress, but aspiration can be demonstrated 
on videofluoroscopy (VF) and fibreoptic endoscopic evaluation of swallowing 
(FEES) (D. Ramsey, Smithard, & Kalra, 2005). If the pulse oximeter is combined 
with a bedside swallow examination, the sensitivity of the tests increases (Smith, 
Lee, O’Neill, & Connolly, 2000). The swallowing skills of the patients should be 
evaluated with bedside examination methods. In the water swallowing test (WST), 
which is a screening test, 3–150 ml of water was used in the literature. Due to the 
risk of aspiration, the modified WST using 3 ml of water has been developed. But, 
there are cases when it is recommended to use 30 ml of water for the WST, since 
the swallowing reflex may be difficult if the oral cavity is not wide enough (Osawa, 
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Maeshima, & Tanahashi, 2013). VF is the gold standard test for verification of 
aspiration (Mari et al., 1997).

If the patient still cannot be fed on the 5th day post-stroke, feeding with a 
nasogastric feeding tube can be provided. A nasogastric feeding tube is thought 
not to prevent aspiration and therefore pneumonia. Nutrition can also be provided 
with a percutaneous endoscopic gastrostomy (PEG) tube, but a PEG tube should not 
be used in the early period, as it may result in poor results if preferred in the early 
period. Nearly 25% or more of patients with a PEG tube will recover at a level that 
does not require its long-term use (Caplan & Kumar, 2016). Although a nasogastric 
feeding tube has been used for 3–4 weeks, if there is still not enough improvement, 
a PEG feeding tube should be started.

The patient’s diet should include mash, blendered, ground or chopped food and 
thickened liquids (Pretorius & Van Zyl, 2008). Fluid, protein and total caloric intake 
of patients with stroke should be carefully monitored during the rehabilitation process. 
Oral nutritional supplements may be beneficial; it should be kept in mind that a 
deficiency of micronutrients (folic acid, B complex and D vitamins, antioxidants and 
zinc) may cause cerebrovascular changes and increase the risk of stroke (Bouziana 
& Tziomalos, 2011).

Postural adjustments of the patient, swallow manoeuvres and rehabilitation are 
other methods to be used in treatment. The purpose of postural adjustments is to provide 
safe eating and drinking without aspiration. Examples of postural adjustments are 
body posture changes, such as side lying and lying down and head posture changes, 
such as head extension (chin up), head flexion (chin tuck) and head rotation (head 
turn). Swallow manoeuvres should be selected according to the type of swallowing 
disorder. Supraglottic swallow, super supraglottic swallow, effortful swallow and 
the Mendelsohn manoeuvre are the major swallowing manoeuvres used to treat 
dysphagia. Swallow rehabilitation improves swallowing function with an exercise-
oriented approach and prevents complications, such as aspiration and pneumonia. 
Examples of exercise-based swallow rehabilitation are lingual resistance, Shaker 
head-lift, expiratory muscle strength training and the McNeill dysphagia therapy 
program. Pneumonia is seen in nearly 1 out of every 3 stroke patients in the acute 
period. Pneumonia is associated with about 35% of deaths after stroke. In the post-
stroke patient, pneumonia may develop due to a swallowing deficit and aspiration 
(Sura, Madhavan, Carnaby, & Crary, 2012).

DEPRESSION

Post-stroke depression (PSD) is among the most common emotional disorders in 
stroke patients. In a meta-analysis, the prevalence of PSD was found to be 29% 
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(Ayerbe, Ayis, Wolfe, & Rudd, 2013). In a literature review, the prevalence of major 
depression in rehabilitation clinics in the acute period was 21.7% and the prevalence 
of minor depression was 19.5%. In outpatients, the prevalence of major depression 
was 24% in the period from 3 months to 3 or more years after stroke, while the 
prevalence of minor depression was 23.9% (Robinson & Spalletta, 2010).

When compared to each other, stroke or orthopaedic trauma patients with 
equivalent physical disorders, depression was found to be more common in stroke 
patients. The severity of PSD has been shown to be associated with stroke severity, 
DLA score, social functioning and degree of cognitive function distortion. Patients 
with PSD who responded favourably to nortriptyline or fluoxetine treatment were 
found to have a better level of improvement in DLA. Mortality was higher in patients 
with PSD than stroke patients without depression.

The relationship between depression and lesion localization has been investigated 
and there are studies showing that there is a relationship between left frontal 
lobe infarction and the development of PSD, despite conflicting literature results 
(Robinson & Jorge, 2016). The presence of PSD causes an increase in disability 
and poor rehabilitation results (Paolucci et al., 2001). The risk of PSD is high in 
patients with pre-stroke psychiatric disease, under 70 years of age, high levels of 
neuroticism, positive family history, high neurological deficits and disability and 
women (Shi, Yang, Zeng, & Wu, 2017). Depression and stroke are interrelated, both 
being risk factors for each other. PSD negatively affects patient participation in the 
rehabilitation program and reduces the effectiveness of rehabilitation.

It is important to recognize and treat PSD early. Diagnosis of PSD can be 
accomplished with the Diagnostic and Statistical Manual of Mental Disorders 
(DSM-V) during the patient interview. Other tests that can help with the diagnosis 
are Hamilton Rating Scale for Depression, Beck Depression Inventory, Montgomery-
Asberg Depression Rating Scale, Center for Epidemiological Studies Depression Scale 
and the Post-Stroke Depression Rating Scale. The most preferred antidepressants in 
treatment were the selective serotonin reuptake inhibitors (SSRIs), but SSRIs can 
cause intracranial bleeding. Citalopram, escitalopram, fluoxetine, fluvoxamine, 
paroxetine and sertraline are examples of SSRIs. Tricyclic antidepressants (TCAs) 
have more side effects in patients with stroke compared to SSRIs (Villa, Ferrari, & 
Moretti, 2018). In patients who develop PSD, the recovery rate of depression is in 
the range of 15–57% 1 year post-stroke (Ayerbe et al., 2013).

CENTRAL POST-STROKE PAIN

Post-stroke pain has many causes, including central pain, hemiplegic shoulder pain, 
spasticity-based pain, headache and articular pain (Harrison & Field, 2015). The 
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prevalence of pain in stroke patients varies between 19% and 74% depending on 
study design. The prevalence of central post-stroke pain (CPSP) was found to be 
8–35% in the literature (Jönsson, Lindgren, Hallström, Norrving, & Lindgren, 2006). 
CPSP is a central neuropathic pain that develops as a result of central nervous system 
lesions. Patients with CPSP have complaints such as burning, freezing, squeezing, 
cold and prickling sensations. Sensory deficits such as hypoesthesia, hyperesthesia, 
hyperpathia, allodynia, paraesthesia, dysesthesia and hyperalgesia can be seen in the 
half of the body on the contralateral side of the cerebral lesion in patients with CPSP.

CPSP negatively affects the patient’s sleep, quality of life and participation in 
rehabilitation and creates a predisposition to depression and anxiety (Harrison & 
Field, 2015). In the medical treatment of CPSP, antidepressants (amitriptyline and 
SSRIs), anticonvulsants (lamotrigine, gabapentin and pregabalin) and opioids are used. 
For treatment of drug-resistant cases, repetitive transcranial magnetic stimulation, 
motor cortex stimulation and deep brain stimulation can be used (Delpont et al., 
2018; Lewis & Kriukelyte, 2019).

POST-STROKE SHOULDER PAIN

In all, 25–50% of patients experience post-stroke shoulder pain (Delpont et al., 2018). 
Shoulder subluxation, hyperspastic hemiplegia, periarthritis of the shoulder, rotator 
cuff problems, bicipital tendinitis, soft tissue trauma, shoulder-hand syndrome, 
CPSP and avulsion injuries of the brachial plexus can cause shoulder pain in stroke 
patients. The cause of shoulder pain in stroke patients is often multifactorial. Incorrect 
position and handling of the hemiplegic arm can increase shoulder pain. Improper 
transfer of the patient or incomplete handling of the hemiplegic arm causes trauma by 
increasing the load on the shoulder joint. In the presence of sensory and perception 
deficits, protection against this trauma is reduced, so the pain may increase. It has 
been found that shoulder pain is more common in patients who need help during 
transfer (Koog, Jin, Yoon, & Min, 2010; Walsh, 2001). Electrical stimulation 
application has been found to improve the shoulder subluxation and limitation of 
passive shoulder lateral rotation (Koog et al., 2010).

Shoulder Subluxation

Shoulder subluxation is a common cause of shoulder pain in stroke patients. 
Subluxation reduces the patient’s participation in rehabilitation. The most common 
type of shoulder subluxation in stroke patients is inferior subluxation. In the post-
stroke flask phase, the hemiplegic arm is pulled down with the effect of gravity. In 
healthy individuals, the supraspinatus and deltoid muscles contract and form opposing 
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forces. Thus, joint integrity is preserved. However, in stroke patients, the decrease 
or loss of strength in the supraspinatus and deltoid muscles allows the humerus to 
be pulled down. The applied stretching forces and periarticular soft tissue injuries 
also contribute to the formation of subluxation.

However, muscle, ligament and capsule shortening and tonus increase may cause 
the development of subluxation in the spastic period (Vafadar, Côté, & Archambault, 
2015). The origin of shoulder problems in stroke patients is the disruption of shoulder 
biomechanics. Pathological movement patterns emerge as a result of stroke. The 
anatomical alignment of the joints and the length and strength directions of the 
shoulder girdle muscles are affected and mechanical problems develop. Mobility 
of the scapula on the thorax, scapulohumeral movement rhythm and the stability of 
the humerus are impaired. Subluxation and shoulder pain occur as a result of these 
changes (Andersen, 1985).

The distance between the head of the humerus and acromion can be evaluated 
by palpation during physical examination. Some researchers evaluate the level of 
subluxation by determining how many fingers fit into this space. Assessment can 
also be made by measuring the distance between the acromion and the head or the 
lateral epicondyle of the humerus with a tape measure.

In the treatment, especially in the flaccid period, the arm is supported, properly 
positioned and care is taken not to damage the arm while helping with the transfer. A 
few authors have suggested that a pillow can be used to support the affected arm of 
the bedridden patients. From the moment the patient begins to sit, forearm support 
and an arm board can be used while in a wheelchair. Although shoulder straps are 
recommended for arm support, their use is still controversial. Some researchers argue 
that shoulder straps increase flexor synergy and spasticity by keeping the arm in the 
flexion position and may cause shoulder hand syndrome. They also argue that the 
use of sling creates a balance problem by disrupting the arm component of walking 
(Paci, Nannetti, & Rinaldi, 2005).

Another treatment option in the treatment of shoulder subluxation is functional 
electrical stimulation (FES). Chantraine et al. found a statistically significant increase 
in the improvement of functional level, subluxation and pain in the FES group 
compared to the control group (Chantraine, Baribeault, Uebelhart, & Gremion, 
1999). According to a meta analysis published in 2015, FES reduces hemiplegic 
shoulder subluxation in the acute phase. However, no improvement in pain or upper 
limb functions or in the chronic period was shown (Vafadar et al., 2015).

Adhesive Capsulitis

Adhesive capsulitis is another musculoskeletal disorder that causes shoulder pain. 
Shoulder pain causes stroke patients to avoid using his/her arm. Atrophy, contracture 
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and immobilization facilitate the development of adhesive capsulitis. Adhesive 
changes are thought to occur in the capsule as a result of prolonged movement 
restriction, chronic tissue damage and inflammation. Joint range of motion (ROM), 
especially external rotation, is significantly reduced (McKenna, 2001).

The diagnosis can be made by arthrography and physical examination. It should 
be distinguished whether the decrease in ROM is of a spastic or contracture origin. 
Swath-type slings should not be used. Performing daily ROM exercises is important 
in the prevention of adhesive capsules. The effectiveness of intra-articular injections 
in the treatment of adhesive capsulitis is controversial (Kendall, 2010).

Spasticity

Van Ouwenaller et al. found that the incidence of shoulder pain in spastic patients 
was higher than in flask patients (Van Ouwenaller, Laplace, & Chantraine, 1986). 
Hecht et al. showed the relationship of subscapularis muscle spasticity with ROM 
limitation and pain (Hecht, 1992). If a patient has spasticity in the subscapularis 
and pectoralis major muscles, which are the internal rotators of the arm, pain and 
passive ROM limitation can be managed by intramuscular injections of botulinum 
toxin type A (Teasell, Foley, Pereira, Sequeira, & Miller, 2012).

Rotator Cuff Problems

To prevent impingement in healthy individuals, internal rotation of the humerus 
occurs during flexion of the arm and external rotation of the humerus occurs during 
the abduction of the arm. While the main muscle responsible for internal rotation is 
the subscapularis, the main muscle that performs external rotation is the infraspinatus. 
Any deficit in this mechanism causes impingement in the long head of the biceps 
or supraspinatus by bringing the tuberculum majus closer to the acromion during 
elevation of the upper limb. Spasticity or muscle weakness can also disrupt this 
mechanism and cause rotator cuff syndrome. In rotator cuff weakness, the humerus 
head is displaced upwards and hits the acromion, causing the supraspinatus to 
undergo impingement (Turner-Stokes & Jackson, 2002).

Brachial Plexus Lesion

Muscle tone, tendon reflexes, sensory deficits, distribution of muscle weakness, 
pathological reflexes, muscle atrophy and fasciculation reflexes should be evaluated 
in stroke patients. An electromyography (EMG) study should be performed in the 
presence of findings that do not suggest a first motor neuron lesion. It should be 
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kept in mind that, especially in patients with shoulder subluxation, a brachial plexus 
lesion may develop with the traction mechanism (Yu, 2004).

Shoulder Hand Syndrome

Generally, shoulder pain occurs first, then pain and oedema develop in the hand 
and wrist. Pain and swelling in the hand and wrist are observed in all cases, while 
shoulder involvement occurs in half of the cases. Wrist, metacarpophalangeal and 
proximal interphalangeal joints are painful and passive flexion of these joints is 
limited due to oedema in the dorsum of the hand. The origin of this hand oedema is 
not lymphedema. Pain, tenderness and decreased ROM can be seen in the shoulder 
(Geurts, Visschers, Van Limbeek, & Ribbers, 2000). Shoulder hand syndrome 
usually occurs in the first 3 months after stroke.

Hyperesthesia, vasomotor disorders and trophic changes in the upper limb muscle 
and skin are other symptoms and signs that may accompany the clinical picture. 
In these patients, patch demineralization in the bone can be demonstrated with 
X-ray. Bone scintigraphy is more valuable in diagnosis (Turner-Stokes & Jackson, 
2002). Treatment should be started early. TCAs (imipramine and amitriptyline), 
anticonvulsants (gabapentin and carbamazepine), nonsteroidal anti-inflammatory 
drugs (NSAIDs), corticosteroids, free-radical scavengers (vitamin C), opioids 
and bisphosphonates are agents that can be used in pharmacological treatment 
(Harden, 2005). In physical therapy, contrast bath, desensitization, ROM exercises 
and strengthening exercises can be applied. Stellate ganglion block or surgical 
sympathectomy are other treatment options (Harden et al., 2013).

SPASTICITY

Approximately 25% of patients with stroke have spasticity (Sommerfeld, Gripenstedt, 
& Welmer, 2012). Spasticity is a component of first motor neuron disease. It 
negatively affects perineal care, rehabilitation, pain, ambulation and DLA in stroke 
patients. Risk factors for the development of spasticity are severe paresis, brain stem 
infarction, haemorrhagic infarction and young age. Spasticity does not always have 
to be treated, as it also has some positive effects. For example, quadriceps femoris 
spasticity helps patients stand. Spasticity prevents the decrease in the amount of 
muscle and slows the development of osteoporosis. Untreated spasticity can cause 
secondary complications, such as contractures (Francisco & McGuire, 2012).

While non-pharmacological treatment options for spasticity are stretching exercises, 
thermotherapy, ultrasound, electrical stimulation, biofeedback, hydrotherapy, robotics 
and orthoses, pharmacological treatment options are local (alcohol, phenol and 
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botulinum toxin) and systemic (baclofen, benzodiazepines, tizanidine and dantrolene) 
drugs. Intrathecal baclofen pump, tendon lengthening surgeries, tendon transfers, 
neurolysis and selective dorsal rhizotomy are interventional procedures applied in 
the treatment of spasticity (Francisco & McGuire, 2012; Thibaut et al., 2013).

BLADDER DYSFUNCTION

More than 50% of patients develop bladder dysfunction in the first week after a 
stroke. However, in the first year, bladder dysfunction improves in many patients 
(Zorowitz & Tietjen, 1999). Many studies have shown an association between the 
presence of urinary incontinence and mortality or poor functional recovery in stroke 
patients. If the neuromicturition pathways are affected due to infarction, a hyperactive 
bladder develops. This type of bladder disorder is the most common type in stroke 
patients and is characterized by urges to urinate before the bladder is full, but the 
bladder cannot be emptied adequately after urination.

In the treatment of hyperactive bladder, a patient-specific bladder retraining 
program should be organized and a timed voiding program should be implemented 
for at least 6 weeks. After stroke, the cortical awareness of bladder filling decreases, 
so in the timed voiding program, voiding is performed every 2–4 hours regardless 
of the patient’s need. Timed voiding intervals can be opened according to the level 
of incontinence recovery. Clean intermittent catheterization can be performed for 
incontinence and anticholinergic drugs can be used for the treatment of hyperactive 
bladder.

In the acute period after a stroke, the flask bladder may develop and its prevalence 
ranges from 21% to 35%. However, diabetic polyneuropathy or anticholinergic drugs 
can cause flask bladder during chronic stroke. In this type of bladder dysfunction, 
detrusor contraction is insufficient. Since the bladder is full, the urine flows as 
leakage. Insufficient cognition in stroke patients can also cause incontinence 
(Mehdi, Birns, & Bhalla, 2013; Ostaszkiewicz, Johnston, & Roe, 2004). The residual 
urine volume of the patient should be measured by catheterization after voiding. If 
medical treatment is to be started for incontinence, urodynamic evaluation should be 
performed first. Catheterization can be used in the treatment of hypoactive detrusor. 
A permanent catheter should not be used as much as possible since it may cause 
infection (Zorowitz & Tietjen, 1999). In case of residual urine, clean intermittent 
catheterization can be performed. Presence of residual urine over 100 cc is a risk 
factor for infection. Clean intermittent catheterization should be performed every 
4–6 hours. If voluntary voiding is present, the patient should voluntarily urinate 
before the application. The intervals of intermittent catheterization may open after 
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spontaneous voiding begins and may be terminated when less than 100 ml of urine 
remains after voiding.

In the presence of hyperactive detrusor, anticholinergic agents, such as oxybutynin 
and tolterodine, can be used (Di Benedetto, 2011; Dorsher & McIntosh, 2012). In 
the treatment of bladder dysfunction, pelvic floor exercises, electrical stimulation 
and biofeedback may be useful treatment choices (Cournan, 2012; Nelson, 2007; 
Shen & Liu, 2018).

CONCLUSION

As a result, various medical, musculoskeletal and psychosocial complications may 
develop over time in stroke patients. These complications can add to the neurologic 
disability associated with stroke, further reducing the quality of life or reducing 
participation in rehabilitation or prolonging the hospital stay. By knowing enough 
about these complications, precautions can be taken before many complications 
occur or if they develop, they can be detected and treated in the early period.
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ABSTRACT

The transient ischemic attack is a neurological emergency which is a clinical view 
of focal cerebral, retinal, or spinal dysfunction that lasts less than an hour, without 
any detectable acute infarction in neurological imaging methods. TIA is a serious 
warning for ischemic stroke, and this risk is particularly high in the first 48 hours. 
Following TIAs, approximately 10-15% of patients undergo stroke in 90 days and 
about half of these patients suffer a stroke in the first two days. Neuroimaging and 
laboratory studies should be performed quickly to reveal the etiology and to reduce 
the risk of stroke that may develop in patients present with TIA. Therapeutic and 
preventive interventions should be started as soon as possible. With early diagnosis 
and treatment, the risk of a 90-day stroke in these patients can be reduced by 80%. 
In addition to antiplatelet and anticoagulant treatments, aggressive control of blood 
pressure, regulation of blood sugar, statin, dietary recommendations, exercise, and 
managing the other underlying specific conditions should be started quickly.

INTRODUCTION

According to the World Health Organization (WHO), Transient Ischemic Attack 
(TIA), is defined as focal neurological symptoms that are thought to be of vascular 
origin lasting less than 24 hours (Sorensen & Ay, 2011). This definition was updated 
by American Heart and Stroke Society (Association) (AHA / ASA) in 2009 as focal 
cerebral, spinal and retinal ischemia, which lasted less than one hour, in which 
infarction could not be detected by neurological imaging methods (Easton et al., 
2009). TIA typically lasts less than an hour and often lasts within minutes (in only 
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14% of cases, the clinical picture lasted longer than 6 hours). A few second episodes 
are unlikely to be due to TIA, but patients with lesions detected in diffusion MRI 
are defined as ischemic stroke, even if their symptoms improve in a very short time 
(Easton et al., 2009).

TIAs are often recurrent and should not be permanent neurological deficits. TIA 
findings occur due to sudden changes in vascular dynamics. It is more appropriate 
to consider this clinic view as a stroke if the symptoms last more than an hour. If the 
neurological deficit persists for more than 1 hour, the chance of recovery spontaneously 
is less than 15%. Modern imaging methods have shown the presence of ischemic 
lesions in the brain for the majority of transient symptoms that last more than an 
hour. This condition is called ‘’Transient Symptoms with Infarction’’. In addition to 
transient neurological deficits, the presence of ischemic lesions in imaging is typical 
in this picture (Ay et al., 2005; Levy, 1988; Nazliel, 2018 ; Siket & Edlow, 2013).

CLINICAL FINDINGS AND RISK FACTORS

TIAs are divided into two main groups as “carotid system” and “vertebrobasilar 
system” according to the vascular areas reflected by the symptoms. Typical symptoms 
for TIA include: unilateral face, arm, leg weakness, unilateral sensory loss, dysphasia- 
aphasia, imbalance, vertigo, diplopia, amaurosis fugax, and rarely hemianopia 
(Nadarajan, Perry, Johnson, & Werring, 2014). Symptoms such as generalized 
weakness or generalized sensory loss, confusion, consciousness disorders, syncope, 
dizziness, incontinence, amnesia, positive symptoms such as involuntary movement, 
tingling, seeing flashing lights, and bilateral blurred vision are not considered as 
typical symptoms for TIA (Coutts, 2017).

Pathophysiological mechanisms of TIA are like ischemic stroke. Main mechanisms 
are transient interruption of a certain artery in the related brain area, differences in 
cerebral hypoperfusion tolerability, collateral flow, and oxygen-carrying capacity 
of the patient. This carrying capacity is considered to be low in patients with 
periventricular and subcortical white matter disease (Leukariosis) (Arsava et al., 
2011; Dirnagl, Becker, & Meisel, 2009; Nazliel, 2018 ; Siket & Edlow, 2013).

The main risk factors for the development of TIA include: Age, hypertension 
(HT), hypercholesterolemia, diabetes mellitus (DM), atrial fibrillation (AF), previous 
myocardial infarction (MI), carotid artery stenosis, cardiomyopathy, nutritional 
habits, physical inactivation, smoking, excessive alcohol use and psychosocial 
stress (Easton et al., 2009; Khare, 2016). Following TIAs, approximately 10-15% 
of patients undergo stroke in 90 days and about half of these patients suffer a stroke 
in the first two days (Easton et al., 2009). The risk of having a stroke in the first 
24 hours after TIA is approximately 4%. This rate is 2 times the risk of developing 
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MI or death in patients presenting with acute coronary syndrome (2% in 24 hours) 
(Johnston, Gress, Browner, & Sidney, 2000; Lovett et al., 2003; Nazliel, 2018).

DIAGNOSTIC METHODS

History of current complaint, physical and neurological examination, biochemical-
hematological evaluation should be completed quickly in the diagnosis stage of 
patients with TIA. The onset of complaints, their duration, aggravating and relieving 
conditions, accompanying diseases, medications used, previous TIA, MI, or stroke 
history should be questioned in the anamnesis. Cardiac auscultation, carotid artery 
auscultation, and blood pressure measurement should be included in the physical 
examination. A complete neurological examination should be performed, especially for 
common symptoms, focal neurological deficits, and speech disturbances. Computed 
tomography (CT), magnetic resonance imaging (MRI), also, vascular examination 
methods such as Computed Tomography Angiography (CTA), Magnetic Resonance 
Angiography (MRA), Doppler ultrasonography (USG) should be performed quickly, 
whichever is available at the center. A detailed examination should be made in terms 
of cardiac sources of embolism. All patients should be evaluated in detail in terms of 
murmur in the neck vessels and heart, decreased or lost peripheral pulses, increased/
decreased blood pressure, rhythm disturbance / atrial fibrillation (Edlow, 2018).

AHA / ASA recommends that patients be imaged, preferably by diffusion-
weighted imaging, within the first 24 hours after symptoms (Easton et al., 2009). 
Approximately 50-70% of the patients who apply to the emergency department with 
TIA are examined with CT (Edlow, Kim, Pelletier, & Camargo, 2006; Johnston et 
al., 2003). In TIA patients, brain and diffusion MRI is highly sensitive compared 
to CT, especially in detecting small infarcts. CT and, if possible, CT angiography 
is recommended for patients who cannot undergo MRI.

Cervicocephalic vasculature must be evaluated in terms of the presence of 
atherosclerotic lesions and the most preferred methods in noninvasive vascular imaging 
are BTA, MRA, and Doppler USG. In patients planned for carotid endarterectomy, 
carotid imaging should be performed within 1 week after the onset of symptoms.

Doppler USG is an inexpensive technique, with no contrast agent and no radiation 
however, it depends on the practitioner’s experience. If it is not performed with 
transcranial doppler ultrasound (TCD), it does not give information about intracranial 
vessels (Easton et al., 2009; Heijenbrok-Kal, Buskens, Nederkoorn, van der Graaf, 
& Hunink, 2006).

BTA is a rapid examination method, it can be performed 24/7 in many centers. 
All craniocervical vessels can be imaged with the use of one dose contrast agent. 
Although dissection sensitivity is high, radiation risk and contrast nephrotoxicity 
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limits its use (Josephson et al., 2004). MRA has 70-99% sensitivity in carotid stenosis. 
It is the examination that is considered to have the highest sensitivity compared to 
USG and CT (Wardlaw et al., 2006). Time of Flight (TOF) images is an important 
alternative for patients who cannot be used gadolinium, but it is an expensive, 
time-consuming examination and its usage is limited (Nazliel, 2018; Phan, Huston, 
Bernstein, Riederer, & Brown, 2001).

Cardiac evaluation must be performed to detect the presence of a source of 
cardioembolism such as patent foramen ovale, valvular disease, cardiac thrombus, and 
atherosclerosis. Also, the risk of cardiac events increased in patients with TIA. 3% 
of patients with TIA were hospitalized within 90 days due to myocardial infarction, 
unstable angina, or ventricular arrhythmias, so it is recommended that patients 
be examined quickly by electrocardiography (ECG), echocardiography (ECHO)/ 
transesophageal echo (TEE). Some centers recommend patients with ischemic stroke 
and TIA to be evaluated for at least 24 hours with in-hospital ECG or 7 days with 
continuous monitoring outside the hospital. It is known that monitoring for more 
than 24 hours significantly increases the rate of AF diagnosis (Verma et al., 2014).

RISK STRATIFICATION TOOLS FOR 
TRANSIENT ISCHEMIC ATTACK

Several scoring systems have been developed to determine the risk of stroke in patients 
with TIA. The most common of these is the ABCD2 score (Table 1) (Rothwell 
et al., 2005). In this scoring system, patients are scored based on the presence of 
the following features: A (Age), B (Blood Pressure), C (Features) D2 (Duration- 
Diabetes). The total score is 7. While those scoring between 0-3 constitute the low-
risk group, the risk of stroke is considered to be around 1% in these patients over 2 
days. This risk is considered to be 4.1% in the medium-risk group with 4-5 points 
and approximately 8.1% in the high-risk group with 6-7 points (Amarenco et al., 
2016; Bhatt & Jani, 2011; Johnston et al., 2007). Most stroke centers will hospitalize 
patients with TIA for accelerated evaluation and management if the ABCD2 score 
is 4 or higher. ABCD2 score is criticized for some aspects. It is thought to identify 
patients with high disability due to stroke rather than stroke risk. Also, it does not 
include imaging features. It contains no evidence of etiology and it is considered 
to be inadequate in determining processes related to large vessel atherosclerosis 
(Chang et al., 2018; Nazliel, 2018).

Merwick et al in 2010 described 2 new scoring systems to predict stroke risk, 
ABCD3 and ABCD3-I (Merwick et al., 2010). In the ABCD3 scoring system, dual 
TIA (the presence of ≥2 TIA symptoms within 7 days) is added to the ABCD2 
score. Abnormal findings detected in neuroimaging (such as carotid stenosis or 
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acute diffusion-weighted imaging hyperintensity) were also added to the ABCD3-I 
scoring system (Kiyohara et al., 2014; Merwick et al., 2010). In this new scoring 
system, having multiple attacks, the presence of large vessel atherosclerosis in 
etiology, and detection of diffusion restricting lesions in MRI is added next to the 
features in the ABCD2 score. The presence of each pathology is scored with 2 
points, and in this system, the total score is 13. In this scoring system, 0-3 score is 
low, 4-7 score is medium and 8-13 score is a high-risk group. This scoring system 
is considered to be more sensitive than the ABCD2 score in predicting stroke risk. 
In the differential diagnosis of TIA, seizure, hypotension, hypo/hyperglycemia, 
drop attacks, peripheral vestibular disorder, migraine with aura, chronic subdural 
hematoma, structural intracranial lesions, and space-occupying lesions should be 
considered (Chang et al., 2018; Nazliel, 2018).

Table 1. ABCD2 score

Risk Factor Points

Age ≥60 years 1

Blood Pressure ≥ 140/90 mmHg 1

Clinical Features: Unilateral weakness
Clinical Features: Speech disturbance without 
weakness

2
1

Duration of symptoms: ≥ 60 minutes
Duration of symptoms:10-59 minutes

2
1

Diabetes Mellitus 1

Total 0-7

Table 2. ABCD3-I score

Age ≥60 y 1

Blood pressure ≥140/90 mmHg 1

Clinical features: Unilateral weakness
Clinical features: Speech impairment without weakness

2
1

Duration of symptoms: ≥ 60 minutes
Duration of symptoms:10-59 minutes

2
1

Diabetes Mellitus 1

Dual TIA 2

Imaging: Ipsilateral ≥50% stenosis of internal carotid artery 2

Imaging: Acute diffusion-weighted imaging hyperintensity 2

Total 0-13
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TREATMENT AND MANAGEMENT

General Principles

The main goal in the TIA treatment approach is to reduce the risk of subsequent 
stroke and the risk of stroke is very high in the first week after TIA, but it can be 
reduced by 80% with early-effective medical treatment and surgical and endovascular 
approaches when necessary. Specific treatment approaches for etiological reasons 
are required in patients. It is difficult to complete all etiological evaluation in 
emergency departments. Apart from routine examinations, oxygenation, blood 
pressure control, and blood glucose regulation should be provided quickly in the 
emergency departments (Kennedy et al., 2007).

Antiplatelet Therapy

Early antithrombotic treatment in patients with TIA leads to an 80% relativistic 
risk reduction. CHANCE trial and the multinational POINTE trials showed that 
the use of dual antiplatelet (aspirin and clopidogrel) for 3 weeks to 1 month and 
then single antiplatelet agent use is the most appropriate antiaggregant treatment 
scheme. The Fast Assessment of Stroke and Transient Ischemic Attack to prevent 
Early Recurrence (FASTER) study revealed that the combination of aspirin and 
clopidogrel in patients with TIA in the hyperacute period is an effective approach 
(Kennedy et al., 2007; Wang et al., 2015). It is known that patients who are followed 
up with the diagnosis of large vessel atherosclerosis benefit from dual antiaggregant 
therapy (Hankey et al., 2011). The Triple Antiplatelets for Reducing Dependency 
after Ischemic Stroke (TARDIS) study revealed that triple therapy applied by adding 
aspirin and clopidogrel to dipyridamole was not effective on the risk of stroke 
(Krishnan et al., 2015).

Other antiplatelet agents have been emphasized in secondary prevention of stroke 
in the past few years. Although cilostazol, a similar agent to dipyridamole, which 
inhibits phosphodiesterase and increases cyclic AMP concentrations, has been 
shown superior to aspirin in reducing vascular events in two studies conducted in 
Asia, Also, cilostazol seemed to cause less bleeding complications, and had more 
mild adverse effects than aspirin but, it is not known whether it has the same effect 
on other populations (Kamal, Naqvi, Husain, & Khealani, 2011; Kim, Kwon, & 
Uchiyama, 2015). The SOCRATES study revealed that the PY2 inhibitor ticagrelor 
is more effective than aspirin and at least as reliable as aspirin in reducing major 
events in patients with TIA and atherosclerosis (Amarenco et al., 2017).

 EBSCOhost - printed on 2/13/2023 1:22 PM via . All use subject to https://www.ebsco.com/terms-of-use



163

Transient Ischemic Attack

Anticoagulant Therapy

Oral anticoagulation is recommended for patients with atrial fibrillation or other 
sources of cardioembolic TIA. Warfarin, a vitamin K antagonist, is widely used 
in atrial fibrillation, mechanical heart valve prosthesis, and cardiogenic embolic 
events. Studies have shown that anticoagulants are more effective than aspirin in 
preventing embolisms in patients with AF (Hart, Pearce, & Aguilar, 2007; Zhang, 
Chen, & Zhang, 2015).

In recent years, direct thrombin inhibitor dabigatran and factor Xa inhibitors 
rivaroxaban, edoxaban, apixaban have been widely used in non-valvular AF patients. 
Short half-lives, fewer drug interactions, and no need for laboratory monitoring are 
the main advantages against warfarin. These drugs are excreted by the kidneys and 
should be monitored closely in patients who are followed up with the diagnosis of 
renal failure (Nazliel, 2018).

Arterial Revascularization

It is known that patients with more than 50% stenosis due to carotid atherosclerosis 
benefit from carotid endarterectomy or carotid artery stenting. Both techniques, if 
possible, should be applied in experienced centers within the first two weeks and 
surgeon’s complication rates are also very important regarding which method should 
be preferred (Edlow, 2018; Kernan et al., 2014).

Modification of Vascular Risk Factors

Studies have shown that appropriate diet, regular exercises, antiplatelet, statin and 
antihypertensive therapy combinations reduce the risk of stroke by 80-90% (Hackam 
& Spence, 2007).

It is important to keep blood pressure under control in TIA patients to reduce 
the risk of stroke and the risk of TIA recurrence. The question of what the ideal 
blood pressure should be in the first few hours after the event is uncertain, and it is 
thought that reducing it to normal values may aggravate ischemia. Rapid initiation 
of antihypertensive therapy in the acute phase of ischemic stroke is indicated only 
for patients who are planned to be treated with recombinant tissue-type plasminogen 
activator or patients with extremely high blood pressure values. Blood pressure should 
be <185/110 mm / Hg in patients before initiating IV thrombolysis treatment and 
should be kept at <180/105 mm / Hg for 24 hours after treatment. The benefits of 
acute lowering of blood pressure in patients with TIA or stroke who will not receive 
thrombolytic therapy are unclear. In patients with systolic blood pressure> 220 
mm/Hg, diastolic blood pressure> 120 mm/Hg, or any other definitive indication, 
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antihypertensive therapy is recommended in the acute phase. Rapid lowering of 
blood pressure can also be harmful. Daily reductions of 15-20% are recommended 
(Kernan et al., 2014; Wajngarten & Silva, 2019).

Intensive cholesterol-lowering therapy is recommended for patients who have 
recently had a stroke or TIA. Studies have shown that patients who had a target LDL 
cholesterol level of less than 70 mg/dl had a lower risk of subsequent cardiovascular 
events than those who had a target range of 90-110 g/dl (Amarenco et al., 2020).

Diabetes and metabolic syndrome increase the risk of stroke. Hb A1c levels and 
body mass indexes in patients with TIA should be monitored (Kernan et al., 2014). 
It is known that impaired glycemic control negatively affects the effectiveness of 
clopidogrel. Right diet and exercise plans should be given to these patients, and fasting 
blood glucose levels should be reduced to <126 mg / dL with oral antidiabetic agents 
and insülin (Kernan et al., 2014; Lin et al., 2017). There are different pharmacological 
agents used to control blood glucose. The Insulin Resistance Intervention after Stroke 
(IRIS) study revealed that pioglitazone reduced the risk of stroke and myocardial 
infarction by 24% in patients with TIA (Kernan et al., 2016; Nazliel, 2018).

Also, necessary suggestions and warnings should be made about risk-reducing 
factors such as adequate nutrition, smoking cessation, regular exercise, appropriate 
body mass index, and limitation of alcohol consumption.

CONCLUSİON

20% of strokes develop following TIA. Most of the TIAs are not recognized by the 
patient and therefore patients do not apply to the doctor. 85% of strokes that develop 
following TIA create disability or have a high mortality rate. Early and effective 
medical treatment and surgical interventions such as endarterectomy can reduce 
the 90-day stroke risk that develops after TIA by 80%. It should be kept in mind 
that these patients are also at high risk for myocardial infarction and cardiovascular 
events besides stroke (Arsava et al., 2011; Rothwell et al., 2007).
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ABSTRACT

The trunk is the part of the human body that provides basic mechanical stabilization. 
It provides strength transmission between the upper and lower body regions. Body 
control is the ability of the body muscles to maintain the upright posture, to adapt to 
weight transfers, and to maintain selective trunk and limb movements by maintaining 
the support surface in static and dynamic postural adjustments. Good proximal 
trunk control provides better distal limb movements, balance, and functional motion. 
There are many evaluation methods, devices, and scales for trunk function and 
performance. 3D kinematic, electromyography, hand-held dynamometer, isokinetic 
dynamometer, trunk accelerometer are some devices that measure trunk function. 
The motor assessment scale-trunk subscale, the stroke impairment assessment set- 
trunk control subscale, trunk control test, trunk impairment scale are the most used 
scales. This chapter explores the effect of strokes on the trunk.

INTRODUCTION

The trunk is the part of the human body that provides basic mechanical stabilization, 
it provides strength transmission between the upper and lower body regions. Body 
control; is the ability of the body muscles to maintain the upright posture, to adapt to 
weight transfers, and to maintain selective trunk and limb movements by maintaining 

Trunk in Stroke
Esra Dogru Huzmeli

Health Science Faculty, Physiotherapy and Rehabilitation Department, Hatay 
Mustafa Kemal University, Hatay, Turkey

Ozden Gokcek
Health Science Faculty, Physiotherapy and Rehabilitation Department, Hatay 

Mustafa Kemal University, Hatay, Turkey

 EBSCOhost - printed on 2/13/2023 1:22 PM via . All use subject to https://www.ebsco.com/terms-of-use



Copyright © 2022, IGI Global. Copying or distributing in print or electronic forms without written permission of IGI Global is prohibited. 171

Trunk in Stroke

the support surface in static and dynamic postural adjustments. Good proximal 
trunk control provides better distal limb movements, balance, and functional motion 
(Karthikbabu et al., 2012).

In hemiplegic patients, the trunk muscles are affected negatively in several ways. 
With isokinetic dynamometer tests, trunk flexor and extensor muscle strength and 
peak torque were found to be lower in hemiplegic patients than in healthy individuals, 
and trunk rotator muscle performance was lower than in healthy individuals, but there 
was no difference between right and left rotation performance (Tanaka et al., 1998; 
Tanaka et al., 1997; VanCriekinge et al., 2017). In clinical studies, it was reported 
that the hemiplegic side trunk lateral flexor muscle strength was lower in hemiplegic 
cases (VanCriekinge et al., 2017; Bohannon et al., 1995). In electromyography 
(EMG) studies, it was reported that the activity of the latissimus dorsi, abdominal, 
and paraspinal muscles decreased in hemiplegic patients during exercise. Hemiplegic 
patients with all these effects; encounters problems such as decreased ambulatory 
capacity, stability, weight transfer, and increased asymmetry and trunk oscillations 
(Liao et al., 2015; Li et al., 2018). The innervation of the trunk muscles is provided 
both as a contralateral dominant and ipsilateral hemisphere, so post-stroke involvement 
is seen on both sides (Onursal, 2015). Based on this view, in the study comparing 
the effects of routine physiotherapy with bilateral upper extremity exercises, it was 
reported that the upper extremity functions and daily life activity performances of 
the study group, which included bilateral exercise program in hemiplegic patients, 
improved more than the control group who was rehabilitated only hemiplegic side 
(Lee et al., 2017). In another study that evaluating the grip strength after stroke, 
it was found that the unaffected side grip strength of the hemiplegic group was 
significantly lower than that of healthy controls, and the researchers stated that the 
unaffected side should be included in the treatment programs (Park & Park, 2016).

The central nervous system provides preliminary postures (APAs) and 
compensatory posture arrangements. These arrangements appear at the beginning 
of the extremity movements or throughout the movement, provide space orientation, 
and prepare the body against movements that will disrupt stabilization (Onursal, 
2015). EMG studies indicated that hemiplegic patients had delayed APAs in both 
hemiplegic and non-hemiplegic sides. This delay is primarily in the M. Erector 
Spina, M. Latissimus Dorsi, and M. External Oblique; Besides, it can be seen in 
other muscles according to the character of the movement (Lee et al., 2018). In a 
study, it was stated that the APAs delay varies according to the character of the 
movement and it is suggested to use dual-task activities to obtain positive results 
for the function (Hwang et al., 2015).

In stroke patients, the hemiplegic side trunk is affected negatively. The non-
hemiplegic side has to support the hemiplegic side and close its deficiency 
during functional movements. The patient carries out the activity with various 
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compensations. This results in the non-hemiplegic side having a different structural 
and functional feature than healthy individuals over time. There are many reasons for 
trunk impairment after stroke such as muscle weakness, balance problems, postural 
impairments. Trunk rehabilitation improves trunk’s and trunk associated functions 
(Büyükavcı et al., 2016; Souzaa et al., 2019; Zhang et al., 2020; Sharma & Kaur, 
2017; Shumway-Cook & Woollacott, 2016; Granacher et al., 2013; Liu et al., 2020).

ASSESSMENT METHODS OF THE TRUNK

In stroke rehabilitation, it is indispensable the evaluation of trunk movements to 
determine the needs of the patient and to plan the treatment program, and to increase 
the quality of daily life, which is the main goal of the rehabilitation. There are many 
evaluation methods, devices, and scales for trunk function and performance (Wade 
et al., 1983; Sandin & Smith, 1990; Bohannon, 1992).

1. Trunk Assessment Scales

a. The Motor Assessment Scale-trunk subscale

The scale developed by Carr et al. consists of items that evaluate trunk performance 
after stroke. Each item is scored on a scale of 0 to 6. The highest score indicates the 
best performance (Balkan et al., 2019).

b. The Stroke Impairment Assessment Set- Trunk Control Subscale

This scale evaluates the trunk in two ways. One of them is vertical and the other is an 
abdominal manual muscle test, both of which are evaluated as four-point sequential 
scales. The highest score indicates the best performance (Tsuji et al., 2007).

c. Trunk Control Test

The Trunk Control Test is a special clinical test that evaluates the motor performance 
of the trunk. The test consists of four items and is an ordered scale of 3 points.
Substances:

i. 	 Rolling over to the strong and weak sides in a supine position,
ii. 	 Coming to sit from a lying position,
iii. 	 The balance is evaluated in the sitting position on the edge of the bed.

 EBSCOhost - printed on 2/13/2023 1:22 PM via . All use subject to https://www.ebsco.com/terms-of-use



173

Trunk in Stroke

The total score on this test ranges from a minimum of 0 to a maximum of 100 
points, a higher score means better performance (0- Cannot move without help; 12- 
Performs the movement in an abnormal manner;25- Complements the movement 
normally) (Collin & Wade, 1990).

In this test, the patient’s turning to the weak and strong side, lying in a sitting 
position and sitting on the edge of the bed in a balanced position with his feet high 
from the ground for a minimum of 30 seconds, being able to hold himself while 
sitting and standing at a height of 30 seconds are evaluated (Wade & Hewer, 1987).

d. Trunk Impairment Scale

This scale is used to evaluate the motor impairment of the trunk after stroke. This 
scale consists of 17 items; evaluates the static, dynamic sitting balance, and trunk 
coordination. The total score gets a minimum of 0 to a maximum of 23 points. A high 
score indicates good trunk performance. It can control the patient’s healing process.
In this scale;

i. 	 In static settlement balance assessment; evaluates whether the person can sit 
independently with their legs crossed.

ii. 	 In dynamic sitting balance; evaluates the ability to actively contract both sides 
of the trunk, initiated from the shoulder girdle or pelvic belt.

iii. 	 Trunk coordination evaluates the ability to rotate the shoulder girdle and pelvic 
girdle (Verheyden et al., 2004).

iv. 	 Trunk Impairment Scale measures perception of trunk verticality on the affected 
and unaffected side, trunk rotation muscle strength, and correction of reflexes 
on the affected and unaffected side (Fujiwara et al., 2004).

2. Trunk Assessment Devices

Trunk stabilization; gravity is the ability to maintain control over the posture and 
movements of the body against internal and external stimuli. Trunk stabilization 
is mechanically linked to passive (bone structure), active (muscle structure), and 
neural system (Cholewicki & McGill, 1996).

Stabilization of the trunk; necessary to control trunk movement during daily 
activities such as standing, sitting, walking (van der Burg et al., 2005). The affection 
of the trunk restricts arm and hand mobility and negatively affects daily life activities. 
(Pigeon et al., 2000). There are limited devices that measure the trunk function 
directly. So we included devices that evaluate the trunk function indirectly.

 EBSCOhost - printed on 2/13/2023 1:22 PM via . All use subject to https://www.ebsco.com/terms-of-use



174

Trunk in Stroke

a. Accelerometer

The accelerometer gives information about balance, and gait and indirectly 
about the trunk. Although its clinical use is not very common in stroke patients, 
trunk accelerometer can be used in walking and steps. (Osaka et al., 2017). The 
accelerometer is fixed to the L3 level with velcro and the walking cycle is recorded 
(Iosa et al., 2012). Vertical, anterior-posterior, and mediolateral measurements of 
the trunk are made with trunk accelerometer. Step regularity is determined by the 
autocorrelation coefficient of trunk acceleration in the gait cycle during walking 
(Bautmans et al., 2011).

b. Isokinetic Dynamometer

Isokinetic dynamometers combined with a body module moving in the sagittal plane 
are used to evaluate the trunk torque. Eccentric, isometric, and concentric peak torque 
of the trunk flexor and extensor muscles may be measured by the dynamometer 
(Maffiluetti et al., 2007).

c. Hand-Held Dynamometer

This dynamometer is used to evaluate the strength of the trunk muscles indirectly. 
The hand-held dynamometer has intra and inter-tester reliability to quantify the 
trunk muscle strength in patients with chronic stroke (Bohannon, 1992; Burns & 
Spanier, 2005; Karthikbabu & Chakrapani, 2017).

d. Electromyography (EMG)

EMG activity of the trunk muscles give us information about performance of the trunk 
during the activity. It was determined that the trunk muscles were insufficient in the 
postural control in the anterior-posterior, axial-lateral directions while performing 
the flexion movements of the upper and lower extremities after stroke (Karthikbabu 
et al., 2012; Dickstein et al., 2004). The erector spinae and rectus abdominis muscles 
are dynamically evaluated in sitting and standing up with EMG in patients with 
stroke. (Dickstein et al., 1999). Placement of electrodes;

i. 	 For rectus abdominis muscles; It is placed bilaterally over the rectus abdominis 
muscles, 3 cm parallel to the muscle fibers and 2 cm lateral to the umbilicus.

ii. 	 For erector spinae; The electrodes are placed 2 cm apart and 2 cm lateral to 
either side of the L3 vertebra. Placed parallel to the vertebral column (Cram 
et al., 1998).
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e. 3D Kinematic

3D Kinematic measures the dynamic and static balance of the trunk in the sitting 
position. This evaluation uses 8 cameras at 340 Hz. markers; C7 is placed in 6 
anatomical points: right and left shoulder, S1, right and left spina iliaca posterior. In 
stroke patients, the sitting position is dynamically evaluated by repeating movements 
in the anterior, posterior and lateral directions for 5 times. The patient rests for 5 
seconds between each task (Carozzoa et al., 2020).

REHABILITATION METHODS OF THE TRUNK

One of the aims of stroke rehabilitation is to improve the problems that may affect the 
quality of daily life. Most studies focus on upper and lower extremity rehabilitation 
to improve performance and neglected the trunk. But the holistic approach is the best 
method for stroke rehabilitation (Van Peppen et al., 2004; Verheyden et al., 2007). It 
is stated that with loss of trunk control, respiratory, speech, balance, walking, arm, 
and hand functions are affected (Davies, 1990).
There are different rehabilitation methods of stroke in the literature.

•	 Computer-aided balance exercises (Nintendo Wii Fit-heading, table tilt, 
balance bubble.

•	 Proprioceptive Neuromuscular Facilitation Exercises
•	 Core stability exercises
•	 Trunk exercises plus Neurodevelopmental Therapy
•	 Task-specific trunk exercises
•	 Matrix ritm therapy
•	 Sling Exercises Therapy (Büyükavcı et al., 2016; Souzaa et al., 2019; Zhang 

et al., 2020; Sharma & Kaur, 2017; Shumway-Cook & Woollacott, 2016; 
Granacher et al., 2013; Liu et al., 2020).

CONCLUSION

There are many different assessment and rehabilitation methods for the trunk. In 
humans, the trunk is the key point of the function. Trunk evaluation and rehabilitation 
in stroke patients should not be neglected. There are many methods to be used in 
trunk rehabilitation. The right method should be applied to the right patient by 
choosing the most appropriate method for the patient.
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ABSTRACT

Vestibular rehabilitation (VR) is a therapeutic approach prepared specifically for 
each individual who has a vestibular and balance disorder. VR helps in the treatment 
of unilateral or bilateral vestibular hypofunction and vestibular problems such as 
labyrinthitis and vestibular neuronitis. Individuals who have inner ear problems 
which have not been solved for a long time or have received medical treatment benefit 
from VR. In addition, VR helps to alleviate the complaints of individuals who have 
undergone surgery due to vestibular problems. With the VR program, regulative 
activities are carried out to decrease the duration, intensity, and frequency of 
vertigo; the symptoms of vertigo; increase independency in daily life activities; and 
to make it possible for patients to deal with the feelings of dizziness, imbalance, and 
anxiety, in addition to training patients about this issue and regulating the general 
conditions. The aim is to increase the life quality of patients.

Vestibular Rehabilitation:
Anatomy and Physiology of 

the Vestibular System

Elif Tuğba Sarac
Hatay Mustafa Kemal University, Turkey
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INTRODUCTION

The central and peripheral parts of the vestibular system can be analyzed. The 
peripheral vestibular system is also known as the vestibular end organ.

The Peripheral Vestibular System

The vestibular labyrinth is located within the inner ear and consists of the utricle, 
saccule, and semicircular canals. There are three semicircular canals. The posterior 
semicircular canal creates a 45° angle in the sagittal and coronal planes. The horizontal 
(lateral) semicircular canal creates a 30° angle in the horizontal plane. The other 
semicircular canal is the anterior semicircular canal. The dilated structures at the 
end of the semicircular canals are called the ampulla. There are crista and cupulas 
inside the ampulla. The utricle and saccule are also known as static macula. When the 
position of the head is straight, the utricle is in a horizontal position and the saccule 
is in a vertical position. Therefore, the utricle perceives the horizontal position of 
the head, and the saccule perceives the vertical position of the head.

The Central Vestibular System

The vestibular nerve contains the vestibular nuclei in the brain stem. Since the 
vestibular nuclei processes other data that are also vestibular, it affects the functions 
of the oculomotor and spinal motor systems. The vestibular nuclei are connected 
through visual, spinal, and cerebellar afferents. Visual afferents—data obtained 
with the movement of visual objects on the retina—are transmitted to the vestibular 
nuclei. This explains how visual stimulation causes vertigo. For spinal afferents, 
there are fibers in the joint and muscle receptors of the neck. These fibers transmit 
information about the positions of the head and the eyes to the vestibular nuclei. 
With cerebellar afferents, the cerebellum functions as a control center (Bauer & 
Girardi, 2002).

The Physiology of the Vestibular System

The vestibular system has three basic functions: 1) to prevent falling when standing 
up; 2) to make possible the perception of the direction and speed of the position 
and movements of the head through space with the central nervous system; and 3), 
to control eye movement when a person moves or objects move around that person.

To summarize, the visual coordinates muscle movements that emerge due to 
proprioceptive and vestibular inputs in the central nervous system. The peripheral 
vestibular system allows the direction of gravity to be perceived, which is important 
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to the preservation of balance and to distinguishing the direction in which the head 
moves. The angular acceleration of the head transmits data about the head and 
gravity to the central nervous system or the vestibular nuclei. Visual inputs provide 
the most reliable information that the central nervous system needs to deliver 
balance to a mobile organism. The necessary information is transmitted through 
the retinal receptors and n. opticus to the visual cortex in the occipital lobe. This 
allows voluntary and involuntary eye movements to be regulated.

Proprioceptors are also critical to input. The central nervous system provides 
information about balance when an organism changes position and data about the 
movements and locations of the extremities. The receptors in the feet and knees, 
muscles which work against gravity, are specialized to transmit information about 
the position of the skin on the soles of the feet. The proprioceptive system enables 
organisms to maintain balance with the inputs they receive from the skin, joint 
tendons, and muscles. Vestibular inputs also transmit data about balance to the 
central nervous system. These inputs inform the central nervous system about the 
movements of the head through the vestibular labyrinth. Information obtained 
from these three inputs is accumulated in the vestibular nuclei in the brainstem. A 
comparison is made about the right and left data, and these are sent to the related 
centers in the central nervous system (Ceryan & MB, 2007).

VESTIBULAR REHABILITATION

The data collected from our sensory systems gradually increase from birth and 
gather in a center that is derived out of reticular formation. This system is under the 
continuous control of visual, proprioceptive, and vestibular stimulation. It is also 
impacted by various factors, such as movement, learning, and change. A constant 
comparison of the stored senses takes place at the subconscious level, and the relevant 
muscle groups are stimulated to maintain balance. If the information stored in the 
center comes across differently out of ordinary movement, it is immediately detected. 
The unwanted reactions continue until information about a new sense is created by 
the center. The creation of these new models is constant throughout daily life and 
is known as adaptation(Glasscock, Cueva, & Thedinger, 1990).

Imbalance emerges as vertigo and dizziness and is caused by the failure to achieve 
body posture or the inability to move appropriately. The terms vertigo and dizziness 
are generally compared with and used as substitutes for one another. Vertigo is the 
deterioration in the relationship between an individual and his or her environment, 
wherein the individual feels as if they are falling, spinning, or being pushed. Dizziness 
is the feeling of doziness or being in Space(Dix, 1974; HALMAGYI & Cremer, 
2000; Sharpe & Barber, 1993; Yılmaz, 2004).
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When the sensory systems provide insufficient or incorrect information, the 
errors in the central interpretation of these data causes an individual to feel vertigo. 
In some cases, reinterpreting the data in a conscious manner can improve this 
state (Glasscock et al., 1990). In cases of long-term vertigo or dizziness where 
compensation is not developed, vestibular rehabilitation (VR) that is unique to the 
individual should be considered.

VR is a therapeutic approach that is prepared specifically for individuals who 
have vestibular or balance disorders. VR helps in the treatment of unilateral or 
bilateral vestibular hypofunction and vestibular problems, such as labyrinthitis and 
vestibular neuronitis. VR has been proven to benefit individuals who have received 
medical treatment with unsolved inner ear problems. In addition, the technique 
can help alleviate the complaints of individuals who have undergone surgery due 
to vestibular problems. With the VR program, regulative activities are carried out 
to decrease the duration, intensity, frequency, and symptoms of vertigo, increase 
independence in daily life activities, help patients cope with feelings of dizziness, 
imbalance, and anxiety, and train patients to understand and regulate the general 
conditions of these issues. Although VR is intended to improve patients’ quality 
of life(TEKİN DAL, 2019), there are certain circumstances, such as cerebellar 
degeneration and idiopathic movement intolerance, where its effectiveness remains 
unclear(Yılmaz, 2004).

It is difficult to treat patients whose imbalance persists after they have undergone 
numerous types of medical or surgical treatment. Movements that require repeated 
positions and posture changes can cause an individual to develop disabilities at an 
early age. In addition, balance problems that come with old age can limit a person’s 
quality of life and further incapacitate them due to the secondary risk of injury 
(Keim, Cook, & Martini, 1992; TEKİN DAL, 2019).

Trained therapists plan VR to help patients compensate with a loss of balance to 
their vestibular systems. VR consists of balance activities and eye exercises. Balance 
activities are designed to help patients use their senses in their feet, angles of vision, 
and remaining vestibular functions so that they can maintain balance. Eye exercises 
help the brain to learn and reprogram a person’s movements. VR programs should 
be planned and tailored to treat specific individuals(Teichroew, 2016).

VR is designed to train patients, correct balance, and improve symptoms, such as 
imbalance, by decreasing disability and repairing impaired conditions. The treatment 
programs that involve these exercises can be analyzed under the following three 
categories: 1) training exercises; 2) exercises to retrain balance; and 3), efforts to 
improve general conditions(Shepard, Smith-Wheelock, Telian, & Raj, 1993).

Training exercises functionally stimulate and repeat the actions that spur 
physiological exhaustion due to the involuntary reactions of movement. Patients 
who have a few symptoms or symptoms that do not reappear spontaneously 
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respond poorly to these exercises(Teichroew, 2016; Telian, 1991). The exercises 
are selected to include the movements and positions that created symptoms during 
evaluation. They are then carried out quickly to stimulate the patients’ symptoms. It 
is sufficient to repeat these exercises twice each day; excess exercise can exhaust the 
compensation system and increase symptoms. The number of exercises is increased 
gradually. The compensation effect appears as early as the second week(Teichroew, 
2016; Telian, 1991).

Exercises to retrain balance involve activities to improve disrupted balance.
During the initial steps of rehabilitation, patients should be informed that they 

will gradually be able to return the normal lives. It should also be emphasized that 
continuity, work, and performing physical activities on their own will be critical to 
overcoming their exhaustion and insufficiencies. The activities should be repeated 
regularly every day(Bauer & Girardi, 2002; Dix, 1974; Jacobson, Newman, & 
Kartush, 1993; Shepard et al., 1993). The Cawthorne-Cooksey exercises are the 
most frequently used techniques for reteaching balance. These exercises can help 
to decrease vertigo by stimulating the vestibular system or by making the vestibular 
system work(Keim et al., 1992; Shepard et al., 1993; Yılmaz, 2004).

Efforts to improve general conditions include activities and areas of 
engagement that are introduced to patients by their therapists. Patients are taught 
how to concentrate and to resume the normal activities they performed before they 
required rehabilitation. These instructions help patients to become self-sufficient 
and reacquire their previous life conditions. Decisions are made about the safety 
of the patients’ homes and the subsidiary tools that need to be used. These efforts 
enable patients to achieve full independence and preserve their self-confidence and 
independence (Dix, 1974; Keim et al., 1992; Telian, 1991).

DIRECTIVES TO PREVENT FALLING

In order to help patients preserve balance and prevent injuries that may take place 
due to falling, directives to prevent falling should be applied. These directives should 
be implemented for all individuals with imbalance, regardless if they have been 
tested positive for a vestibular disorder (Teichroew, 2016).

1. 	 Always use the walking device provided to you (crutches, walking sticks, etc.).
2. 	 Move slow enough to prevent imbalance when changing positions.
3. 	 Use the elevator instead of stairs or ramps and use railings.
4. 	 Do not use very soft and low chairs and slide to the edge of the chair before 

getting up.
5. 	 Wear shoes that do not slide with laces and low heels.
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6. 	 When standing up from a lying position, sit for a few minutes before slowly 
getting up. Wait for a few moments and then walk.

7. 	 Changes in the home:
a. 	 Keep your lights on in the dark and make sure that the light switches are 

at an easily reachable distance.
b. 	 Keep cables and small objects away from your walking path.
c. 	 Keep your phone with you at all times.
d. 	 Use wall to wall carpeting.
e. 	 Place the most frequently used objects on easily accessible shelves.
f. 	 Use mats that do not slip in the bathroom and shower. Use a shower stool. 

Avoid bathtubs.
g. 	 If necessary, have bars installed in your bathroom and shower area.

8. 	 Do not drive if your quick head movements result in imbalance (Teichroew, 
2016).

CONCLUSION

Basically, the visual coordinates the muscle movements which emerge as a result 
of the process of the proprioceptive and vestibular inputs in the central nervous 
system. The duty of the peripheral vestibular system is to perceive which direction 
gravity which is important in the preservation of balance goes and which direction 
the head moves towards. The angular acceleration of the head transmits data to the 
central nervous system or the vestibular nuclei about the orientation of the head in 
terms of gravity. The visual inputs provide the most reliable and needed information 
to the central nervous system in order to provide the balance of an organism which 
is mobile. The required information through the retinal receptors and n. opticus are 
transmitted to the visual cortex located in the occipital lobe. Thus, the voluntary 
and involuntary eye movements are regulated. Another important input is the 
proprioceptors. The central nervous system aims at providing balance in line which 
the changing position and giving information about the movements and location of 
the extremities. The receptors in the feet and the knees, muscles which work against 
gravity are specialized to transmit information about the position of the skin of the 
soles of the feet. The proprioceptive system allows keeping the organism in balance 
with the inputs it receives from the skin, joint tendons and muscles. The other input 
which transmits data to the central nervous system about balance is the vestibular 
inputs. These inform the central nervous system through the vestibular labyrinth 
in line with the movements of the head. The information obtained from these three 
inputs is accumulated in the vestibular nuclei in the brainstem. A comparison is 
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made about the right and left data and these are sent to the related centers in the 
central nervous system(Ceryan & MB, 2007).
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Glossary

Diffusion: Movement of water molecules from an area of higher concentration 
to lower concentration.

dMRI: dMRI stands for diffusion Magnetic Resonance Imaging which is a 
popular method used by neuroscientists to uncover unique information about the 
neural connections within the brain. Tractography - A 3D modelling technique used 
to represent the white matter fibers inside the brain.

DTI: DTI refers to diffusion tensor imaging which is a type of deterministic 
method predominantly used in clinical applications.

DWI: DWI refers to diffusion weighted image which is captured with the help of 
dMRI. Captures the diffusion information of the water molecules inside the brain.

fODF: Defined for all fibers in the unit. Indicates the probability of a fiber in 
a given voxel.

Voxel: A 3D unit that embeds the signal in brain scans.

White Matter Fibers: Areas of the central nervous system that are made up of 
myelinated axons. Also referred to as tracts.
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