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Preface 
This volume presents the proceedings of the 2021 EFMI Special Topic Conference 
(STC) organized in November 2021 as a virtual conference. This conference focuses on 
applying the FAIR principles to accelerate health research in Europe in the post 
COVID-19 era. The conference invited paper submissions, in particular those related to 
the following topics: 

• Methods for the adoption of FAIR principles 
• FAIR-based precision medicine  
• Artificial Intelligence in FAIR-data driven health 
• Privacy and security aspects of applying FAIR in health research 
• FAIR and Covid-19 (and other infectious diseases) research data 
• FAIR for infrastructures and software 
• Metadata, ontologies and terminologies to support the sharing of health re-

search data 
• Paradigms for sharing health research data. 
All the papers in this book of proceedings received the highest marks in the peer 

review process, and the volume is organized into several sections. The most popular 
tracks among the authors were those on Metadata, Methods and Artificial Intelligence, 
and cover a wide area of applications. The remaining papers fall into the categories of 
Data and Experiences. As expected, many papers focus on FAIR and COVID-19.  

STC 2021 was initially planned as a face-to-face event, to be held in Seville, Spain, 
and organized by the IBiS (Institute of Biomedicine of Seville) and the SEIS (“Socie-
dad Española de Informática de la Salud”), the Spanish representative in EFMI. How-
ever, due to the situation and travel restrictions with regard to the Covid pandemic, the 
conference was conducted online. 

The Scientific Program Committee (SPC) included representatives from a number 
of EFMI Working Groups and the EFMI Board, as well as independent experts. The 
SPC consisted of the following: Jaime Delgado (Chair), Arriel Benis, Paula de Toledo, 
Parisis Gallos, Mauro Giacomini, Alicia Martínez-García and Dario Salvi. 

On behalf of the Scientific Program Committee, I would first like to warmly thank 
all the authors who submitted their papers to the conference. Many thanks are also due 
to the reviewers, whose voluntary work contributed to the quality of the conference, not 
forgetting the scientific program committee itself for putting the whole conference to-
gether through its meetings and individual work.  

Jaime Delgado 
Chair of Scientific Programme Committee 
October 2021 

v
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Federated Mining of Interesting 
Association Rules Over EHRs 

Carlos MOLINAa,1, Belen PRADOS-SUAREZa and Beatriz MARTINEZ-SANCHEZb 
a Software Engineering Department, University of Granada, Spain 

b Computer Science Department, San Cecilio Hospital, Granada, Spain 

Abstract. Federated learning has a great potential to create solutions working over 
different sources without data transfer. However current federated methods are not 
explainable nor auditable. In this paper we propose a Federated data mining method 
to discover association rules. More accurately, we define what we consider as 
interesting itemsets and propose an algorithm to obtain them. This approach 
facilitates the interoperability and reusability, and it is based on the accessibility to 
data. These properties are quite aligned with the FAIR principles. 

Keywords. Electronic Health Records, Data Mining, Privacy, Federated Learning 

1. Introduction 

Nowadays one of the main issues to achieve a proper health data access are the security 
and the privacy protection. Federated learning [1] has arisen as a solution to deal with 
them. In this approach, the data sources involved collaborate to learn a model and share 
what has been learnt with no need for data transfer. To this purpose they use to distribute 
the calculation between the sources, working locally over the data, and sharing only the 
calculated values. With no data transfer, the security and privacy protection can be easily 
achieved. 

Most these methods are based on the optimization of numerical values (e.g. neural 
networks weights by means of Federated Average [2], or Support Vector Machines 
planes [3]). In those approaches, normally a local model for each data source is learnt. 
These models are then combined into a global model. However, these approaches have 
problems when the data distribution is not uniform between the sources, or when it is 
necessary to adapt the data distributions (see [1] for more details). Moreover, although 
they obtain good results, is not possible for the user to understand the underlying 
mathematical model and why a concrete answer is given. 

Explainable Artificial Intelligence [4] methods could solve it, and here is where our 
proposal lays. To our best knowledge there are no federated proposals of data mining 
techniques as widely used as the Association Rules [5]. With these techniques the 
answers can be understood by the user, and it is even possible to audit the results to 
knowthe reasoning inside the learnt models. Our aim here is to find out which rules have 
interest, as much if they correspond to frequent cases (that affect a great part of the 
population) as if they are related to infrequent ones (like rare diseases).  

 
1 Corresponding Author, Carlos Molina, University of Granada; E-mail: carlosmo@ugr.es. ORCID: 

Carlos Molina (0000-0002-7281-3065), Bele´n Prados-Suarez (0000-0002-3980-102X). 

Applying the FAIR Principles to Accelerate Health Research in Europe in the Post COVID-19 Era
J. Delgado et al. (Eds.)
© 2021 The European Federation for Medical Informatics (EFMI) and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms
of the Creative Commons Attribution Non-Commercial License 4.0 (CC BY-NC 4.0).
doi:10.3233/SHTI210799
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Having federated methods means a step forward in the interoperability since any of 
the sources can benefit from the results calculated collaboratively. Even more, having a 
scheme to apply a similar method over different data structures in different sources 
supports the reusability. Finally, the aggregated response of the coordinator method 
offers a homogeneous access to all the underlying data sources, which is an improvement 
in the accessibility to the information, preserving the privacy. It all makes our proposal 
quite aligned with the FAIR principles [6]. 

2. Methods 

In this section we first present the parameters needed in the process. Next, the algorithm 
to extract the association rules to work with the EHR data is explained. 

The concept of interesting itemset is different from frequent itemset [7]. The latter 
one represents those facts that occur together in a great number of the cases studied. 
However, it doesn’t allow to discover itemsets that are highly related that but are not 
quite numerous, like what happens with rare diseases. The purpose of the interesting 
itemsets is to model not only what is relevant for being frequent, but also what is relevant 
for being highly related although its global frequency is low. To model this concept, we 
define the following measure: 

Definition 1 The Interest of the itemset {i1, ..., in} is the function In defined as follows: 

𝐼𝑛([𝑖 , … , 𝑖 ]) = sup ([𝑖 , … , 𝑖 ])min {sup(𝑖 ) , … , sup(𝑖 )}max {sup(𝑖 ) , … , sup(𝑖 )} ∈ [0, +∞] 
The function In measures how the relative frequency of the items increases when they 

appear together. For example, a value In(its) = 2 means that the relative frequency of the 
items doubles when they appear together. In our approach, to consider an itemset its it 
has to be frequent (sup(its) >= thresholdsup) and interesting (In(its) >= thresholdIn). 
Normally the consistency is used to measure the quality of the association rules [5]; 
but this measure has problems with very frequent items (see [8] for details). To avoid 
this issue, we follow the proposal of [8,9] to use the Certainty factor CF (see [10] for 
details). This measure was first proposed for an expert system in medicine. In the case 
of the association rules, the CF avoids the consistency problems with very frequent 
itemsets. We consider an association rule r when CF(r) >= thresholdCF . 

Once we have presented the measure to be used in the association rules extraction, 
we present the federated algorithms to work with EHR data. In our approach, we have 
two different processes, one for the coordinator and another for each node. 

The Coordinator algorithm controls the extraction process (Algorithm 1). First (lines 
2-4), the Coordinator asks the nodes to extract the frequent itemset of size 1. When all 
the nodes have answered, the coordinator checks if there is an identified frequent itemset 
which does not appear in the answer of some of the nodes (lines 6-11). In that case, the 
node without that frequent itemset is asked to give its support, so the global support is 
correctly calculated (function supportItemset in Algorithm 2). Let us note that only the 
coordinator has the global support of the itemsets, so none of the nodes gets information  
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Table 1. Results of the experiments (Fi=number of interesting itemsets, AR=number of association rules) 

Data dist. Uniform Random 
No. of nodes 1 2 3 4 1 2 3 4 

Config. Fi AR Fi AR Fi AR Fi AR Fi AR Fi AR Fi AR Fi AR 
1 8 0 8 0 8 0 8 0 8 0 8 0 8 0 8 0 
2 68 107 68 107 68 107 68 107 68 107 68 107 68 107 68 107 
3 290 497 290 497 290 497 290 497 290 497 290 497 290 497 290 497 
4 243 436 243 436 243 436 243 436 243 436 243 436 243 436 243 436 

 
from the others nodes in the process. In this step, the In function is not applied (all the 
itemsets have only one item so In always values 1). This schema is repeated for itemsets 
of size 2 and more until for some size we get no interesting itemsets (lines 14-36). The 
main difference is this case is that we can identify the Interesting itemsets using the In 
function to reduce the number of itemsets. In lines 26-30 the coordinator calculates the 
In value of the identified frequent itemsets. An itemset its is valid if In(its) >= 
thresholdIn. After this process, the coordinator sends to each node the interesting itemsets 
to be considered for next step (function setInterestingItem- set in Algorithm 2). The 
nodes, when generating candidates for frequent itemsets of size N, only consider the 
itemsets that include an interesting itemset of size N − 1 (line 6 in Algorithm 2). To avoid 
information transfer, the coordinator only sends to each node the interesting itemsets that 
have been identified by that node as frequent. With the frequent itemsets calculated, the 
association rules are generated considering only the rules with a CF >= thresholdCF 

(lines 37-42). 

3. Results 

To test the proposed algorithm, we used data from COVID-19 patients [11]. In this 
dataset we have information from 2547 patients. We have tested the methods splitting 
the data from 1 node (only one node) to 4 nodes, considering uniform distribution and 
random. In Table 1 we show the results (number of interesting itemsets and association 
rules) for each of the configurations considering three sets of parameters: 

• Con f1=thresholdsup = 0.1, threshpoldIn = 2, thresholdCF = 0.5; 
• Con f2=thresholdsup = 0.05, threshpoldIn = 5, thresholdCF = 0.7; 
• Con f3=thresholdsup = 0.025, threshpoldIn = 10, thresholdCF = 0.7; 
• Con f4= thresholdsup = 0.01, threshpoldIn = 20, thresholdCF = 0.7. 

4. Discussion 

The experiments show that the distribution of the data and the number of nodes has no 
influence on the results. This means that the federated learning process works well 
independently from the number of nodes and the data distribution. 

The proposed method used a synchronous schema of communication. It means that 
the Coordinator waits for all the nodes to finish each operation. If data distribution is 
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very unbalanced (e.g. one of the data sources has a really greater amount of data than 
the others) then the Coordinator will wait for that node to finish meanwhile the other 
nodes and the Coordinator are idle. If one of the nodes is very slow, due to 
computational resources or high workload, the Coordinator and other nodes will have a 
similar behaviour (waiting for the slow node to finish its operations). 

5. Conclusions 

We have presented the need for explainable federated mining methods and we have 
proposed a federated association rule mining algorithm that works with EHR data. It is 
able to deal with different number of sources and data distributions without quality loose. 
We have also defined a measure of the interest of an itemset. These federated techniques 
require a framework that integrates them to take advantage of their potential. We plan to 
integrate the proposed methods with the EHRagg, [12]. As we have mentioned in the 
previous section, the synchronous schema has some problems, so an asynchronous 
proposal that can build an incremental solution would also be interesting. 
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Abstract. There is a growing trend in building deep learning patient representations 
from health records to obtain a comprehensive view of a patient’s data for machine 

learning tasks. This paper proposes a reproducible approach to generate patient 

pathways from health records and to transform them into a machine-processable 
image-like structure useful for deep learning tasks. Based on this approach, we 

generated over a million pathways from FAIR synthetic health records and used 

them to train a convolutional neural network. Our initial experiments show the 
accuracy of the CNN on a prediction task is comparable or better than other 

autoencoders trained on the same data, while requiring significantly less 

computational resources for training. We also assess the impact of the size of the 
training dataset on autoencoders performances. The source code for generating 

pathways from health records is provided as open source.  

Keywords. Patient Representation, Convolutional Neural Networks, EHR 

1. Introduction 

Despite the promising results of deep learning techniques for performing analytics tasks, 

several open challenges remain in dealing with the heterogeneous data from Electronic 

Health Records (EHRs) and the lack of model intelligibility and interpretability required 

for real-world applications [1],[2],[3]. Data representation and encoding plays a key role 

in training successful models for prediction tasks and explainability; additionally, 

compact representations have been used to address challenges such as sparseness of EHR 

data [4]. Multi-source EHR data has been modelled as patient trajectories through time 

[5] or by representing EHR information as a 2D matrix [6] of appointments and 

diagnoses codes where convolutional neural networks (CNNs) were used for risk 

prediction [7]. The most common type of representation is a sequential ordering of a 

patient's data used as input to a Recurrent Neural Network (RNN) for application areas 

such as, for example, prediction or phenotyping [8]. 

This paper proposes a pathway representation that maps patient's health records 

into different classes over time, to form a machine-processable image-like structure for 

further analyses and deep learning tasks. A Patient Pathway Extractor application was 

developed and used to transform EHR data into the new representations (described in 

section 2.2). The application is shared in an open-source git repository. The pathways 

generated using the proposed representations were then validated using three mainstream 
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deep learning algorithms, described in section 2.3, and the preliminary results using 

synthetic data are included in section 3. 

2. Methods 

2.1. Pathway Representation 

We propose an encoding of pathway data with an accompanying open-source application 

called Patient Pathway Extractor2. We use a set of predefined classes to classify data and 

pathway events; we build a structured representation that shows the discretized values of 

the data along a time dimension. We use Synthea [7], a FAIR dataset generator, to 

produce the CSV input for the Patient Pathway Extractor. More precisely, we classify 

data generated by Synthea along the following classes: demographics (patient details), 

observations (results of clinical exams and vitals), conditions (diagnoses and care plans), 

medications, procedures and outcomes (readmission, death, survival at a point in time). 

Data may consist of isolated events happening at a specific point in time, of events 

having a duration. Events can be visualized along a timeline: isolated events can be 

shown as dots, while events having a duration can be shown as horizontal bars. When 

multiple events happen at the same time, or when an event include a set of data values, 

the timeline visualization can display these using an overlay information box. 

Humans can easily understand the timeline visualization of a pathway, but such a 

representation is not helpful when trying to analyse data using machine learning or deep 

learning algorithms. For this reason we propose a novel image-like representation of the 

pathway data. We build such image-like representation using a three steps process: (1) 

representing the discretized data points in a 3-dimensional grid, (2) projecting into a bi-

dimensional grid, and (3) numerical encoding. 

Firstly, we map the discretized values of the data in a 3-dimensional grid. The 

dimensions of the grid represent respectively the order of the events (time), the different 

classes (demographics, observations, conditions, medications, procedures and 

outcomes), and co-occurrence of events (values of a given class having the same 

timestamp). Figure 1 shows (on the left) the 3-dimensional grid representation of the 

pathway timeline. Note that we do not encode timestamps along the time dimension, but 

only retain the order of events (recording timestamps is possible with a simple extension 

of the proposed representation). We use a configurable set of rules that discretize values 

into custom bins. We use spreadsheet (easily interpretable by practitioners) to define the 

rules, and parse them into executable formats using the Drools3 rule engine. Our current 

sets of 246 rules cover demographics, medications, observations (based on patient age 

and gender, the LOINC code and its units), as well as outcomes. For example, a rule that 

takes as input a body mass index (BMI) observation (LOINC code 39156-5) and when 

its value is in the range [18.5, 25 kg/m2], it maps it to the bin value “normal BMI”. 

Subsequently, we project the 3-dimensional grid into a bi-dimensional grid: the 

horizontal axis denote the order of events, while the vertical axis denote the various 

classes of our representation. The projection places values having the same timestamp 

(co-occurring) one after the other along the horizontal axis. The order of events is 

                                                 
2
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preserved along the x-axis. The pathway representation does not impose any restriction 

on the order of the classes on the y-axis and downstream applications may use different 

ordering. In practice, we consider every bi-dimensional corresponding to a value along 

the time dimension, we rotate each slice along the class dimension, and finally 

concatenate them as illustrated in Figure 1. 

As a final step, we use a numeric space to encode the values of the bi-dimensional 

grid in a numeric space. The encoding space is  but can also be  depending on the 

downstream analysis task; for some applications we may encode values in the RGB 

space, which translates our representation into an image. This encoding step of the 

process produces a numeric representation of the pathway, which, while retaining 

meaningful dimensions, is also easy to use as input for machine learning and deep 

learning tasks. 

 
Figure 1. Transformation of patient pathway data from the 3-dimensional grid to the final bi-dimensional 

grid representation.  

2.2. Synthetic EHR Data and Pathways Generation 

We tested our approach using synthetic data generated by Synthea [9]. The generator 

creates realistic patient data with the help of a rule-based backend that determines the 

course of a condition. As with real-world EHR data, patients may have multiple 

concurrent conditions, which,  over the course of their life, may interact or influence each 

other. Using Synthea, we generated a population of 500,000 patients, from which we 

extracted 1,073,105 pathways considering only a set of ten conditions including common 

chronic (e.g. diabetes) and acute (e.g. appendicitis, fractures) conditions. 

2.3. Deep Learning Frameworks used to test the Pathway Representation 

We used our pathways representation to create three pathway encodings using three types 

of autoencoders: Multilayer perceptron (MLP) autoencoder (Denoising Autoencoder), 

Sequence-to-Sequence (RNN) autoencoder, and CNN autoencoder.  

An analysis of the pathways in our dataset has revealed that the maximum pathway 

length was 5128 data points on the x-axis; however, around 98% of the pathways fitted 

into a 6*400 grid (6 classes by 400 points on the x-axis). Pathways with a length of less 

than 400 were padded with zeros and only pathways not exceeding this size were used 

for training and testing with an 80/20% split. All autoencoders were designed to generate 

pathway encodings of the same length and their architectures are described in Figure 2. 

� The MLP autoencoder consists of 3 layers for both encoder and decoder and a vector 

(bag) of pathway events was used as an input. Temporal dimension is not supported. 
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� The RNN autoencoder was built using GRU cells. The pathway grid was sliced 

vertically (time axis) and all events in that slice were concatenated providing a 

sequence of input vectors. 

� The CNN autoencoder directly supports the pathways as input. It has an encoder with 

three convolutional layers followed by a fully connected layer to produce the pathway 

encoding. The decoder has the same architecture but in the reverse order.  

We evaluated the performance of the three autoencoders using the following prediction 

task: given an input pathway, we remove from its representation the data identifying the 

medical condition that originated the patient pathway, and we use the trained autoencoder 

to predict such condition. 

 
Figure 2. The three architectures used for compact representation of pathways. 

3. Results and Discussion 

In our experiments, the Pathway Extractor generated 1,073,105 pathways from a large 

EHR dataset. The flexible way in which pathways and conditions are represented allows 

for new classes to be added or existing ones to be dropped. Similarly, the codes and 

values may be adapted by modifying the discretization rules. Our approach is not limited 

to Synthea and may be applied to other EHR datasets. 

In our prediction task, RNN gave the best accuracy (94.0%) followed by CNN 

(88.1%) and MLP (62.8%). We then tested the models performance using different 

training datasets to understand the impact on their accuracy. Figure 3 shows the overall 

accuracies for the three autoencoders when trained on the pathway data extracted from 

synthetic populations (generated with Synthea) of decreasing size (from 500,000 to 500 

people). CNN and RNN, as expected, outperformed MLP, and larger training sets 

increase prediction accuracies. We note that for RNN and CNN there is a significant 

increase in accuracy with training sets computed with a population larger than 10,000. 

Overall CNN achieves good accuracy while requiring considerably less computational 

resources for training compared to RNN: 37.5% less memory, and over  98% less time 

(see Figure 3). Additionally, CNN and our pathway image-like representation may help 

in explaining predictions by using existing techniques such as attention to highlight 

important events in the input pathway grid [5]. 
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Figure 3. Accuracies and computational resources of the three autoencoders. 

4. Conclusions 

This paper describes an approach to represent patient pathways and provides an 

accompanying open-source application that transforms health records into a machine-

processable representation for deep learning tasks. We have evaluated this approach 

using data generated by Synthea, and observed that  in a prediction task a CNN 

performed almost as well as an RNN, while being significantly less expensive to train in 

terms of computational resources and training time, and enabling further work on 

predictions explainability. Our results also give insight on how much data may be 

required for model training. Further work includes expanding the pathway representation 

with additional classes and data beyond EHRs. 
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Abstract. Medical image classification and diagnosis based on machine learning 
has made significant achievements and gradually penetrated the healthcare industry. 

However, medical data characteristics such as relatively small datasets for rare 

diseases or imbalance in class distribution for rare conditions significantly restrains 
their adoption and reuse. Imbalanced datasets lead to difficulties in learning and 

obtaining accurate predictive models. This paper follows the FAIR paradigm and 

proposes a technique for the alignment of class distribution, which enables 
improving image classification performance in imbalanced data and ensuring data 

reuse. The experiments on the acne disease dataset support that the proposed 

framework outperforms the baselines and enable to achieve up to 5% improvement 
in image classification. 

Keywords. Medical image classification, imbalanced data, machine learning 

oversampling 

1. Introduction 

The recent success of machine learning (ML) and computer vision allows elevating 

medical diagnostics to a new level, particularly in the classification of visual data 

enabling to solve problems of medical analytics and clinical decision making more rapid 

and accurate. Being a key component of intelligent diagnosis, medical images 

classification includes identifying the features in an image and predicting the class of a 

specific object in an image. In this context, data quality has a significant impact on the 

success of ML algorithms and is a core of scientific knowledge. As mentioned in [1], the 

ideal medical image dataset for the ML application is Findable, Accessible, Interoperable, 

and Reusable (FAIR) [2]. This basically means that image datasets should have adequate 

volume and class distribution, be well-annotated, verifiable, ground-truth, and reusable. 

However, in the wild, due to their nature, medical image datasets are being the long way 
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of the FAIR principles, and in many cases, they are closed, limited distributed, relatively 

few annotated and highly imbalanced.  

Meanwhile, the ML algorithms require a large number of annotations, which is a 

time-consuming and labour-intensive process and often, the class distribution inside 

datasets is not equal. This is because of identifying and predicting process often includes 

rare events [3]. Medical data demonstrate an uneven distribution of classes in rare clinical 

cases or diseases, which makes it difficult to form a balanced dataset for training which 

in turn leads to poor reproducibility of the ML algorithms. Rare cases result in data 

imbalance, namely the imbalance in the number of objects in different classes. 

Imbalanced data refers to a dataset where the class distribution is not uniform among the 

classes. The prevailing class is called the majority class, and the smallest class in terms 

of objects is the minority class [4]. Imbalanced data can negatively affect the accuracy 

of the models and lead to incorrect or erroneous classification results. 

To following the FAIR principles, this study proposes the technique for dealing 

with heavily imbalanced datasets and introduces the concept of a machine-readable data 

preprocessing and resampling for model learning. We aim to extend previous research in 

imbalanced data classification, improve quality of computer vision-based disease 

diagnostic and provide usability and reusability of medical image datasets. Inoculation 

of the FAIR principles as a new data management strategy results in significant 

improvements in automation of medical image diagnostic through machine readability 

and enable reuse data and improve their scalability. 

2. Methods 

Methods to handle imbalanced data can be divided into three large categories: data-layer 

methods, algorithm-layer methods, and cost-sensitive learning methods [5]. Data layer 

methods include resampling (oversampling, undersampling and hybrid) techniques. This 

is the most straightforward and widely adopted approach for dealing with highly 

imbalanced datasets. All of these techniques follow FAIR principles in part of being  

machine-readable for reusable. Algorithm-level methods include the use of essemble 

methods based on machine learning algorithms [6]. Cost-sensitive learning methods 

target the problem of imbalanced learning by using other evaluation metrics and different 

cost matrices that describe the costs for misclassifying any particular data example [7]. 

2.1. Imbalanced datasets 

We define imbalanced dataset S with m objects, |S| = m, as S = {(xi, yi), i = 1, ..., m, where 

xi ϵ X is an object in n-dimension space of input features X={f1, f2, ..., fn}, and  yi  ϵ Y = 

{1, …, C}is  the label, associated with object xi. At it simplest, C = 2 means the binary 

classification task where two subsets are defined as Smin S the minor class subset Smin 

in S and  Smaj  S is a major class subset such as Smin ∩ Smaj = {Φ} and  Smin ᴜ Smaj = {S}.  

The objects generated from the dataset S are defined as E, with disjoint subsets Emin 

and Emaj that represent the minority and majority classes of E, respectively, each time 

they are used. 
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2.2. Proposed approach 

The basic structure of proposed approach to obtaining an accurate model for 

classification of medical images in the imbalanced datasets is shown in Fig. 1.  

 

 
Figure 1. The structure of proposed approach 

 

The learning framework for medical image-based diagnosis from imbalanced 

datasets incorporates data processing, data sampling, and classification. Since we are 

dealing with imbalanced datasets, collected data are being annotated and analysed in 

terms of minority and majority classes. The data processing phase includes automatic 

patch extraction, data augmentation and feature extraction. The output data at this phase 

are the extracted features. For phase 2, class distribution is evaluated, and the resampling 

technique is selected depending on the size and type (minority or majority) of the 

imbalance in different classes. It can be done by removing samples from the majority 

class (under-sampling) and/or adding more examples from the minority class (over-

sampling). Oversampling is used for sampling minority class objects, while 

undersampling is used for sampling majority class objects. From this phase, we obtain a 

quasi balanced machine-readable dataset ready for model training. Finally, the model 

training and validation are performed. 

3. Results  

To evaluate the performance of the proposed technique, the experiments with an open 

medical image dataset ACNE04 provided by Wu et al. [8] were conducted. The dataset 

includes 1457 face images and expert annotations according to the Japanese acne grading 

scale. There are four acne severity classes, namely 0 Mild equal to 410 samples, 1 

Moderate equal to 506 samples, 2 Severe equal to 146 samples, and 3 Very severe equal 

to 103 samples. In general, we used 1165 images to train the model and 291 images to 

test the model, which corresponds to a distribution of 80% for training and 20% for 

testing. Proposed approach runs on an NVIDIA GeForce GTX 1060 with 3 GB VRAM 

and is implemented based on the PyTorch framework. 

The data processing phase included patch extraction, data augmentation and feature 

extraction. At the patch extraction stage, we utilised two pre-trained models:  (1) 

shape_predictor_68_face_landmarks model [9] and (2) the One Eye model [10]. In case 

when any of these models could not process the image, the entire original image was 
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used for the next phase. Each patch inherited the label of the original image and had a 

binding to it, which was used later to get a general estimate of the degree severity of acne 

for a photo. For augmentation, a sliding translation of patches was used. Further, the 

feature extraction for each patch was carried out using the ResNet-152 model [11]. Data 

distribution by classes after augmentation is presented as follow. 0 Mild: 3556 samples, 

1 Moderate: 4333 samples, 2 Severe: 1843 samples, and 3 Very severe: 1514 samples. 

Each patch is bound to the original image, and thus the extracted features inherit the 

dependencies of the patches. Then, the classes were revised following acne severity 

grades, and extracted features were used for sampling. Sampling and minority class 

generation were done via Synthetic Minority Oversampling Technique (SMOTE) [12]. 

The total number of samples for each class was fitted to the most numerous class after 

feature extraction and equal to 4333 for each class.  

Data generated at the oversampling phase was used to train a convolutional neural 

network (CNN) model and estimate the severity of the acne from the face image. Model 

training was run for 17985.2 seconds. The classification problem was transformed into a 

regression task at this phase by defining acne severity grades as integer equivalents. It 

was done to reduce possible subjectivity in the expert’s annotation of the acne severity. 

The inverse transformation was done using [0.5, 1.5, 2.5] as the edge list. Model 

evaluation using the trained CNN is implemented on test data. Since the problem was 

reduced to a regression problem, the corresponding criteria for assessing the regression 

quality were used. As a result, the following values were obtained for the ACNE04: 

RMSE = 0.397419, EV = 0.826736, MAPE = 0.199264, R2 = 0.826682. 

4. Discussion 

In order to test effectiveness of the proposed approach, we compared our results with 

outcomes without oversampling (Table 1). Classification accuracy was calculated after 

converting the results back from continuous to discrete scale using [0.5, 1.5, 2.5] as a list 

of edges. Delta was calculated as the difference in the results between these two 

approaches in percentage. 

Table 1. The results of experiments with the basic and proposed approach 

Metrics Without 
oversampling 

Proposed approach Delta, %  

RMSE 0.422356 0.397419 5.904261 

EV  0.826736 0.873874 5.7017 

МАРЕ 0.199264 0.171855 13,75512 

R2 0.826682 0.873646 5.68102 

Accuracy 80 % 85 % 5 

 

Both RMSE and MAPE show a smaller error, while the EV and R2 criteria show 

higher values for proposed approach, which indicates a higher quality of the model. 

Comparison of the obtained results with two benchmark models is presented in Table 2. 

 

Table 2. Comparison of acne classification research 

Approach for acne classification Accuracy (%) ER (%) 

Wu et al. [8] 84.11 15.89 

Lim et al. [13] 67 33 

Ours 85 15 
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As can be seen from the table, the proposed approach showed the highest accuracy and 

the lowest error rate in comparison with studies with imbalanced data, however, it should 

be mentioned that it did not outperform the results for study [14] where data was initially 

balanced (stated accuracy 99.44%), which sounds natural but needs further investigation. 

5. Conclusion  

Accurate classification of medical images is one of the first steps towards the wide 

adoption of computer vision into healthcare industry. In this paper, we propose a complex 

approach for imbalanced medical image classification. It is grounded on FAIR prinsiple 

where medical image datasets remain useful even in high inbalance and can be reused to 

train, test, validate, verify, and regulate ML products. Experiments on acne image dataset 

showed that the proposed learning framework able to improve the classification 

performance metrics and proved their advantages in comparison with basic approach 

without oversampling. 
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Abstract. We present a user acceptance study of a clinical decision support system 

(CDSS) for Type 2 Diabetes Mellitus (T2DM) risk prediction. We focus on how a 

combination of data-driven and rule-based models influence the efficiency and 
acceptance by doctors. To evaluate the perceived usefulness, we randomly 

generated CDSS output in three different settings: Data-driven (DD) model output; 

DD model with a presence of known risk scale (FINDRISK); DD model with 
presence of risk scale and explanation of DD model. For each case, a physician 

was asked to answer 3 questions: if a doctor agrees with the result, if a doctor 

understands it, if the result is useful for the practice. We employed a Lankton's 
model to evaluate the user acceptance of the clinical decision support system. Our 

analysis has proved that without the presence of scales, a physician trust CDSS 

blindly. From the answers, we can conclude that interpretability plays an important 
role in accepting a CDSS. 

Keywords. CDSS, user acceptance, data-driven, rule-based 

1. Introduction 

Clinical decision support systems (CDSS) are made to support evidence-based patient 

care and shared-decision making to improve health and wellbeing of patients. While 

various studies have demonstrated that CDSSs decrease medical errors and improve 

clinical outcomes, we can see that CDSSs did not yet reach their full potential due to 

low acceptance and adoption [1,2]. Among the factors that influence adoption and 

acceptance we can name relevance of the provided information and the validity of the 

system [3]. Validity and ability to interpret the decision support output can be 

especially problematic for data-driven CDSSs [4]. One of the approaches to solve the 

interpretability problem is a hybrid approach [5] where a data-driven decision support 

is complimented by rule-based methods and scales. We have implemented a CDSS for 

diabetes complications management using a three-stage hybrid approach [6]. The goal 

of this study is to understand how a combination of data-driven decision support 

methods with a rule-based interpretation affect the acceptance and adoption by doctors. 
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2. Method 

2.1. Decision support system 

The CDSS in focus of this study predicts 5 years risks of type 2 diabetes (T2DM) 

mellitus complications [7]. It includes machine learning based inference along with a 

FINDRISK scale [8]. The model that is the basis of the CDSS does not require 

sophisticated medical tests and provides the following prediction efficiency: sensitivity 

of 76.0% and specificity of 60.2%. The interface of the CDSS with a synthetic data is 

shown in the figure 1.  

 
Figure 1. CDSS interface 

 

The structure of the study is based on the theory of planned behavior (TPB).  It 

considers attitude, subjective standards, and perceived behavioral control influencing 

behavioral intentions (and actual behavior).  

2.2. CDSS efficiency 

We estimated a perceived usefulness of the systems. This metric represents a degree, to 

which users suppose that utilizing a decision support system will increase their 

efficiency. We have conducted a survey with physicians who have experience of 

operating the system. The survey was structured into two phases. The evaluate the 

perceived usefulness we randomly generated CDSS output in three different settings:  

� (A) Data-driven model output,    

� (B) Data-driven model with a presence of FINDRISK scale 

� (C) FINDRISK scale and explanation.  
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For each type of settings, we randomly generated a questionnaire with synthetic T2DM 

cases and questions. Each case was presented to a physician with a patient's basic 

information and vital signs including antithrombotic therapy (AH), physical 

activity, blood sugar, short hereditary anamnesis, blood pressure) and a setting specific 

(A-C) CDSS output.   

For each case, a physician was asked to answer 3 questions:  

� if a doctor agrees with the result,  

� if a doctor understands it,  

� if the result is useful for the practice.  

All the questions could be answered using a Likert scale with 5 points from 1 (strongly 

disagree) to 5 (strongly agree).  

2.3. User acceptance 

The acceptance of the decision support system was evaluated using a Wilson’s model 

of electronic health solutions’ acceptance modified by Lankton [9]. The model enables 

assessing the following metrics: behavioral intention to use (BI), intrinsic motivation 

(IM), perceived ease-of-use (PEOU), and perceived usefulness (PU) of the decision 

support system. We measured BI and PU using 2 objects for each metric.  IM and 

PEOU metrics were measured with 3 objects. To rate each item, we applied Likert 

scale with 5 points: from 1 (strongly disagree) to 5 (strongly agree): 

1. Behavioral intention to use   

a. I will use the CDSS to have a second opinion on the patient’s risks   

b. I believe I will utilize the CDSS in my practice   

2. Intrinsic motivation   

a. The CDSS helps me to make better informed decisions   

b. I trust the CDSS as it provides interpretations of the output  

c. I trust the system as it provides references to the standard scales   

3. Perceived ease of use   

a. The CDSS outcomes are clear and understandable    

b. The interpretations are clear, and I understand the reasoning    

c. The visualizations are well-defined, and I don’t spend much time on 

their interpretation   

4. Perceived usefulness   

a. CDSS improves the effectiveness of managing risks of patients   

b. It explains me why a certain risk assessment is done   

After we collected and analyzed the results of the user acceptance evaluation, we have 

organized a study to deeper understand the reasoning of the doctors when working with 

the CDSS. We designed a study as a series of semi-structured one-to-one interviews 

with an interview script [10], which was created and approved by the research team.     

1. Can you understand a model output without interpretations?   

2. Are you convinced with the interpretations that the system provides?   

3. Do you require an interpretation to critically assess a model output?   

4. Does a reference to a scale facilitate assessment of a recommendation?   

5. Can you please give any improvement comments or suggestions? 
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3. Results 

We have gathered 161 answers with equal distribution for each setting: 53, 55, 53 for 

A, B, C, respectively (Table 1).    

 

Table 1. Case scoring mean (95% confidence interval)  

  Agree  Understand  Use  
Setting A  4.05 (3.78, 4.32)  4.64 (4.42, 4.85)  3.8 (3.05, 4.80)  

Setting B  3.16 (2.94, 3.38)  3.98 (3.66, 4.29)  3.38 (3.11, 3.64)  

Setting C  3.41 (3.15, 3.67)  4.24 (3.90, 4.54)  3.52 (3.20, 3.85)  

All settings  3.54 (3.38, 3.69)  4.28 (4.12, 4.45)  3.56 (3.39, 3.73)  

The median values for behavioral intention to use, intrinsic motivation, perceived ease-

of-use, and perceived usefulness (PU) demonstrated a general acceptance of the CDSS 

by the users (Table 2).  

 

Table 2. CDSS acceptance metrics  
Metric, Item  Median  Max  Min  

1. Behavioral intention to use   3   5   2   
1a. I will use the CDSS to have a second opinion on the patient’s risks    3   5   3   

1b. I believe I will utilize the CDSS in my practice 3   4   2   

2. Intrinsic motivation   3   4   2   
2a. The CDSS helps me to make better informed decisions    3   4   2   

2b. I trust the system as it provides interpretations of the results   3   4   3   

2c. I trust the system because it provides references to the standard scales   3   4   2   
3. Perceived ease of use   4   5   2   

3a. The model outcomes are clear and understandable    4   5   3   

3b. The interpretations are clear, and I understand the reasoning    4   4   2   
3c. The visualizations are clear and I don’t spend much time on their interpretation   4   5   3   

4. Perceived usefulness   4   5   2   

4a. CDSS improves the effectiveness of managing risks of patients    4   4   2   
4b. It explains me why the a certain risk assessment is done   4   5   3   

4. Discussion and Conclusions 

The analysis showed the highest scores were obtained in Setting A, while the lowest is 

obtained in Setting B. Our interview analysis has proved that without the presence of a 

standard scale, a physician trust blindly a CDSS results. This can increase type I 

errors, which can be lowered in comparison to the basic scales.  We have analyzed the 

answers of the participating doctors to understand the reasoning behind the acceptance 

evaluation. From the answers of the doctors, we can conclude that interpretability 

provided by rule-based scales play an important role in understanding and accepting a 

CDSS output, especially when interpretation is done on the feature basis. The system’s 

output is convincing, and the doctors can act upon it. Interpretations also help doctors 

to identify incorrect conclusions when a system produces them. They still see room for 

improvements, as not everything should be measured in numbers. The doctors see the 

importance of combining data-driven output with rule-based scales. Despite the 

understanding that data-driven models are based on high-quality, real-world data, 

doctors still ask for standard and known tools as they are created from the formal 

research results and widely accepted clinical guidelines. Doctors still believe that 

experts should be involved in the model development. This can potentially help to 
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expose the results of the CDSS even to patients. Our results show that a hybrid 

approach when a data-driven models are complimented with standard rule-based scales 

increases its acceptance and usefulness.  
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Abstract. Recombinant human growth hormone (r-hGH) is an established therapy 

for growth hormone deficiency (GHD); yet, some patients fail to achieve their full 
height potential, with poor adherence and persistence with the prescribed regimen 

often a contributing factor. A data-driven clinical decision support system based on 

“traffic light” visualizations for adherence risk management of patients receiving r-
hGH treatment was developed. This research was feasible thanks to data-sharing 

agreements that allowed the creation of these models using real-world data of r-hGH 

adherence from easypod™ connect; data was retrieved for 11,015 children receiving 
r-hGH therapy for ≥180 days. Patients’ adherence to therapy was represented using 

four values (mean and standard deviation [SD] of daily adherence and hours to next 

injection). Cluster analysis was used to categorize adherence patterns using a 
Gaussian mixture model. Following a traffic lights-inspired visualization approach, 

the algorithm was set to generate three clusters: green, yellow, or red status, 

corresponding to high, medium, and low adherence, respectively. The area under 
the receiver operating characteristic curve (AUC-ROC) was used to find optimum 

thresholds for independent traffic lights according to each metric. The most 

appropriate traffic light used the SD of the hours to the next injection, with an AUC-
ROC value of 0.85 when compared to the complex clustering algorithm. For the 

daily adherence-based traffic lights, optimum thresholds were >0.82 (SD, <0.37), 

0.53–0.82 (SD, 0.37–0.61), and <0.53 (SD, >0.61) for high, medium, and low 
adherence, respectively. For hours to next injection, the corresponding optimum 

thresholds were <27.18 (SD, <10.06), 27.18–34.01 (SD, 10.06–29.63), and >34.01 

(SD, >29.63). Our research indicates that implementation of a practical data-driven 
alert system based on recognised traffic-light coding would enable healthcare 

practitioners to monitor sub-optimally-adherent patients to r-hGH treatment for 

early intervention to improve treatment outcomes. 

Keywords. Adherence, recombinant human growth hormone, growth hormone 

deficiency, cluster modeling, pediatrics 
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1. Introduction 

The use of r-hGH therapy to improve growth outcomes in children is well-established 

[1]. However, long-term studies have reported that patients often fail to achieve their full 

height potential [2], with sub-optimal adherence to r-hGH medication and poor 

persistence with the prescribed regimen considered major contributing factors [1, 3]. 

Historically, FAIR Principles [4] have relied upon clinical databases. However; 

there is potential to create new data-driven applications from patient-generated data [5]. 

In this study, we show how using the principle of responsible data-sharing [6] allowed 

creation of new innovations in data-driven applications for connected medical devices.  

Digital health devices that monitor treatment adherence have the potential to 

improve patient/caregiver engagement and clinical outcomes [7]. For patients receiving 

r-hGH treatment (somatropin; Saizen®, Merck Healthcare KGaA, Darmstadt, Germany), 

the easypod™ auto-injector device, in combination with easypod™ connect, allows 

automatic recording and real-time data transmission of the date, time, and dose injected 

[8] enabling healthcare professionals to monitor patient adherence and growth outcomes. 

Data from connected devices has also contributed to the development of machine-

learning algorithms to predict adherence behavior in multiple therapy areas [9-11].  

Traffic light visualizations can help to guide and improve clinical decisions through 

the use of an established association between colors and related therapy signals which 

have been applied in multiple therapy areas [12, 13]. The concept of patient management 

through traffic light coding has also been successful in an emergency room setting, where 

the use of a three-tier urgency code helped prioritize patients for intervention [14].  

2. Methods 

 
Figure 1. Methodological overview (with each step referred to hereafter). 

Adherence data (date and time of injection, injected dose, prescribed dose) from 

easypod™ connect were collected from 11,015 children receiving r-hGH for ≥180 days 

from January 2007–June 2019 (Figure 1, Step 1). Individual daily adherence was 

calculated: daily injected dose/daily prescribed dose (Figure 1, Step 2). 

To determine injection consistency based on timing, ‘hours to next injection’ was 

computed using two daily signals (adherence and hours to next injection), aggregated 

with two metrics, the mean and SD of each patient during 180 days of r-hGH treatment. 

Patients’ adherence to therapy was represented using a total of four values (mean and SD 

of adherence, and mean and SD of hours to next injection) (Figure 1, Step 3). 
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2.1. Model design and definition of adherence thresholds 

Cluster analysis was used to categorize adherence patterns using a Gaussian mixture 

model, implemented in the Python 3.7 library, scikit-learn 0.23.1 [15]. Patient data were 

normalized using a z-score normalization (Standard Scaler) for each metric. To define a 

traffic light-based system, three clusters were assigned in the clustering algorithm under 

the assumption that, if three patient groups were distinguishable, adherence patterns 

between clusters would be well-defined. Thus, each cluster should present a considerably 

different mean adherence level followed by different values of adherence SD and mean, 

and SD of hours to next injection (Figure 1, Step 4). 

In total, four traffic lights were computed, one for each aggregated feature per patient, 

for which, two thresholds were used to define green, yellow, or red alert status 

corresponding to high, medium, and low adherence, respectively. To define the pair of 

thresholds (mean and SD) for each feature, we generated 10,000 synthetic samples from 

the fitted Gaussian distribution, representing patients that cover the model’s feature 

space: 6,248, high adherence; 2,824, medium adherence; and 928, low adherence. For 

each feature/traffic light, 50 possible thresholds from values of the synthetic samples 

were randomly selected. All possible pair-wise combinations of thresholds were 

evaluated to define the three clusters previously defined by the more complex clustering 

algorithm. The best pair of thresholds represent when to signal green, yellow, and red for 

each feature. The area under the receiver operating characteristic curve (AUC-ROC) was 

used to determine optimum thresholds based on higher values (Figure 1, Step 5). 

3. Results 

The mean age of patients was 10.2 years (SD, 3.1); 58% were male and 42% female. 

3.1. Defined adherence clusters 

A Kruskal-Wallis H-Test was performed which ensured the metrics significantly differed 

across clusters (p<0.01). Cluster distribution is presented in Table 1. 

Table 1. Cluster centroids based on daily adherence and hours to next injection 

Recorded Signal Aggregating 
Metric 

Cluster Centroids 
High  

(n=6810, 62%) 
Medium 

(n=3186, 29%) 
Low  

(n=1019, 9%) 

Daily adherence 
Mean 0.92 (0.07) 0.72 (0.13) 0.46 (0.32) 

Standard deviation 0.32 (0.17) 0.48 (0.10) 0.47 (0.21) 

Hours to next injection 
Mean 25.58 (1.45) 28.38 (2.21) 42.84 (22.72) 

Standard deviation 5.41 (2.80) 14.93 (6.86) 196.58 (309.48) 

3.2. Traffic light thresholds 

The traffic light threshold values that best categorized patients according to high, 

medium, and low adherence for each metric are shown in Table 2. Patients with mean 

daily adherence of >0.82 trigger the green light, 0.53–0.82 the yellow light, and <0.53 

the red light. In another example, considering the mean of hours to next injection, the 

best thresholds were 27.18 and 34.01, where values of <27.18 trigger the green light, 

27.18–34.01 the yellow light, and >34.01 the red light. Table 2 also presents the AUC-
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ROC score to verify the performance of each traffic light while defining the three groups. 

The highest AUC-ROC value was 0.85 for the SD of the hours to next injection; thus, 

this is the traffic light that most resembles the prediction of the clustering algorithm. 

Table 2. Traffic light thresholds and their corresponding discriminating capability (AUC-ROC) 

Recorded Signal Aggregating 
Metric 

Traffic Lights Thresholds 
AUC-ROC Low  

(Red) 
Medium 
(Yellow) 

High 
(Green) 

Daily adherence 
Mean <0.53 0.53–0.82 >0.82 0.82 

Standard deviation >0.61 0.37–0.61 <0.37 0.68 

Hours to next injection 
Mean >34.01 27.18–34.01 <27.18 0.80 

Standard deviation >29.63 10.06–29.63 <10.06 0.85 

4. Discussion 

This work is aligned with the need for further research into the visualization of data-

driven applications [16]. Considering the cluster centroids detected by the model, higher 

SDs of both daily adherence and hours to next injection metrics were found in the lower 

adherence groups, suggesting that consistency is a key factor in distinguishing high and 

low adherence groups. Moreover, the high adherence group had an average mean daily 

usage of 0.92 (SD 0.07), reinforcing previous findings which classified 0.85% as the 

threshold defining good adherence to r-hGH therapy [3].  

From the four proposed traffic lights, the SD of hours to next injection and mean 

daily adherence had a higher AUC-ROC. Thus, administering injections around the same 

time each day plays an essential role in maintaining high adherence to treatment and 

could serve as an important traffic light to alert clinicians to have discussions with 

patients/caregivers to mitigate the risk of sub-optimal adherence and, consequently, 

improve therapy effectiveness [2].  

Study limitations include the small set of features used to create the traffic lights. 

Additional aggregating metrics, longitudinal data, and demographic information could 

be used but would also result in additional traffic lights. A filtering mechanism may be 

necessary, highlighting only the most useful traffic lights. It is recognized that other 

clustering algorithms (e.g. deep learning and time-series-based clustering algorithms) 

could be applied but with reduced model interpretability. Future work should evaluate 

whether the traffic lights would be meaningful for time frames beyond ≥180 days. 

Figure 2 shows the proposed application of the traffic lights, where three out of four 

traffic lights correspond to good therapy use. However, the patient data triggers a red 

light for ‘Hours to next injection SD’; and investigation is strongly recommended.  

 
Figure 2. Fictional example showing applicability of traffic light-based thresholds. 

M. Araújo et al. / A Data-Driven Intervention Framework26

 EBSCOhost - printed on 2/11/2023 6:16 AM via . All use subject to https://www.ebsco.com/terms-of-use



5. Conclusions 

Our novel framework utilizes a clustering approach to categorize patients based on their 

r-hGH therapy adherence levels, as determined from data from easypod™ connect. The 

proposed traffic light alerting system serves as a practical tool for therapy personalization 

to support optimal growth outcomes. Additional formative human factor studies and 

subsequent validation studies with healthcare professionals are warranted to understand 

how far the presented traffic light system might support clinical decision making. 
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1. Introduction 

The CAPABLE (CAncer PAtient Better Life Experience) project [1], funded in the 

H2020 program2, is developing a novel system to improve the quality of life of cancer 

patients managed at home. CAPABLE system is based on a distributed software 

architecture where different components cooperate with the aim of “early detecting and 

managing cancer-related issues and at satisfying the needs of patients and their home 

caregivers”. One of the core CAPABLE components is the “CAPABLE Data Platform” 

(DP); the main objective of the DP is to provide a persistent layer where to store and 

fetch all project’s patient-related data.  

To guarantee a state-of-the art level component, OMOP [2] Common Data Model 

(CDM) and HL7-FHIR [3] have been chosen for persistency and exchange format 

respectively. The main reason for choosing OMOP is due to its “Standardized clinical 

data” tables, which are designed to hold disparate patient-related data, and to the 

“Standardized vocabularies”, a set of international standard terminologies which are 

consolidated into the same code system. Alongside with the need of having a standard 

model to represent persisted data, the project also needed a reliable format for 

exchanging those data in a web-service safe mode: FHIR was chosen for this purpose 

because it is based on a “composition approach”, representing standard clinical entities 

as resources that can be combined with each other. 

The omoponfhir open-source project [4] constituted the starting point for the 

development of the DP (which in fact can be considered a fork of this project); in this 

article we highlight the main changes/additions and customization of omoponfhir to 

make it fit the aims and requirements of the CAPABLE project. 
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2. Methods 

The development of DP is covering several aspects of the omoponfhir project; the most 

relevant general improvements concern: (i) an easier management of FHIR Coding 
resource, that is used by mostly all other resources; (ii) the option of automatically 

translating any FHIR Coding to its standard OMOP synonym (if present), thus allowing 

the interoperability between different terminologies directly in FHIR; (iii) the possibility 

to go beyond a the flat searching model, where all constraints are evaluated in sequence, 

with the introduction of a hierarchical query model. 

For what concerns the supported FHIR Resources, several new search parameters 

have been implemented in the code base; moreover, new resources, that are not managed 

by the original project, have been implemented: Goal, List and Communication. 

Another relevant improvement is related to the FHIR Observation Resource, which 

can represent concepts that map multiple OMOP domains (e.g., Observation, 

Measurement, Procedure and Condition Occurrence): a fine-grained management has 

been implemented, taking also into account the fact that an Observation could be possibly 

negated or further specified by scales or grades. 

The OMOP CDM has been also extended with new tables; the most relevant one is 

f_update and allows to specify the lastupdated attribute for all the facts that can be stored 

in the DP: this is a crucial information for the CAPABLE system and for FHIR in general 

that wasn’t manageable with the standard OMOP CDM. Finally, the CTCAE (Common 

Terminology Criteria for Adverse Events) [5] is in the process of being added to the 

OMOP Vocabularies and mapped to standard OMOP concepts. 

3. Preliminary Results and Next Steps 

The overall CAPABLE system, DP included, has already undergone two 

development iterations each one concluded with a live demonstration. The 

demonstrations, designed together with clinicians and patients involved in the project, 

revolve around prototypical fictional patients, following them in different settings 

(enrollment visit, follow-up, homecare) and focus on specific clinical guidelines. 

During the demonstrations, mostly all of the CAPABLE components have interacted 

with DP by storing and fetching more than 130 different FHIR Resources, which have 

been saved and then retrieved from the customized OMOP CDM. 

Next steps involve the release in production of the DP to comply with the all the 

project’s use cases. 
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1. Introduction and Background 

Clinical research is currently limited by the need to manually enter data related to clinical 

trials through EDC (Electronic Data Capture) or eCRF (electronic Case Report Form). 

This implies replication of data between Electronic Health Record systems (EHR) and 

eCRF, the employment of a considerable amount of time and resources and easily leads 

to errors. Thus, the systematic reuse of Real World Data (mainly EHR data) to 

automatically fill in eCRF may represent a turning point in clinical trials [1].  

OMOP/OHDSI (Observational Medical Outcomes Partnership - Observational 

Health Data Sciences and Informatics) is an ideal middleware to be interposed between 

EHR and eCRF, in order to decouple the complexity of the clinical sources from the 

target eCRF [2]. Its use of both a standardized data model and the main standardized 

terminologies, makes it a particularly suitable candidate.  

REDCap (Research Electronic Data CAPture) is a widely adopted web-based eCRF 

system for non-profit studies [3]. There are different solutions to automatically import 

data into a REDCap study (direct ETL through REDCap API, Dynamic Data Pull (DDP), 

Clinical Data Pull (CDP)), but to the best of our knowledge no specific project is focusing 

on automatic data transfer from OMOP Common Data Model (CDM) to REDCap. 

The aim of this work is proposing a semantically-enriched framework to support 

automatic data transfer from OMOP CDM to REDCap eCRF. 

2. Method 

The main components of the system are: (i) a semantic annotation framework to extend 

a REDCap study’s metadata and, (ii) a software component which actually operates the 

data transfer accordingly to the semantic annotations. The semantic annotation is added 
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to the REDCap Data Dictionary, a specific metadata that annotates the study’s elements 

(i.e., variables); these annotations are written in JSON format with different sections. 

The first section identifies, among the different terminologies included in the OMOP 

vocabularies, which concept better describes the element itself (e.g., SNOMED code for 

“Gender”) and in some cases the possible values (e.g., SNOMED concepts for 

“Female”). Other sections of the semantic annotation cover aspects related to defining 

how the data transfer process shall occur considering several aspects: (i) the reference 

date, in the REDCap study, associated to a specific time-dependent element (e.g., a 

laboratory value), to accurately fetch the OMOP database; (ii) a time tolerance to relax 

the OMOP queries (e.g. reference date ± 1 day); (iii) how dependent elements (e.g. 

because of a branching logic rule) have to be treated by the system; (iv) the actual order 

in which the data transfer attempts for a single or groups of variables have to be executed. 

Besides the semantic annotation of the study, we developed a tool in Java language 

which: (i) reads the semantic annotation through the REDCap standard API, (ii) has 

access to an external lookup table to match REDCap record IDs with OMOP IDs, (iii) 

allows to execute the data transfer according to different policies/schedules, for example, 

on a periodic base (e.g., once a day, every night), whenever a new patient is created in 

REDCap (leveraging the trigger functionality of REDCap) or on-demand (i.e., the user 

of the tool decides when to fetch data). 

3. Preliminary Results and Discussion 

A first prototype of the framework has been developed in Java to test the proposed 

approach. We decided to test the framework on the Italian Registry for Severe Asthma 

Patients (SANI). SANI is an ideal test case for the system because it is managed in 

REDCap and an updated OMOP version of its data is maintained by the ERS SHARP 

initiative, where a particular subset of 198 OMOP concepts has been chosen as the CDM 

for several European registries for severe asthma in order to build a federated network.  

In particular we are testing the framework on 148 REDCap variables representing 

different input format (numbers, dropdown, etc.) and data types (demographics, 

anamnesis, tests and therapies). Some preliminary results show a promising ability of the 

framework to automatic fill in SANI REDCap eCRF from the current SHARP-SANI 

OMOP database. These results foreshadow a great saving in terms of time and resources 

for data collection activity in REDCap eCRF starting from a OMOP CDM. 
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Abstract. The FAIR Principles are supported by various initiatives in the biomed-
ical community. However, little is known about the knowledge and efforts of indi-
vidual clinical researchers regarding data FAIRification. We distributed an online
questionnaire to researchers from six Dutch University Medical Centers, as well as
researchers using an Electronic Data Capture platform, to gain insight into their un-
derstanding of and experience with data FAIRification. 164 researchers completed
the questionnaire. 64.0% of them had heard of the FAIR Principles. 62.8% of the re-
searchers spent some or a lot of effort to achieve any aspect of FAIR and 11.0% ad-
dressed all aspects. Most researchers were unaware of the Principles’ emphasis on
both human- and machine-readability, as their FAIRification efforts were primarily
focused on achieving human-readability (93.9%), rather than machine-readability
(31.2%). In order to make machine-readable, FAIR data a reality, researchers re-
quire proper training, support, and tools to help them understand the importance of
data FAIRification and guide them through the FAIRification process.
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1. Introduction

In order to improve and support the reuse of scholarly output, a multidisciplinary group
of researchers published the fifteen FAIR Guiding Principles for scientific data man-
agement and stewardship in 2016, stating that scholarly output should be Findable, Ac-
cessible, Interoperable, and Reusable, both for machines and for people [1]. The paper
describing the Principles explicitly emphasizes FAIRness for machines, and in another
publication, Mons et al. reiterate that “FAIR is not just about humans being able to find,
access, reformat and finally reuse data”. Researchers are increasingly required, either by
their institutions or funders, to FAIRify their data (i.e., to make their data more FAIR).
However, FAIR provides guidance for research data management and is not a standard
[2], hence researchers need to interpret the Principles for their use case and make imple-
mentation choices accordingly [3].

Within the biomedical community, there are various initiatives that endorse the Prin-
ciples and aim to develop guidance and tools for researchers [4]. Sinachi et al., for ex-
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ample, developed a FAIRification workflow specific to health research [5]. Practical ex-
amples of the implementation of the FAIR Principles include the collection of linked,
human- and machine-readable data of COVID-19 patients [6] and rare disease patients
[7,8] and the reuse of such machine-readable data to perform distributed analyses [9].
Despite these initiatives, little is known about the knowledge and efforts of individual re-
searchers regarding data FAIRification. Therefore, we sought to gain insight into clinical
researchers’ understanding of and experience with data FAIRification.

2. Methods

An online English questionnaire was developed [10]. In the questionnaire, researchers
were asked to report if they were familiar with the FAIR Principles, if they knew the
meaning of each of the letters of FAIR (Findability, Accessibility, Interoperability, and
Reusability), and if they could describe what each aspect of FAIR entailed. In addition,
they were asked to rank (no effort, very little effort, some effort, a lot of effort) and
describe their current efforts for making data more FAIR. Clinical researchers were in-
vited by email by Research Data Management departments in five out of the seven Dutch
University Medical Centers (UMCs). PhD student associations of three UMCs sent out
invitation emails to their members. In addition, users of Electronic Data Capture (EDC)
platform Castor EDC [11] received an invitation via an popup in the platform. The invi-
tation did not include any mention of FAIR, to ensure that potential participants that did
not know about FAIR were also included. Researchers were eligible to participate in our
study if they were setting up databases for clinical research. Consent of respondents was
required before the questionnaire could be opened. Data were collected in Castor EDC
[11] between November 27, 2020, and February 27, 2021. Statistical analyses were per-
formed using R (version 4.0.2) [12]. Questionnaires with complete answers to mandatory
questions were included in the analysis. Free-text answers given by researchers describ-
ing their interpretation of the FAIR Principles and their FAIRification efforts were as-
sessed by two medical informaticians (MK, PvD). We assessed whether the descriptions
of the Principles were related to human or machine readability. The FAIRification efforts
were divided into categories by way of induction, and the contribution of each category
to human and machine readability was evaluated.

3. Results

A total of 164 researchers completed the questionnaire. Demographics can be found at
[10]. 51.2% (n = 84) opened the questionnaire via an invitation in a UMC and 48.8% (n
= 80) did so via the popup in the EDC system. The majority (87.2%, n = 143) worked in
a UMC and was a PhD candidate (84.8%, n = 139). 64.0% (n = 105) of all researchers
had heard of the FAIR Principles, 45.1% (n = 74) claimed to know what the Princi-
ples entailed, and 56.1% (n = 72) claimed to know the meaning of at least one of the
letters in FAIR (Findable, Accessible, Interoperable, and Reusable). Not all researchers
that claimed to know the meaning of one or more of the letters, gave a correct meaning
(Figure 1.1). Findable was the aspect that was understood best, followed by Accessi-
ble, Reusable, and Interoperable. The minority of the descriptions of the Principles and
aspects given by researchers were related to machine-readability (Figure 1.2).
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After explaining the Principles to the researchers, 81.1% (n = 133) of them stated that
they have spent at least very little effort to make their data more Findable, Accessible,
Interoperable, or Reusable (any aspect of FAIR). For all aspects of FAIR, this was 25.6%
(n = 42). 62.8% (n = 103) of the researchers spent some or a lot of effort to achieve any
aspect of FAIR. For all aspects this was 11.0% (n = 18).
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Figure 1. Researchers’ knowledge and descriptions of the individual FAIR aspects

88.0% (n = 117) of the researchers that spent at least very little effort in making their
data FAIR provided a description of their FAIRification efforts. An overview of the most
common reported efforts is listed in Table 1. Of all mentioned efforts (N = 231), 93.9%
(n = 217) focused on human-readability (e.g., using a data dictionary or using social me-
dia to share research outputs) and 31.2% (n = 72) focused on machine-readability (e.g.,
submitting data and metadata to a data repository or using standardized terminologies).

Table 1. Efforts to make data more FAIR, as reported by researchers

F A I R Total
N = 72 N = 84 N = 64 N = 78 N = 117

n (%) n (%) n (%) n (%) n (%)

Standardize data collection 5 6.9 1 1.2 23 35.9 12 15.4 41 35.0
Add dataset descriptions 5 6.9 6 7.1 4 6.3 17 21.8 32 27.4
Using a shared drive 2 2.8 19 22.6 0 0.0 1 1.3 22 18.8
Using a data capture system / EMR 6 8.3 9 10.7 4 6.3 2 2.6 21 17.9
Deposit data in a data archive 6 8.3 12 14.3 1 1.6 0 0.0 19 16.2
Create study protocol and register study 7 9.7 1 1.2 4 6.3 4 5.1 16 13.7
Provide data availability/access statement 8 11.1 6 7.1 0 0.0 1 1.3 15 12.8
Standardized file management 11 15.3 2 2.4 0 0.0 0 0.0 13 11.1
Add data as supplementary material 5 6.9 3 3.6 0 0.0 1 1.3 9 7.7
Storing data in a database 2 2.8 4 4.8 2 3.1 1 1.3 9 7.7
Use social media 5 6.9 2 2.4 0 0.0 1 1.3 8 6.8
Add documentation 1 1.4 0 0.0 0 0.0 6 7.7 7 6.0
Using a Data Management Plan 3 4.2 1 1.2 1 1.6 1 1.3 6 5.1

This table does not include efforts reported by less than 5% of the researchers.
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4. Discussion

In this study, we conducted an online questionnaire to gain insights into clinical re-
searchers’ understanding of the FAIR Principles and their FAIRification experiences. We
found that 64.0% (n = 105) of the researchers have heard of the Principles and that 62.8%
(n = 103) of all researchers spent at least some effort to achieve to achieve any aspect of
FAIR, and 11.0% (n = 18) regarding all aspects.

A strength of our study is that we invited researchers via an EDC platform and
via UMCs, ensuring that we included researchers who were responsible for data man-
agement, and thus FAIRification. Moreover, we made certain that our invitation did not
mention FAIR, in order to recruit both researchers who were and were not familiar with
the Principles. Unfortunately, we were unable to verify the background of the respon-
dents, because potential respondents were not directly invited by the research team to
comply with the General Data Protection Regulation. Lastly, partially filled-in question-
naires were excluded from the analysis, which could have introduced selection bias, for
researchers who were unaware of FAIR could have stopped filling in the questionnaire.

The definition of the Principles and meaning of the individual letters of FAIR were
known only by a minority of the researchers participating in our study and only a small
amount of researchers spent effort to achieve FAIRness. Moreover, it is still unclear to
researchers which efforts contribute to which aspect of FAIR. For example, using a data
capture system to collect data does not specifically mean that the data collected in that
system are more Findable (F), Accessible (A), or Interoperable (I) with data collected in
other systems. The same applies to the use of standardized variable names for collecting
data, where free-text variable names do not specifically make data more Interoperable (I)
for machines. This indicates the need for simple, easy-to-follow explanations of what the
Principles mean in practice and how they affect the (daily) work of clinical researchers.
Specifically, researchers should receive training and guidance to help them understand
which steps they should take to make their data more FAIR and how these steps are
related to the individual aspects of the FAIR Principles. A first step toward achieving this
is to ensure that there is convergence on FAIR implementations in the healthcare domain.
Community-specific FAIR Implementation Profiles [13] can drive this convergence.

Most descriptions of researchers focused on human-readability, rather than machine-
readability, and only a minority of the researchers focused on achieving machine-
readability. This might be due to the fact that the current workflows mentioned in the
literature and software available to make (meta)data machine-readable require a signifi-
cant amount of background knowledge (e.g., knowledge of data modeling, terminology
systems, or metadata schemes). Researchers should move away from the use of such
“professorware” and turn to sustainable systems [14]: professional products and services
that support them in the creation and use of FAIR data [15]. To ensure that the systems
are integrated into the researchers’ existing working processes, research software ven-
dors should develop these systems in collaboration with researchers and research support
staff, and integrate them with systems that are currently used.

5. Conclusion

A large number of clinical researchers is currently unaware of the definition of the FAIR
Principles and their emphasis on both human- and machine-readability. Researchers are
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undertaking efforts to make their data more FAIR, but their focus is primarily on human-
readability, rather than machine-readability. In order to make machine-readable, FAIR
data a reality, researchers need proper training, support, and tools to help them under-
stand the importance of data FAIRification and guide them through the FAIRification
process.
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[5] Sinaci AA, Núñez-Benjumea FJ, Gencturk M, Jauer ML, Deserno T, Chronaki C, et al. From Raw Data
to FAIR Data: The FAIRification Workflow for Health Research. Methods of Information in Medicine.
2020 Jun;59(S 01):e21–e32. Available from: https://doi.org/10.1055/s-0040-1713684.

[6] Reisen M, Oladipo F, Stokmans M, Mpezamihgo M, Folorunso S, Schultes E, et al. Design of a FAIR
digital data health infrastructure in Africa for COVID-19 reporting and research. Advanced Genetics.
2021 Jun;2(2). Available from: https://doi.org/10.1002/ggn2.10050.

[7] Jannik S, Dennis K, Jens G, Christian-Alexander B, Marco R, van Enckevort David, et al. OSSE Goes
FAIR - Implementation of the FAIR Data Principles for an Open-Source Registry for Rare Diseases.
Studies in Health Technology and Informatics. 2018;253:209–213. Available from: https://doi.
org/10.3233/978-1-61499-896-9-209.

[8] Groenen KHJ, Jacobsen A, Kersloot MG, dos Santos Vieira B, van Enckevort E, Kaliyaperumal R,
et al. The de novo FAIRification process of a registry for vascular anomalies. Orphanet Journal of Rare
Diseases. 2021 Sep;16(1). Available from: https://doi.org/10.1186/s13023-021-02004-y.

[9] Beyan O, Choudhury A, van Soest J, Kohlbacher O, Zimmermann L, Stenzhorn H, et al. Distributed
Analytics on Sensitive Medical Data: The Personal Health Train. Data Intelligence. 2020 Jan;2(1-2):96–
107. Available from: https://doi.org/10.1162/dint_a_00032.

[10] Kersloot MG, van Damme P, Abu-Hanna A, Arts DL, Cornet R. FAIRification efforts of clinical re-
searchers: the current state of affairs. figshare; 2021. Available from: https://doi.org/10.6084/
m9.figshare.c.5617396.v1.

[11] Castor EDC. Castor Electronic Data Capture; 2020. Available from: https://www.castoredc.com.
[12] R Core Team. R: A Language and Environment for Statistical Computing. Vienna, Austria; 2020. Avail-

able from: https://www.R-project.org/.
[13] Schultes E, Magagna B, Hettne KM, Pergl R, Suchánek M, Kuhn T. Reusable FAIR Implemen-
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Abstract. Implementing the best research principles initiates an important shift in 
clinical research culture, improving efficiency and the level of evidence obtained. 

In this article, we share our own view on the best research practice and our 

experience introducing it into the scientific activities of the N.N. Burdenko National 
Medical Research Center of Neurosurgery (Moscow, Russian Federation). While 

being adherent to the principles described in the article, the percentage of 

publications in the international scientific journals in our Center has increased from 
7% to 27%, with an overall gain in the number of articles by 2 times since 2014. We 

believe it is important that medical informatics professionals equally to medical 

experts involved in clinical research are familiar with the best research principles. 

Keywords. Best research practice, neurosurgery, data management, FAIR, 

biostatistics 

1. Introduction 

Medicine is traditionally an area entirely focused on practice and application: providing 

the most effective, safe, and cost-effective care for people with health issues. Probably 

due to the complexity of human biology and our limited knowledge of it, medicine is 

difficult to formalize. Many concepts do not have clear and generally accepted 

definitions. Many definitions are superficial and rely only on the explicit pathology 

manifestation. At the same time, the concept of evidence-based medicine, which has 

gained a deserved popularity and recognition in recent decades, postulates scientific 

verification of the effectiveness, safety, and economic feasibility of medical 

interventions as the basis for decision-making in medicine [2]. Scientific hypothesis 

testing inevitably relies on formalization, logic, and rigorous operational definitions, 

essential for exact sciences. Due to the specificity of training and practice in medicine, 

these approaches are not at the forefront in the system of a doctor's professional thinking. 

The culture of well-designed research is not taken for granted in medicine. The research 

activity itself requires serious multidisciplinary support, in which the role of medical 
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informatics is of vital importance. The quality of research outcome cannot rest solely 

with doctors. IT specialists are much responsible for handling data, which necessitates a 

good understanding of clinical research ethics, regulation, and methodology. 

The pharmaceutical industry has developed best practices in human research over 

the years. We have to admit that research opportunities tend to be more restrained in the 

academic field than in big pharma. However, in our opinion, implementing best research 

principles is a cultural shift that requires not so much money as changing the way of 

thinking. In this article, we want to share our own experience of introducing the best 

research practices into scientific activities of the N.N. Burdenko National Medical 

Research Center of Neurosurgery (the NSC, former the N.N. Burdenko Neurosurgery 

Institute, Moscow, Russian Federation). 

2. Rationale for best research practice implementation in medical research 

The NSC is a leading neurosurgical institution in the Russian Federation, one of the 

largest neurosurgical facilities in the world. The National Neurosurgery Center has 300 

beds and annually performs up to 10,000 neurosurgical interventions with a 

postoperative mortality rate of less than 0.5%. For 21 years of medical information 

systems operation, the National Center for Neurosurgery has accumulated unique and 

large data archives, mining of which is absolutely justified but not easy. The data 

generation speed in high-tech neurosurgery exceeds the ability to extract knowledge 

from data. Thus, the strategic goals for the development of the NSC research activities 

are: 

� to improve the level of research quality and evidence due to best research 

practices 

� to increase the efficiency of the secondary data use in scientific research 

� to improve data quality being collected in research 

� to increase the likelihood of papers acceptance in high-ranked journals 

� to increase the number of citations 

To achieve these goals, it seems appropriate to influence the complex research 

process at its consecutive stages. 

3. Key research principles we consider 

Below we list the main ideas we concentrated on to improve our research practice. These 

are research planning, biostatistics, data management, reproducible statistical analysis, 
medical writing and project management. All the research principles we enlist follow 

the good clinical practice (GCP) statement, an international ethical and scientific quality 

standard for designing, recording, and reporting research with human subjects 

involvement. We consider sticking to this standard obligatory. That is why we believe 

the experts in medical informatics should invest a certain time to get acquainted with the 

ICH GCP document [4]. 
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3.1. Research planning 

Good research practice starts with resolving ethics and legal issues. Is it legal and moral 

to do a certain study in humans? Does it carry more benefits than risks for patients? Is it 

possible and necessary to protect or insure the participants from unfavorable events 

related to a study? One should answer all these questions before the study starts taking 

into account national and global regulations. 

The technical part of research begins with a well-thought plan written normally in 

the form of a protocol. Writing a rigorous research plan sounds like a well-known 

principle, nevertheless commonly underestimated and even regularly ignored. Writing a 

research protocol could be intently addressed in a series of articles - this is such an 

important principle. It completely determines all subsequent stages of the research 

process and, therefore, the success in achieving the results, the likelihood of publication, 

and any other "return on investment." Planning a study provides an unambiguous goal 

statement, helps minimize common errors and biases in research aim, design choice, 

patient selection, data collection, data analysis, interpretation and presentation of results, 

etc. 

At the NSC we developed a protocol template which includes the following sections: 

� title page with main project identifiers, 

� project team,  

� definitions and abbreviations,  

� project goals and tasks,  

� population with inclusion/exclusion criteria,  

� rationale/background for the study,  

� research design and methodology with project scheme,  

� randomization plan (when necessary),  

� primary and secondary end points,  

� data management plan,  

� statistical analysis plan,  

� case report form (CRF),  

� additional resources,  

� informed consent,  

� investigator commitments,  

� local advisory board approvement,  

� local ethics board approvement,  

� references.  

We consider filling in these sections is necessary to ensure the best research practice 

in the upcoming research procedures as requires by GCP statement.  

Certain mnemonic rules facilitate the start of writing a protocol (such as PICO – 

Patient, Intervention, Comparator, Outcome). We believe in doing the following first 

when planning a project: 

� Summarizing known (via systematic literature search) 

� Defining unknown 

� Asking a proper research question 

� Defining the right research hypothesis 

The goal statement, design, data collection scheme come accordingly to the main 

hypothesis. 
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3.2. Biostatistics 

This principle is overrated and underestimated simultaneously. Medical experts often 

believe that the fact of statistical analysis itself determines the study's success. Yet, 

statistical analysis is secondary to the correct task formulation and the quality of the 

collected data. Biostatistician participates in study planning and writing a research 

protocol, translates the main hypothesis into a formalized version which is testable with 

a statistical approach, chooses research design, defines the set of data to collect, picks up 

the statistical tests, calculates sample sizes to guarantee research power, performs data 

analysis. It is quite clear that without biostatistics, evidence-based medicine has no 

foundation. A biostatistician is a trained specialist a doctor cannot fully replace, even if 

the latter has mastered certain statistical analysis methods. We believe it is important to 

involve such a specialist in a clinical research team. 

3.3. Data management 

Data management is a key process aimed to ensure the unambiguity, completeness, 

security, and reliability of data collection and storage in research. The efficiency and 

quality of the data management are assured with adherence to GCP using clinical data 

management systems (CDMS). At the NSC, a stand-alone version of the CDMS 

REDCap is used as a data management tool in studies planned since 2017 [1,3]. This 

system provides data entry organization in electronic CRF, a unified structure, format, 

integrity, security, availability, verification, and quality control of data, which is 

important for the reproducibility of statistical analysis, information security, and 

multicenter distributed research, final research quality. In fact, the system contributes to 

the implementation of the FAIR principles into clinical research [5]. 

3.4. Reproducible statistical analysis 

The statistical analysis becomes reproducible with code written in programming 

languages. Compared with push-button interface in statistical software, scripts are 

beneficial in reproducibility when typical data analysis must be repeated many times as 

data accumulates. Reporting the analysis procedure in code is another quality control 

tool. At the NSC, we typically use R for common statistical analysis and normally code 

in Python for machine learning projects. 

3.5. Medical writing 

Comments on the quality of scientific English text written by non-native speakers are 

typical from journal reviewers and editors. However, writing a text in proper English is 

only part of the task. Complete and clear reporting of research results is no less important 

for their subsequent correct interpretation. The EQUATOR (Enhancing the QUAlity and 

Transparency Of health Research) Network is an international initiative to improve the 

reliability and value of published health research literature by promoting transparent and 

accurate reporting and wider use of robust reporting guidelines [6]. Nowadays, many 

medical journals require following these guidelines when submitting a manuscript. 

However, we strongly advise adopting them in every research report as a best practice. 
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3.6. Project management 

No task can be accomplished without control and sometimes pushing. Even the most 

well-planned research can come to naught without good management, especially when 

many stakeholders are involved. The "research orchestra" conductor is a project manager 

who understands when different activities must be completed and controls the overall 

movement towards the goal. 

4. The results of best practice implementation 

Shifting towards a new research culture with adherence to the above-mentioned 

principles has influenced the productivity of scientific research in our Center in recent 

years. Since 2017, data for almost 60 scientific projects have been managed in REDCap. 

Since 2018, research protocols are developed for almost all new projects. Although this 

research paradigm is instilled gradually and not all principles are well perceived by 

medical experts, the percentage of publications in the international peer-reviewed 

scientific journals has increased from 7% (8 of 111) to 27% (60 of 222), with an overall 

gain in the number of scientific articles by 2 times since 2014. 

5. Conclusion 

High-quality research, regardless of its objects and subjects, can be ensured by adhering 

to a set of principles and engaging a multidisciplinary team with dedicated competencies 

in research planning, data collection and analysis, and project management. We believe 

it is important that medical informatics professionals equally to medical experts involved 

in clinical research are familiar with these principles. 

Our work was supported by Russian Foundation for Basic Research (grant 18-29-
01052). 
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Abstract. Hip arthroplasty represents a large proportion of orthopaedic activity, 
constantly increasing. Automating monitoring from clinical data warehouses is an 

opportunity to dynamically monitor devices and patient outcomes allowing 

improve clinical practices. Our objective was to assess quantitative and qualitative 
concordance between claim data and device supply data in order to create an e-

cohort of patients undergoing a hip replacement. 

We performed a single-centre cohort pilot study, from one clinical data warehouse 
of a French University Hospital, from January 1, 2010 to December 31, 2019. We 

included all adult patients undergoing a hip arthroplasty, and with at least one hip 

medical device provided. Patients younger than 18 years or opposed to the reuse of 
their data were excluded from the analysis. Our primary outcome was the 

percentage of hospital stays with both hip arthroplasty and hip device provided. 

The patient and stay characteristics assessed in this study were: age, sex, length of 
stay, surgery procedure (replacement, repositioning, change, or reconstruction), 

medical motif for surgery (osteoarthritis, fracture, cancer, infection, or other) and 

device provided (head, stem, shell, or other). 
We found 3,380 stays and 2,934 patients, 96.4% of them had both a hip surgery 

procedure and a hip device provided. These data from different sources are close 

enough to be integrated in a common clinical data warehouse. 

Keywords: Data Warehousing; Data Management; Arthroplasty, Replacement, 

Hip; Equipment Safety 

1. Introduction 

The number of Total Hip Arthroplasty (THA) is constantly increasing in France [1]. 

With the reinforcement of the European regulatory constraints, there is a need to 

improve follow-up of patients with hip prostheses with an efficient post-marketing 

surveillance [2]. Complications are rare but have important consequences on the 

patients' quality of life (surgical site infection, deep vein thrombosis, dislocation). 
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In France, there is no national cohort of hip replacement patients of sufficient 

quality to be reused for surveillance purposes [3]. This lack of data makes it difficult to 

combine clinical information on patients and technical data on devices to identify the 

determinants of rare and/or delayed but severe complications such as surgical site 

infection or luxation. Moreover, the classic manual constitution of a cohort is a long 

expensive process requiring a high workload for the teams. Moreover, a dynamic link 

between patients and outcomes could allow real-time updated surveillance [4–6]. 

The digitization of medical records and health examinations represents now a 

large re-usable data sources to monitor adverse event. These digital data could be 

stored following FAIR principles, in clinical data warehouses in order to provide a 

technical, regulatory, interoperability and security framework adapted [7,8]. The use of 

our data warehouses already makes it possible to track drug complications and it seems 

necessary to study the possibility of tracking complications after an joint replacement 

[9,10]. Since the 2007 regulation, the references of implanted medical devices are listed 

and linked to the identification of the patient for device safety purposes [11]. Our 

hypothesis was that the device data were comprehensive and of sufficient quality to 

track the different components of a hip device to monitor adverse event through a 

clinical data warehouse. 

Our objective was to assess quantitative and qualitative concordance between 

claim data and device supply data in order to integrate them into a data warehouse. 

2. Method 

We performed a single-centre pilot cohort study between January 1, 2010 and 

December 31, 2019, using the clinical data warehouse of one University Hospital using 

a large data warehouse software eHOP [12]. We included all patients’ stays of hip 

arthroplasty procedure or with at least one hip medical device provided. Patients 

younger than 18 years or opposed to the reuse of their data were excluded from the 

analysis. 

The coverage obtained by hospital stays from matching two different sources was 

assessed: the surgical procedure data came from claim data (hospital discharge 

database PMSI), completed with a French version of the Current procedural 

terminology (CPT) and the medical device data came from the pharmacy supply 

software. The consistency of using inclusion criteria from different sources was 

measured by identifying the percentage of hospital stays having both a hip replacement 

procedure and a hip device provided. 

A descriptive analysis of the main characteristics was performed: age, sex, length 

of stay, surgery act (replacement, repositioning, change, or reconstruction), surgery 

motif (arthrosis, fracture, cancer, infection, osteonecrosis or other main diagnosis) and 

device provided (head, stem, shell, or other) following Giori et al [6]. This descriptive 

analysis specifically specified the source of each of these data and missing data. 

In order to know in which medical and surgical situation we were able to obtain 

each component, we crossed the hospital stays according to the main cause of surgery 

and the presence of a head, a stem and a shell device. In the same way we crossed the 

type of surgical procedure and the presence of a head, a stem and a shell device to 

evaluate the completeness according to the type of surgical procedure. 
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3. Results 

 
Figure 1. Flow chart 

Table 1. Main characteristics of the population 

Features Descriptive Data Source of Data 
Stays (N = 3,880)   

Age (mean (sd)) 71.3 (13.8) Hospital discharge database 

Sex    

- Female (%) 1,910 (43.5%)  

- Male (%) 1,470 (56.5%)  

Length of stay (mean (sd)) 10.3 (10.5)  

Surgery procedure  Claim data French CPT 

- Replacement (%) 2,642 (78.2%) (Common procedure terminology) 
- Change (%) 475 (14.1%)  

- Reconstruction (%) 86 (1.7%)  

- Repositioning (%) 57 (1.7%)  
- Missing value (%)  120 (3.5%)  

Cause of surgery  Claim data ICD-10 

- Arthrosis (%) 1,864 (55.1%)  
- Fracture (%) 875 (25.9%)  

- Infection (%) 153 (4.5%)  

- Cancer (%) 85 (2.5%)  
- Osteonecrosis (%) 58 (1.7%)  

- Other (%) 327 (9.7%)  

- Missing value (%) 18 (<1%)  

Device (N = 11,974)  Device supply data 

- Femoral Head (%) 3,444 (28.8%)  

- Femoral Stem (%) 3,055 (25.5%)  
- Acetabular Cup (%) 4,952 (41.3%)  

- Others (%) 523 (4.4%)  
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Over the study period, 3,407 hospital stays corresponded to a hip replacement; of 

which 3,309 have a medical / surgical procedure and 3,400 have a medical device 

provided. Moreover, 27 stays were excluded because they were under 18 years old or 

opposed to the data reuse. We obtained 3,380 hospital stays, including 11,974 hip 

devices implanted. 

The coverage between the medical / surgical procedure and the device supply data 

was 96.4%. Among the 3,380 hospital stays, 120 (3.6%) stays without hip surgery 

procedure were found. 

The mean age of the patients was 71.3 years old years with 56.5% women and 

43.5% men. The mean length of stay was 10.3 days. 55.1% of the stays were for hip 

arthrosis and 25.9% for femoral neck fracture (table 1). 

Table 2. Presence of hip devices according to the main cause of surgery. 

Arthrosis Fracture Infection Cancer Osteonecrosis Others 
N 1,864 875 153 85 58 327 

Device       

   Head (%) 1,843 (98.9%) 871 (99.5%) 150 (98%) 84 (98.8%) 58 (100%) 293 (89.6%) 

   Stem (%) 1,801 (96.6%) 851 (97.3%) 84 (54.9%) 32 (37.6%) 56 (96.6%) 168 (51.4%) 
   Shell (%) 1,844 (98.9%) 864 (98.7%) 143 (93.5%) 80 (94.1%) 58 (100%) 299 (91.4%) 

Table 3. Presence of hip devices according to the surgical procedure. 

Replacement Change Reconstruction Repositioning 
N 2,642 475 86 57 

Device     

   Head (%) 2,633 (99.7%) 428 (90.1%) 85 (98.8%) 56 (98.2%) 
   Stem (%) 2,608 (98.7%) 263 (55.4%) 47 (54.7%) 49 (86%) 

   Shell (%) 2,632 (99.6%) 425 (89.5%) 84 (97.7%) 57 (100%) 

 

Over 90% of the hospital stays had a femoral head and shell references. The 

presence of femoral stems was more inconstant, especially in procedures performed for 

surgical site infections or cancer. Similarly, we found device references in over 98% of 

joint replacement procedures. In more complex procedures such as prosthesis change, 

reconstruction and repositioning the references were found in 50 to 100% of the cases 

(table 2-3). 

4. Discussion 

With 96.4% coverage, we obtained close data between the hospital stays obtained by 

medical-surgical procedures and those obtained by medical devices. The devices were 

found for more than 90% of the heads and shells and almost entirely for the most 

common clinical cases such as joint replacement in first intention for osteoarthritis. 

In the case of change or repositioning surgery, the prosthesis stems were not 

systematically replaced and the procedure might concern only the head and the 

acetabulum, which might explain the procedures without stem. In the reconstructive 

surgery scenario, devices data included batch devices, but did not include custom 

prostheses, which may explain the missing stem devices in some femoral cancer 

reconstruction. 

These results are obtained from a single centre, but these data might also be close 

in other centres because claims data are collected in the same way for all French 

healthcare facilities and device data are subject to the same traceability regulations in 

France. The data obtained are subject to the usual bias of information, when handling 
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the hospital discharge database, and in the same way the device supply data the errors 

of information are ever possible. The number of medical records with missing device 

data was reasonable to be manually reviewed and corresponded to case-by-case 

situations, either due to data input errors or surgery where one of the pieces was 

actually not dispensed. The data reuse of medical device dispensed for a post-

marketing surveillance and epidemiological purposes seemed possible. 

The reliability of these data seemed high enough to be integrated in our clinical 

data warehouse. Among the next challenges, the organization of devices according to a 

common thesaurus seems complex considering the heterogeneous characteristics of 

medical devices and the lack of international common thesaurus. 
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Abstract. To handle genomic information while supporting FAIR principles, we 
present GIPAMS, a modular architecture. GIPAMS provides security and privacy 

to manage genomic information by means of several independent services and 
modules that interact among them in an orchestrated way. The paper analyzes how 

some security and privacy aspects of the FAIRification process are covered by the 

GIPAMS platform.  
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1. Introduction 

Genomic information can be represented using different formats, depending on: kind of 

information stored (raw, aligned, unaligned, processed in some way, etc.), compressed 

or not, lossy or lossless, binarized or not, etc. In fact, the format to choose is very much 

related to the purpose and environment of its use. 

In this context, it is also important to take into account that genomic information 

usually has associated metadata, which can be expressed using XML (eXtensible Markup 

Language), as in [1],[2], or directly in other formats [3], and can be stored inside [4], or 

outside the files containing the genomic information they describe (or apply to) [1],[2]. 

This metadata may describe the information contained in a genomic file, information 

about the tools or commands used in the processing pipeline, information about what is 

being studied (medical condition, patient, etc.) or information about security techniques 

used to protect the genomic information. Furthermore, it might include rules to control 

the access to the information [4]. 

Due to the specific characteristics of human genome information, which uniquely 

identifies a person and her relatives, it is very important to keep it safe, applying security 

and access control measures. But this may be difficult to achieve when few genomic 

information is available, since re-identifying data might be a real risk. On the other hand, 

Findable, Accessible, Interoperable and Reusable (FAIR) principles [5] are a desirable 

feature for research data, including genomic data.  

Once we have the information, then we need the tools to handle it. Again, there are 

different approaches for this. We have designed a modular architecture, GIPAMS 

(Genomic Information Protection And Management System), where different 
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functionalities are provided by independent services interacting between them. As 

indicated in the acronym, security and privacy are key aspects in the design of the 

platform. Another key aspect is to provide the mentioned FAIR principles. We had 

previously analyzed security and privacy in the context of FAIR [6] and, in this paper, 

we use some of those results to validate, from a security point of view, that GIPAMS 

provides FAIR principles. 

In the rest of the paper, we describe our platform architecture and we point out how 

we provide protection for genomic information while applying FAIR principles.  

2. Methods - Platform Architecture 

The architecture of the developed platform is an evolution of our original Multimedia 

Information Protection And Management System, MIPAMS [7]. As it now deals with 

genomic information, we have called it Genomic Information Protection And 

Management System, GIPAMS. [8] describes its implementation details. GIPAMS 

structure is depicted in Figure 1. The different modules are briefly described next: 

● User Application: Access point to the whole system. It sends all requests to the 

Workflow Manager, which redirects to the corresponding module. An access 

token is required, which is provided by the Authentication Service.  

● Workflow Manager: Intermediate module that acts as a unique entry point to 

the system to facilitate interactions with the other modules and making them 

transparent to the final user. Before redirecting an operation coming from the 

User Application, it checks if this operation is authorized using the information 

inside the access token. 

● Authentication Service: User identification server, which uses OAuth 2.0 [9] 

and JSON Web Tokens [10]. 

● Genomic Content Service: Deals with genomic archive management, both in 

reading and writing operations. 

● Authorization Service: Validates authorization rules. It mainly receives requests 

from the Workflow Manager responding to user actions, but other modules may 

also interact with it. 

● Search Service: Performs searches over genomic information. 

● Policy Service: Creates authorization rules, which are organized into policies. 

● Protection Service: Creates metadata representing protection information 

associated to genomic information and also applies the defined mechanisms 

(i.e. encryption, signature, etc.) to the information. 

● Report / Track Service: Deals with the reporting of operations done in the 

system, especially those not authorized. It helps in keeping track of illegal / 

unusual operations that may indicate an attempt to attack the system.  

● Certification Authority: This is not a real module of the system, but something 

required for its proper functioning. 

It is worth noting that this architecture is independent of the kind of information it 

handles. As indicated, we started with audiovisual information, but we also used it for 

other types of health information [11].  
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Figure 1. GIPAMS Architecture. 

3. Results - FAIR principles in GIPAMS 

In order to identify how GIPAMS supports the FAIR principles, we start from the ideas 

presented in [6], where we analyzed how FAIR principles could be applied to genomic 

information considering privacy and security. In particular, we discussed in detail steps 

3 (“Data de-identification/anonymization”) and 6 (“License attribution”) of the 

FAIRification process described in [12]. In the work we are presenting here, however, 

we focus on step 6, so we consider “license attribution” as the driving concept to analyze 

how our system GIPAMS is FAIR without losing privacy and security. 

Specifically, with respect to license attribution, in [6] we tried to answer to the 

following four questions: 1) How to express the licenses, 2) How to protect them and 

guarantee their provenance, 3) How to evaluate their authorization, and 4) How to 

enforce what they are controlling. The rest of the section provides a first answer to these 

questions in the context of GIPAMS. 

3.1 Expression of licenses 

The response to this first question is to use a formal language to facilitate interoperability 

(the I of FAIR). Rules formally expressed clearly define how to access the information 

(the A of FAIR). One possibility for the expression of these licenses is to use the 

eXtensible Access Control Markup Language (XACML) [13] and this is what we have 

implemented in the Policy Service. XACML allows to express the rules that control who, 

how and when may access specific genomic information, be it data or metadata. The 

expression language has an associated mechanism to evaluate the rules, based on 

standardized requests. In particular, the Policy Service allows the creation of rules, while 

their evaluation takes place in the Authorization Service.  
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3.2 Protection of provenance of licenses 

The answer to the second question is also implemented in the Policy Service, as the 

policies and rules created can be protected against modification using XML Signature. 

Furthermore, this allows to know the origin of the license. This is an extra feature, 

normally not available in current standards, that we have provided for this service. From 

a FAIR point of view, this provides support to the A and even to the I, as before, but also, 

partially, helps in making information Reusable (the R), since we are confident in its 

origin and lack of modification.  

3.3 Authorization upon licenses 

As introduced in 3.1, the third question is answered in the Authorization Service, which 

uses the mechanisms defined in XACML [13]. “XACML Requests” including different 

attributes like subject, object, action or time conditions have to be defined to check if 

they fulfill any of the XACML rules stored in the GIPAMS’ Policy Service. The request 

and the rule are related to an object, which can be any part of the genomic information, 

including metadata. Again, the A and I from FAIR are supported here. 

3.4 Enforcement with licenses 

The response to this last question is the GIPAMS platform itself. If the requested action 

is not authorized, the requested information (which is encrypted for its protection and 

stored in the Genomic Content Service) will not be provided. It is also possible to keep 

track of the actions performed in the system by means of the Reporting Module. In this 

context, it is worth mentioning the Search Service, that would add Findability (F) to the 

other three FAIR concepts. Although this is not explicit for security, it is however 

relevant for FAIR. 

4. Discussion 

We have analyzed a specific aspect of security and FAIR principles (license attribution). 

Solving the 4 questions raised in section 3 mainly allows to guarantee Accessibility to 

the genomic information, for the authorized people in the authorized circumstances. 

Furthermore, GIPAMS also provides Interoperability, since it uses standards for 

expressing and validating licenses / access rules / policies. Reusability is indirectly 

provided, as mentioned in 3.2. Finally, Findability is a core part of the platform. 

Several GIPAMS’ modules provide this FAIR support, as described in section 3, as 

Policy, Authorization, Genome Content, Reporting and Search modules. In any case, it 

is the complete platform who supports the license attribution features. 

Another important aspect of a system like GIPAMS is that we might have other 

“xIPAMS" platforms by providing specific Content services. In other words, our 

architecture is independent of the kind of content, since we might include different 

specific Content services. In GIPAMS, we have a Genomic Content service, while in 

MIPAMS we have a Multimedia Content service. As indicated at the end of section 2, 

the architecture could be used for other types of health information, as we described in 

[11]. This means that the provision of security and privacy on one hand, and FAIR 
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principles on the other, is not only valid for genomic information, but also for other 

eHealth information. This is also very useful when trying to integrate genomic 

information with current health records. 

5. Conclusions 

 A modular and distributed approach for the management of genomic information 

facilitates following the FAIR principles. This is accomplished with our Genomic 

Information Protection And Management System (GIPAMS). We have analyzed how 

GIPAMS supports the FAIR (Findable, Accessible, Interoperable and Reusable) 

principles from a security and privacy point of view. We have started from previous work 

and reached the expected conclusions. Our focus has been on licenses to control the 

access to information. Some identified GIPAMS’ modules, and the complete platform in 

general, mainly support the Accessibility and Interoperability FAIR principles, but we 

may also consider the other two. 

On the other hand, it is worth noting that, although GIPAMS is intended for the 

handling of genomic information, other “xIPAMS” platforms may provide services over 

other eHealth content. Some of our future work concentrates in designing and developing 

different xIPAMS platforms that would support integration of genomic and other health 

information, guaranteeing security and privacy and supporting all FAIR principles. We 

also plan to apply this to a real clinical environment in a new project in Spain. 
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Abstract. The important information about a patient is often stored in a free-form 
text to describe the events in the patient's medical history. In this work, we propose 

and evaluate a hybrid approach based on rules and syntactical analysis to normalise 

temporal expressions and assess uncertainty depending on the remoteness of the 
event. A dataset of 500 sentences was manually labelled to measure the accuracy. 

On this dataset, the accuracy of extracting temporal expressions is 95,5%, and the 

accuracy of normalization is 94%. The event extraction accuracy is 74.80%. The 
essential advantage of this work is the implementation of the considered approach 

for the non-English language where NLP tools are limited.  
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Extraction of temporal expressions from electronic health records (EHR) helps restore 

the chronology of the patient's diseases and order all his/her events on a timeline. 

Extracted temporal expressions and their events make data more findable, interoperable, 

and reusable according to FAIR principles [1]. There have been four competitions for 

the extraction of temporary structures in clinical texts [2]. However, most methods and 

approaches are not applicable for clinical texts in Russian because of the lack of labelled 

corpora [3]. Previously we developed an unsupervised approach to extract sentences with 

explicit temporal expressions but that approach has its drawbacks: imprecise retrievable 

constructions and difficulty in assessing obtained results [4]. 

Firstly, it is necessary to implement the extraction of temporal expressions (TEs) 

from sentences using rule-based methods. These TEs should be normalized to a single 

format (YYYY-MM-DD). Secondly, sentences with TEs should be parsed the syntactical 

parsers. Thirdly, we need to find a path from the defined TE to the right event in the 

syntactic tree. The algorithm to extract events is shown in Figure 1a. We compare common 

syntactic parsers for Russian and choose DeepPavlov because of its regular updates and 

detailed documentation. In this implementation, we use Spacy for writing rules because it 

shows a higher processing speed (35 sentences per sec upon 7 sentences per sec in Yargy). 

We develop 260 rules for TEs detection in Russian. For normalization, we used ready-

made Python libraries dateparser and rutimeparser. 
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                                  (a)                                                                        (b) 

Figure 1. Methods and results: (a) the algorithm for events extraction from a syntactic tree, and (b) 

logarithmic uncertainty for retrieved events. 

The Cardiology Research Institute (Tomsk, Russia) provides anonymized EHRs, 

consisting of events and patient information. The Research Institute dataset includes 7777 

sentences with temporal expressions (7277 and 500 for train and test sets). On the manually 

labelled test dataset, the accuracy of extracting TEs is 95.5%, the accuracy of normalization 

is 94%, and the events extraction accuracy is 74.8%. 

We apply a trapezoidal membership function with a remoteness parameter to assess 

the uncertainty of extracted events. Figure 1(b) shows the uncertainty (log-log scale) for 

6344 events. As can be seen, events of one category (known day, only month or year) 

form distinct line patterns. These lines bend as the age ratio increases linearly. Event 

uncertainty shows how reliable can be extracted events. Uncertainty scores can be used 

to build more accurate models as an additional feature. 

In this paper, we propose an approach for extracting temporal structures and events in 

the absence of labelled data corpora for medical texts. With proper syntactic parsers, the 

models can be implemented for any other language. As the approach is focused on working 

without a labelled corpus, we believe it could find broader application in other languages 

with a lack of available public corpora and NLP tools in the medical domain.  
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Abstract. The One Digital Health framework aims at transforming future health 
ecosystems and guiding the implementation of a digital technologies-based systemic 

approach to caring for humans’ and animals’ health in a managed surrounding 

environment. To integrate and to use the data generated by the ODH data sources, 
“FAIRness” stands as a prerequisite for proper data management and stewardship. 
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1. Introduction 

The One Digital Health (ODH) [1] framework allows the analysis of the digital health 

ecosystem components through different perspectives focusing on how technologies 

may support healthcare and well-being activities. An ODH intervention can support the 

management of such a web (i.e., human, animal, and environmental) of digital 

interconnections. To integrate and to use the data generated by the ODH data sources, 

“FAIRness” stands as a prerequisite for proper data management and stewardship [2,3]: 

the FAIR Principles provide guidelines for the publication of those digital resources (or 

digitalities) whose combination and implementations set up the shape of an ODH 

intervention, for making them Findable, Accessible, Interoperable, and Reusable [2,3]. 

Besides the existing FAIRness metrics, new ones need therefore to be developed within 

new contexts such as ODH. How does the ODH framework support FAIR? 

2. Materials and Methods 

The ODH “Steering Wheel” is built around 2 keys (One Health, Digital Health), 3 

perspectives (individual health and well-being, population and society,  ecosystem), and 

5 dimensions (citizens’ engagement, education, environment, human and veterinary 

health care, Healthcare Industry 4.0) [1]. The digital technologies (digital-ities) to be 

singled out and analyzed within the ODH dimensions prism aim to: increase animal 

welfare and account for “how” humans affect animals’ lives, health, and interactions; 

relate to how technology has been embedded in human experiences and activities; aim 

to support the management and governance of the complex interactions between humans, 
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animals, and their ecosystems. FAIR spotlights the capacity of computational systems to 

find, access, interoperate and reuse data with a minimum of human interventions, due to 

the increasing volume, velocity, and variability of data. This means that, to get to an 

optimal ODH-ness (i.e. an effective supply of an ODH intervention), each investigated 

digitality involved is globally evaluated, also in terms of its FAIRness with adapted 

metrics.  

3. Results 

The developing ODH-ness compliance analysis assessment comprises a FAIRness 

evaluation management component. The design and deployment of an ODH intervention 

imply for data to be: Findable because the digitalities involved are part of the study and 

collection of all the data related to the interconnection between systems’ needs; 

Accessible via standardized protocols, to leverage the available common substrates of 

data, information, and knowledge stemming from digital biodiversity; Interoperable as a 

consequence of the awareness to establish an ecosystem capable of seamless, secure 

health data exchange and processing, to deal with the shared risks between animal and 

human populations; Reusable to allow a systematic, continuous, and intelligent 

integration of big, smart, and multidimensional data to be exchanged by the digitalities 

involved. 

4. Discussion and Conclusion 

Despite the efforts performed to deploy Open Science data stewardship, the 

comprehensive view that the ODH framework can provide is still lacking. ODH requires 

adopting new kinds of data environments, technologies, and standards. The COVID-19 

pandemic has forced people to dwell on the close relationships among the environment, 

animals, and humans. Initiatives as the FAIR4Health project encouraged the health 

research community to FAIRify, share, and reuse their datasets derived from publicly-

funded research initiatives [4]. The ODH is FAIR. ODH pillars are the availability 

(findability, accessibility) of human, animal, and environmental data allowing a unified 

understanding of complex interactions (interoperability) over time (reusability). It is 

therefore a prolific landscape that joins FAIR for global health as an interdisciplinary 

and unifying layer by developing “fair” ODH interventions.  
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1. Introduction 

The growth in the public health sector in Sub-Saharan Africa has been supported by the 

implementation of various Health Information Systems  [1]. The implementation of the 

FAIR data principles is advocated as an important cornerstone in research data 

management [2]. However, the implementation requires a comprehensive understanding 

of the already existing infrastructure and the demands of the implementing communities 

[3]. The Virus Outbreak Data Network (VODAN) project aims to integrate FAIRified 

data on the SARS CoV-2 virus in Sub-Saharan Africa (SSA) countries [4,5]. FAIR data 

principles are better implemented in Europe than in Africa, where there is hardly 

implementation at all [4]. Undefined data ownership in Africa is among the obstacles to 

comprehensive data stewardship during the COVID-19 pandemic [6]. This work 

explores the documented guidance authored by the governmental authorities in Kenya 

from 2006 to 2019 to direct the health and ICT sectors. We review the existent 

background regarding the policies, Acts, national strategies and national guidelines that 

may influence the uptake of the FAIR data principles in Kenya and further enable a FAIR 

digital data health infrastructure in Africa for reporting and research. The results serve 

to inform on the feasibility of FAIR implementaion within a framework of national 

relevance. 

2. Methods 

We conducted a qualitative cross-sectional study on 14 documents authored by the 

national authorities in Kenya from 2006 to 2019 to direct the health and ICT sectors.  
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Here we measure the convergence between the FAIR data principles and the existing 

regulatory frameworks in Kenya's health data stewardship sector. We examined the 

document collection with respect to explicit mentions of the FAIR data principles. If no 

mention of FAIR had been found, the documents were further examined to determine 

direct mentions of the 15 FAIR data facets or of concepts representing them [4]. Our 

investigation is based on the “FAIR Equivalency” index, which indicates the degree of 

agreement between Kenya’s national regulatory situation and the FAIR principles [6]. 

3. Results and Discussion  

Our analysis shows that the FAIR data principles are not explicitly mentioned, but the 

underlying equivalent concepts are indeed covered. The overall FAIR equivalence score 

is 43,79 % (Table 1). The scores per document show a great variation from 0 (0%) to 14 

(93.3%). The analysis shows that the leadership is yet to make any provisions for the 

introduction and implementation of the FAIR data principles. However, the need for 

interoperability among heterogenous systems, has been comprehensively described. 

Table 1. FAIR equivalence score for 14 documents with respect to the 15 facets of the FAIR data principles 

FAIR data Principle (n=15) Expected EQ max score FAIR EQ score (%) 
Findable (4) 56  27 (48.2)  

Accessible (4) 56  27 (48.2)  

Interoperable (3) 42  20 (47.6)  
Reusable (4) 56  18 (28.52)  

Total score  210  92 (43.79)  

4. Conclusion 

Our evaluation reveals that there is no explicit uptake of the FAIR data principles in the 

health domain in Kenya. However, the equivalent of the FAIR concepts exists under a 

different name. We recommend that the leadership be offered a detailed introduction to 

the FAIR data principles and the steps necessary to FAIRify health data. 
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Abstract. Generating evidence based on real-world data is gaining importance in 
research not least since the COVID-19 pandemic. The Common Data Model of 

Observational Medical Outcomes Partnership (OMOP) is a research infrastructure 

that implements FAIR principles. Although the transfer of German claim data to 
OMOP is already implemented, drug data is an open issue. This paper provides a 

concept to prepare electronic health record (EHR) drug data for the transfer to 

OMOP based on requirements analysis and descriptive statistics for profiling EHR 
data developed by an interdisciplinary team and also covers data quality issues. The 

concept not only ensures FAIR principles for research, but provides the foundation 

for German drug data to OMOP transfer. 

Keywords. EHR, data quality, drug administration, OHDSI, OMOP, FAIR 

1. Introduction 

The pandemic of coronavirus disease 2019 (COVID-19) has shown the need of 

standardized and reproducible research data, especially regarding drug administration, 

as observational studies are important to gain evidence, learn on real-word data and 

improve the COVID-19 patient treatment and their effects in the future [1]. However, 

those studies highly depend on the level of data quality, interoperability and 

reproducibility, even more if they are proceeded in a multi-centric environment [2]. 

The Observational Medical Outcomes Partnership (OMOP) Common Data Model 

(CDM) developed by the Observational Health Data Sciences and Informatics (OHDSI) 

is one option to foster reliability of retrospective, observational studies on real-world 

data [3] and compared to other CDMs, e.g. i2b2, PROCNet it best supports those studies 

[4]. OMOP comes with standardized vocabularies and terminologies, methods for data 

analyses and data quality checks while ensuring FAIR principles [5,6]. However, the 

main prerequisite to take advantage of OMOP and corresponding tools is the storage of 

patient electronic healthcare record (EHR) data in an OMOP conformed way. Although 

this is already tackled (for a nationally consolidated core data set) by the MIRACUM 

project [7] of the German Medical Informatics Initiative, drug data is still an open issue. 

Mainly because of the fact that drug administration is often documented in a non-
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standardized way and using unstructured data. Therefore this paper aims to provide a 

concept on data preparation for EHR drug data which is documented during in-patient 

visits at a German university hospital to be used in the OMOP for research in order to 

increase FAIR data principles for observational research on real-world data. 

2. Methods 

To move from heterogenous and proprietary EHR data to OMOP that aligns to the FAIR 

principles [5], we developed a target oriented concept based on medical expertise and an 

EHR as well as an OMOP analysis (Figure 1). Working with EHR data in research 

requires a deep understanding of the original data (e.g data origin, data completeness, 

data correctness, data structure) and the given target environment for research [2]. Thus 

we built a multidisciplinary team of data and computer scientists as well as pharmacists. 

 

 

Figure 1. Methodology to derive a concept 

 

A requirements analysis was done to determine the data elements and 

terminologies necessary to work with drugs in OMOP and to run OHDSI network studies. 

The analysis was done by [1] identifying relevant OMOP tables and data elements and 

[2] reviewing existing OHDSI network studies. Task (1) was done based on OMOP 

version 5.3.1 since this is the latest version supported by the current available OHDSI 

software stack. Task (2) was done for 29 OHDSI network studies [8] identified by 

Reinecke [9] in a Scoping Review. We checked the study protocols for those publications 

and determined if drug data was relevant and whether the drug dose information was 

required to answer the research question. The accessibility of EHR drug administration 

data in the corresponding IT system was analyzed in general and in comparison to the 

identified requirements. Access to drug documentation for intensive care was restricted 

and therefore excluded, additionally this study is limited to drug products registered by 

the German Federal Institute for Drugs and Medical Devices (BfArM) in a drug 

catalogue. A data profiling by quantitative checks of the drug prescription data element 

dose unit was done for all in-patient cases (approx. 55000) in the year 2020, for example 

we determined the quantitative ratio between free-text usage and drug catalogue 

reference in the drug administration data element drug name. Additionally a quantitative 

analysis of the dose unit values of the drug prescription data was done. Based on the 

results of the above methods a concept of an iterative process to convert EHR drug data 

into the OMOP was developed, which includes repetitive discussions with pharmacists 

(see Figure 3).  
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3. Results 

The requirements analysis was limited to the OMOP drug_exposure table. The OMOP 

drug_strength table does not contain clinical data but drug concept information with dose 

and unit of drug ingredients, components and procucts that supports the standardization 

for drug utilization analysis. Table 1 shows a minimum list of required data elements in 

the OMOP table drug_exposure. The OMOP table column quantity was included, 

although it is not required by the CDM conventions, but we identified this information 

as required to conduct studies that need the drug dose information to answer the research 

question. 

 

Table 1. Minimum list of required data elements in the OMOP table drug_exposure 

drug_exposure  description EHR availability 
drug_exposure_id unique key in the table yes 

person_id reference to the patient identifier in the person table yes 

drug_concept_id standard concept of domain drug 
only drug names 
(catalogue/free-text) 

drug_exposure_start_date determines the start date of a drug exposure yes 

drug_exposure_end_date determines the end date of a drug exposure yes 

drug_type_concept_id 
specifies the type of a drug concept (e.g. EHR 

medication list, EHR prescription) 
yes 

quantity 

based on dose form it refers to 

- The amount of tablets for clinical drugs with a 

fixed dose form 
- The amount of ingredient for divisible, liquid 

dose forms like injections 

yes 

 

The review of the studies identified 23 of 29 studies requiring drug data. Most of 

them used drug data based on RxNorm ingredient level, with no drug dose information. 

Only 2 studies were taking dose information into account for research. The analysis of 

the EHR drug data determined the availability of the identified and required data 

elements in the EHR system as shown in Table 1. The drug_concept_id is not available 

in the EHR system. Rather the drug name exists in the EHR system either as drug 

catalogue entry identifier or free-text information. The BfArM drug catalogue includes 

ingredient with ATC codes of active ingredients for each catalogue entry. Figure 2 

visualizes the distribution of drug catalogue entries and free-text information. 59.50% of 

the drug prescription have a reference to the catalogue with ATC code and dose 

information. The other 40.50% have free-text only. Figure 3 shows the iterative process 

to prepare the EHR drug data to facilitate research based on OMOP. The data clean-up 

has to be done for free-text drug data by an appropriate domain expert. First computer 

scientists develop algorithm to extract ATC codes, dose and unit information from the 

free-text. Second the results get evaluated by pharmacists. The data clean-up is not 

needed for EHR data comprising drug catalogue entries. The concept mapping consists 

of step 3 and 4, where first the ATC concept gets mapped to the RxNorm ingredient 

concepts and second the RxNorm ingredient concept and the dose information has to be 

mapped to the RxNorm drug component. In step 5 the prepared drug data is moved to 

the OMOP database by an ETL job. Finally a data quality assessment using the OHDSI 

data quality dashboard [10] will be done. The results of the data quality assessment will 

be used to improve the previous steps if needed in the next iteration. 
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Figure 2. Availability of drug data in the EHR system 

 

Figure 3. Concept drug data transfer from EHR system to OMOP, ensuring data quality (Kahn et. al.) 

4. Discussion 

The concept for transforming real-world drug data to OMOP works towards the 

standardization and interoperability of data as well as the reproducibility of studies while 

ensuring data quality. In particular the extraction of ATC codes, dose and unit 

information from free-text is promising regarding the step towards applying FAIR 

principles for in-patient care data. With the continuous result evaluation by domain 

experts we ensure correctness of the original data and its meaning. The steps from ATC 

concept to RxNorm drug components further increase the standardization and thus the 

semantic interoperability. The subsequent implementation of the ETL processes enables 

research based on OMOP. Although ETL processes on German EHR data already exist 

[11], our approach extends the limitation on claim data to support drug data and thus is 

crucial to participate in observational research on OMOP in the future. It is essential for 

the introduction of the OHDSI Data Quality Dashboard to check for completeness, 

conformity and plausibility [12] of data in OMOP. Our concept is limited to EHR drug 

data prescription during a hospital stay. Integrating Intensive care unit (ICU) data needs 

further investigation since drugs get often applied continuously with a changing dose 

rates over time that rises new challenges in terms of dose calculations and conversion to 

OMOP. Drug history data is often part of free-text medical history records and requires 

implementation of NLP algorithm. In a first proof of concept the data clean-up has been 

applied to a small data set for a very specific clinical research question. In a next step, 

the concept will be applied systematically to all available EHR drug data for evaluation 

and quality assessment and to provide feedback on overall EHR drug data quality back 

to the patient care teams. 
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5. Conclusions 

This paper provides a concept that closes the gap between EHR drug data and the 

requirements given by the common data model OMOP that focuses on improving the 

FAIRness of real-world data for research. It builds the foundation on converting German 

drug data to international standardized research environments and is an important step to 

enable German research groups to participate in studies in the OHDSI community.  
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Beyond the FAIRness of COVID-19 Data: 

What about Quality? 
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Abstract. Different datasets have been deployed at national level to share data on 
COVID-19 already at the beginning of the epidemic spread in early 2020. They 

distribute daily updated information aggregated at local, gender and age levels. To 

facilitate the reuse of such data, FAIR principles should be applied to optimally 
find, access, understand and exchange them, to define intra- and inter-country 

analyses for different purposes, such as statistical. However, another aspect to be 

considered when analyzing these datasets is data quality. In this paper we link 
these two perspectives to analyze to what extent datasets published by national 

institutions to monitor diffusion of COVID-19 are reusable for scientific purposes, 

such as tracing the spread of the virus.  

Keywords. FAIR, data quality, COVID-19, institutional datasets, data reusability  

1. Introduction 

Already from the beginning of the COVID-19 pandemic in March 2020 national and 

international authorities started to develop and update datasets to provide data to 

researchers, journalists, health care providers as well as public opinion. This data 

became one of the most important sources of information, commonly daily updated, to 

be analysed by scientists to investigate this epidemic period. Data is examined by the 

research community not only to monitor the COVID-19 diffusion across countries and 

localities for research purposes, but also to gain insights and propose better 

containment measures and policies. To facilitate the comparability and reuse of this 

data, one of the first target is to make these datasets compliant with the FAIR 

(Findability, Accessibility, Interoperability, and Reusability) principles [1]. These 

principles are gaining consensus within scientific communities, with different 

initiatives carried out in the healthcare domain [2] at national and international level 

with the aim of promoting their adoption and implementation when defining and 

sharing research data. Despite compliance with the FAIR principles is mainly met to 

research results, such as clinical trials or human genomics, in this paper we pose the 

attention on datasets published by national institutions to report aggregate data on the 

diffusion of COVID-19. Furthermore, even if the compliance with the FAIR principles 

may be considered as a proxy for data quality assessment, they do not, in themselves, 

cover the crucial aspects of intrinsic data quality. However, to establish credibility 
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studies that use healthcare data are increasingly expected to demonstrate that the 

quality of data is adequate to support research conclusions [3]. This is particularly true 

considering COVID-19 surveillance data that represents an essential tool to monitor 

trends in the epidemics, to conduct risk assessments and to timely guide preparedness 

and response measures [4]. For these reasons, aim of this paper is to capture the level 

of FAIRness of the above-mentioned institutional datasets also under the lens of the 

data quality model proposed by the ISO 25012 [5] which is used to define data quality 

requirements guiding software development.  

2. Materials and Methods  

COVID-19 institutional datasets available at national level in six European countries 

(Belgium, France, Germany, Italy and UK) were included in the analysis. They were 

identified carrying out a literature review in the LitCovid [6] portal that tracks COVID-

19 related articles in PubMed. In particular, we concentrated on the Epidemic 

Forecasting section to identify datasets adopted to model the spread of COVID-19 

focusing on at least one of the above-mentioned countries. Data availability statement 

of each paper has been analysed to extract the source of information applied to perform 

the analysis. Results of this review are updated at the end of June 2021.  

The extracted datasets have been firstly analysed under the FAIRness perspective 

checking their compliance to the 15 sub-principles reported in [1]. Considering data 

quality, different assessment methods and models have been proposed in the literature 

[7] most of them defined in specific health context (e.g. prevention) or focusing on a 

specific disease (e.g. cancer). This perspective differentiation led authors to adopt 

different data quality characteristics depending on relevant points of view. In this paper 

we adopted the data quality model reported in ISO 25012 [5] which is widely used in 

different domains both at industrial and scientific levels. This standard is based on 15 

characteristics classified into two categories: 1) inherent data quality that refers to the 

degree to which data quality characteristics have intrinsic potential to satisfy implicit 

data needs and 2) system-dependent data quality that refers to the degree to which data 

quality is achieved and preserved through an information system and is dependent on 

the specific technological context in which the data is used. In this paper we focus the 

attention on the inherent data quality characteristics.  

3. Results  

3.1. Analysis of national datasets on COVID-19 

Among the 1700 papers published within the Epidemic Forecasting section of the 

LitCovid platform, 338 reported information on at least one of the six countries 

involved in this analysis. Almost three-quarters of them (N = 256) were excluded from 

the analysis as they are based on datasets published by international bodies (e.g. WHO) 

or adopted data collected specific studies (e.g. surveys, hospital). Table 1 shows the list 

of datasets adopted in the 82 remaining papers which also makes references to the 

institutions that curate them.  
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Table 1. Source of institutional datasets reported at national level  

Country   Publisher  Source / Dataset  
Belgium  Sciensano  https://hepistat.wiv-isp.be/Covid/  

France  Public Health System  https://www.data.gouv.fr/fr/pages/donnees-coronavirus 

Germany  Robert Koch Institute  
https://npgeo-corona-npgeo-de.hub.arcgis.com/   

https://github.com/jgehrcke/covid-19-germany-gae  

Italy  
Civil Protection 
Department  

https://github.com/pcm-dpc/COVID-19 

Spain  
Carlos III Health 

Institute  

https://cnecovid.isciii.es/covid19/; 

https://github.com/datadista/datasets/tree/master/COVID%2019  

UK Public Health England  https://coronavirus.data.gov.uk/ 

3.2. Analysis of FAIR principles  

Table 2 shows the level of compliance of each dataset to the main FAIR principles. 

Considering the presentation of data, all countries defined a specific section of the 

institutional website to describe which data are exposed. Among them, Italy, Germany 

and Spain adopt the GitHub service that allows the download of CSV and JSON files 

directly or through the adoption of the GitHub REST API. Similarly, UK and Germany 

provide data with self-developed API that can also be used to download data in CSV or 

JSON formats. This presentation of data not only simplify the accessibility of datasets, 

but also ensures their findability given the permanent link through which researchers 

can access data routinely. Conversely, data on France and Belgium can be accessed 

only by downloading CSV files reported in the relevant web pages. In this case the 

unique identifier as well as its stability is not easily verifiable.  

Table 2. Assessment of the FAIR principles in each national institutional dataset  

Belgium France Germany Italy Spain UK 
Findable 

F1. Unique ID  HTML   HTML  API   GitHub  GitHub  API  

F2 & F3. Metadata 
richness & ID 

Limited 

in PDF 

(English)  

Limited 

in CSV 

(English)  

Limited in 

Web pages 

(German)   

Limited in 

Web pages 

(English) 

Limited in 

Web pages 

(English) 

Limited in 
Web pages  

F4. Metadata  No No No No No No 

Accessible 
A1. Retrievability  File  File API  API  API  API  

A1.1. Protocol  CSV  CSV  API Github Github API 

A1.2. Auth  N/A  N/A N/A N/A N/A N/A 

A2. Metadata  N/A N/A N/A N/A N/A N/A 

Interoperable 
I1. Language No No No No No No 

I3. Vocabulary  No  No No No No No 

I4. Reference  No No No No No No 

Reusable 
R1. Accurate  No No No No No No 

R1.1. License 
Open 

data 

Open 

data 
Open data Open data Open data Open data 

R1.2. Origin  Not clear  Not clear Not clear Partial  Not clear Not clear 

R1.3. Standard  No No No No No No 

 

Considering metadata all countries provide a limited set of descriptive information, 

such as description and data type, along with examples describing them. Moreover, in 

all countries the association between a metadata file and the dataset is not explicit or 

even not reported. In particular, Belgium reports a codebook in a PDF file written in 
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English, while Germany, Italy, Spain and UK report metadata and description of 

indicators in specific web pages of the dataset website. France is the only country that 

provides a set of CSV files associated with each CSV data file reporting metadata and 

information about relevant indicators. However, the association between data and 

metadata files is not straightforward with no cross references in the documentation. All 

countries provide access to both data and metadata with no authentication or 

authorization procedures needed.  

Looking at the interoperability principles, the absence of controlled vocabularies, 

ontologies, thesauri as well as of a data model make the integration of data and the 

performance of a cross-country analysis hard to be accomplished. Moreover, even if all 

countries, except Germany, report the description of indicators also in English, 

variables are generally instantiated using the original language considering both the 

name and the value of the indicator. The reuse of data for statistical purposes is also 

affected by the absence of a detailed description of the workflow that led to the 

collection of data. In particular, data flow and provenance of data are not sufficiently 

reported in each website, this is mainly critical in regional-based countries where 

information are daily transmitted by each region to national authorities. Lack of 

standardized collection of data have been reported in Italy [8] as well in Spain [9] 

where, each regions might count case numbers and tests with different criteria. Within 

the reuse of data all countries release data under the Creative Commons rules.  

3.3. Analysis of quality characteristics  

Considering credibility and traceability the data flow adopted to collect, elaborate and 

diffuse data is not reported by the analyzed countries with the exception of Italy, where 

the data flow is partially descripted leaving out information on data collection time 

periods at local level and their submission to the relevant region. The feature of 

currentness and in particular data timeliness represents one of the positive data quality 

aspects of COVID-19 datasets. Data are mainly daily updated in all countries at local 

and national level. On the contrary, datasets lack of data understandability as all 

countries report both the name and the values of each variable in their own originated 

language making it necessary to translate them before integration. Also the absence of 

the formulas that clearly describe how each indicator is computed makes the 

comparability of data particularly complex. Moreover, the level of data disaggregation 

is an important feature to be considered as it allows to compare data across countries 

and to provide a coherent analysis at European level. With the exception of Italy, the 

other countries analyzed provide data distributed by gender and age ranges.  

4. Discussion and Conclusions  

The paper presents an analysis of the FAIRness level of datasets distributed by national 

authorities to map the spread of COVID-19 in six European countries. Moreover, FAIR 

principles have been conceptually linked with ISO 25012 considering in particular the 

characteristics of the inherent data quality. This was done to explore whether the 

minimum set of data description identified by the high level, disciplinary-independent 

FAIR principles cover the main quality features of data. This extended analysis is 

particularly important considering the crucial role played by the diffusion of COVID-

19 analyses on which researchers and policy makers have relied to face pandemic.  
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Considering FAIR principles, differences across datasets have been detected in 

their accessibility and findability. The adoption of GitHub services or customized APIs 

facilitates the access to data and metadata improving their retrievability thanks to 

standardised, open and universally implementable communications protocols. 

Moreover, this solution simplifies the assignment of global unique and persistent 

identifiers to both data and metadata. Conversely, considering the interoperability and 

reusability principles, all datasets lack the use of a data model as well as of standards 

for the representation of data and metadata. Moreover, the absence of a clear data flow 

that describes the provenance of data makes it difficult to integrate data and perform a 

multi-country analysis. Positively, data are open and may be reused for statistical 

purposes without requiring authentication to relevant websites.  

From a data quality perspective, the attention has been posed on the inherent data 
quality characteristics of ISO 25012. All datasets positively met the feature of 

currentness with information updated daily at local and national level. This is an 

important step forward that may be also applied for routinely datasets, as generally 

medical data are provided one or two years after the collection, making it difficult for 

scientists to produce innovative and non-obsolete analyses. On the contrary, datasets 

lack of understandability as no detailed information are reported in terms of indicator 

definition and formula adopted to compute it. Moreover, the lack of data flow 

describing its collection, elaboration, aggregation and diffusion makes datasets hard to 

be accurate and traceable. This is also underlined in previous work [8,9] considering 

regional based systems where the lack of standardized criteria for data collection might 

influence the count of cases and tests performed. Finally, the majority of countries 

provide data distributed by territorial, gender and age ranges level. However, a non-

homogeneous distribution is present across both indicators and countries analysed. This 

data quality feature is critically important for the purpose of the datasets as a coherent 

distribution may allow a cross-country analysis of the COVID-19 diffusion in Europe.  
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Abstract. Adopting international standards within health research communities can 

elevate data FAIRness and widen analysis possibilities. The purpose of this study 

was to evaluate the mapping feasibility against HL7® Fast Healthcare 
Interoperability Resources® (FHIR)® of a generic metadata schema (MDS) created 

for a central search hub gathering COVID-19 health research (studies, 

questionnaires, documents = MDS resource types). Mapping results were rated by 
calculating the percentage of FHIR coverage. Among 86 items to map, total 

mapping coverage was 94%: 50 (58%) of the items were available as standard 

resources in FHIR and 31 (36%) could be mapped using extensions. Five items (6%) 
could not be mapped to FHIR. Analyzing each MDS resource type, there was a total 

mapping coverage of 93% for studies and 95% for questionnaires and documents, 

with 61% of the MDS items available as standard resources in FHIR for studies, 
57% for questionnaires and 52% for documents. Extensions in studies, 

questionnaires and documents were used in 32%, 38% and 43% of items, 

respectively. This work shows that FHIR can be used as a standardized format in 
registries for clinical, epidemiological and public health research. However, further 

adjustments to the initial MDS are recommended – and two additional items even 

needed when implementing FHIR. Developing a MDS based on the FHIR standard 
could be a future approach to reduce data ambiguity and foster interoperability.  

Keywords. Metadata Standards, COVID-19, FAIR data, HL7 FHIR, Fast 
Healthcare Interoperability Resources, Syntactic Interoperability, Infrastructure 

1. Introduction 

The NFDI4Health Task Force Covid-19 (TF C19) is a project conducted by partners of 

the National Research Data Infrastructure for Personal Health Data (NFDI4Health). TF 

C19 aims to develop a FAIR (findable, accessible, interoperable and reusable) data 
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infrastructure for COVID-19 research in Germany and to foster cooperation between 

clinical, epidemiological and public health communities [1,2]. To gather information 

from different health data sources on COVID-19 (studies, questionnaires and documents), 

a metadata schema (MDS) was created and published [3,4].  
Fast Healthcare Interoperability Resources ® (FHIR®) is a standard introduced in 

2011 by Health Level Seven International (HL7®). It is used in health information 

technology and provides an information model that is composed of various distinct 

blocks of information, called resources. Resources intend to provide a definition of the 

structure and content to cover the information needs of most health information systems. 

Information not covered by the core resource data model can be captured by an extension 

mechanism allowing to store and exchange additional structured data. References are 

used to link resources to each other, while profiles define further rules and constraints on 

top of standard resources. As FHIR complies with reusability, composability, scalability, 

performance, usability, data fidelity and implementability principles, it is worthwhile to 

investigate supporting FHIR in a system [5]. FHIR is mainly used in clinical care, but 

there are also uses in health research [6,7] and a clinical trials registry [8]. To date there 

is no FHIR based common registry to gather health data and improve cooperation 

between clinical, epidemiological and Public Health domains.  

Therefore, this paper investigates the feasibility of mapping the MDS to the FHIR 

standard to enable syntactic and semantic interoperability for NFDI4Health. 

2. Methods 

Items from the NFDI4Health TF COVID-19 MDS [4] were mapped for each MDS 

resource type (study, questionnaire, document) to the FHIR standard. The MDS contains 

two types of items, depending on the resource type they apply to: general and studies 

specific items. General MDS items were each mapped to the FHIR resources 

ResearchStudy, Questionnaire and DocumentReference while studies specific items 

were only mapped to ResearchStudy using FHIR resources of the most current version 

of HL7 FHIR Version Release 4 (FHIR® R4, v4.0.1) as mapping target [9]. Two mappers 

(SK, CV), both medical doctors with experience in FHIR, performed the MDS-to-FHIR 

resource mappings independently after analysis of each MDS item. Incongruities were 

discussed and solved within a larger mapping team (SK, CV, MLÖ, MLE, ST) resulting 

in a consolidated version of the mapping, followed up by a feasibility analysis. In some 

cases, this required further input from a FHIR expert (JS), or MDS expert (AS). 

Evaluation of the FHIR mapping was done by calculating the percentage of mapping in 

each category for each MDS resource type and across resource types. Mapping results 

were categorized based on previous literature as follows [10]: 1) Available as standard 

resource, 2) Available as extension, 3) Mapping to FHIR not possible 

3. Results 

Forty-four distinct items from the MDS were split into general (n = 21) and studies 

specific items (n = 23) resulting in a total of eighty-six items to map [11]. Details on 

MDS resource types, FHIR resources and availability in FHIR can be found in Table 1. 
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Table 1. NFDI4Health TF COVID-19 MDS-FHIR mapping, N (%) 

MDS 
resource 
types 

FHIR resources Available as 
standard 
resource 

Available 
as 
extension 

Mapping to 
FHIR not 
possible 

MDS 
items 

Studies ResearchStudy 27 (61) 14 (32) 3 (7) 44 

Questionnaires Questionnaire 12 (57) 8 (38) 1 (5) 21 
Documents DocumentReference 11 (52) 9 (43) 1 (5) 21 

Total 50 (58) 31 (36) 5 (6) 86 

 

 

Among all 86 mapped items, 50 (58%) were available in FHIR as standard resources. 

Further 31 items (36%) were available as extensions. Five (6%) of the MDS items could 

not be mapped to FHIR. Analyzing the mapping across MDS resource types, 94% of the 

MDS items could be mapped either with standard FHIR resources or extensions. 

Mapping was possible for 93% of the MDS items for studies, and 95% for questionnaires 

and documents, respectively. Figure 1 illustrates the availability of MDS items in FHIR. 

 

 

 
Figure 1. Number of mapped items by MDS resource type and mapping categories. 

 
 

Some MDS items could not be mapped to FHIR. A mapping of the MDS items 

“study_status” and “study_analysis_unit” with their respective corresponding mandatory 

FHIR elements “ResearchStudy.status” and “Group.type” (ResearchStudy is referencing 

to the Group resource via ResearchStudy.enrollment) was not possible due to 

incompatible differences in each required value set. Building an extension would not 

permit to obviate the use of the value sets because of their binding strength. The MDS 

item “resource_type”, relevant for all MDS resources, was not mapped since the 

selection of the MDS item “resource_type” is followed by a conditional metadata 

mapping to the appropriate FHIR resource. 

In order to use the FHIR resources Questionnaire and DocumentReference, the 

following items had to be added to the MDS due to the FHIR cardinality: 

“Questionnaire.status”, “DocumentReference.status”. 
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4. Discussion 

Existing FHIR resources guarantee the coverage of common requirements but can be 

expanded in most of the cases using customized extensions [5]. We were able to map the 

majority of MDS items to FHIR either by using standard resources or custom extensions 

(94%) demonstrating the flexibility of this standard and its suitability to our use case. 

However, FHIR resources are designed based on the 80/20 rule (20% of requirements 

satisfying 80% of the use cases), as well as on reusability and composability principles. 

With a greater number of extensions needed (36% of the items), we might also lose the 

proximity to the standard and hinder the compatibility with other systems. Furthermore, 

analysis of the MDS items showed for example that some definitions are still ambiguous. 

In some cases, different concepts are covered in a unique item which might lead to 

complex conditional mappings. Additionally, mapping of two items was not possible 

because of incompatible value sets between MDS and FHIR. Adjustments of the MDS 

are recommended and in some cases even needed to ensure compatibility with FHIR. 

Generating a metadata schema based on FHIR would allow an easier integration of 

further standards used in various research communities while lowering the amount of 

FHIR extensions. The current FHIR ResearchStudy resource has a low maturity level 

(i.e., future changes to this resource are likely) and has a focus on clinical trials. In 2022 

HL7 will release a new FHIR version. Previews of the next version show that the 

ResearchStudy resource will be suitable for studies beyond clinical trials [12]. Therefore, 

future mappings within our use case could be even more feasible. However, the exact 

release date is not known and main German health initiatives and projects such as the 

Medical Informatics Initiative Germany are using FHIR R4 [13] and compatibility is one 

major aspect within our the NFDI4Health initiative. Further developments should also 

target bridges to the OMOP data model with its focus on research databases [14]. 

5. Conclusions 

The NFDI4Health TF C19 metadata schema supports a FHIR mapping and therefore can 

be used for different types of health resources from different research communities. A 

mapping of the MDS using FHIR standard resources and elements was feasible in more 

than half of the cases. In most of the cases where FHIR standard elements were not 

available, FHIR extensions were used. Five items could not be mapped and made MDS 

adjustments necessary. By creating a COVID-19 registry supporting FHIR, collection of 

structured data, findability and analysis could be leveraged in different health research 

communities. We plan to profile FHIR resources based on the mapping of the next 

metadata schema version (currently under development) and implement the created 

profiles. For the main project of NFDI4Health, we plan to use FHIR as a basis for a new 

common metadata schema, enabling syntactic interoperability and facilitating the 

seamless integration of further standards to ensure semantic interoperability. 
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Abstract. The German Central Health Study Hub COVID-19 is an online service 
that offers bundled access to COVID-19 related studies conducted in Germany. It 

combines metadata and other information of epidemiologic, public health and 

clinical studies into a single data repository for FAIR data access. In addition to 
study characteristics the system also allows easy access to study documents, as well 

as instruments for data collection. Study metadata and survey instruments are 

decomposed into individual data items and semantically enriched to ease the 
findability. Data from existing clinical trial registries (DRKS, clinicaltrails.gov and 

WHO ICTRP) are merged with epidemiological and public health studies manually 

collected and entered. More than 850 studies are listed as of September 2021. 

Keywords. COVID-19, FAIR, study data portal 

1. Introduction 

A quickly growing number of clinical trials, as well as public health and epidemiological 

studies on COVID-19 have started and are already ongoing, but there is a lack of 

coordination among these efforts for securing common standards, comparable results, 

and – most importantly – unified access to these results. 

Registries such as the German Clinical Trials Register (DRKS) and clinicaltrail.gov 

collect and provide information about planned, running, and completed studies. Thereby 

registries help researchers to find studies they are interested in. However, some studies 

are registered in multiple portals, while others are not registered at all. That is especially 

true for observational studies without any formal obligation to be registered. To our 

knowledge, there is no portal that provides an overarching search for clinical trials as 

well as for epidemiological and public health studies. In addition, current registries are 

commonly limited to describe overall study characteristics; detailed information about 

the collected data elements is lacking as well as additional study documents. This may 
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impair the possibility to find the desired information of interest. Services are needed to 

further facilitate the findability of studies. 

The NFDI4Health Task Force COVID-19 initiative [1] was established to address 

those issues and increase the FAIRness – Findability, Accessibility, Interoperability and 

Reusability – of clinical, epidemiologic and public health studies with a COVID-19 focus. 

Therefore, the consortium has developed the German Central Health Study Hub Covid-

19, a webservice to search for COVID-19 related studies in Germany. This service 

provides an overview of existing clinical trial registries (DRKS, clinicaltrails.gov and 

WHO ICTRP) and also includes epidemiological and public health studies that have been 

manually collected and entered. 

2. Methods 

We have combined existing platforms from different domains within the German Central 

Health Study Hub Covid-19. The SEEK platform [2], developed by the FAIRDOM 

initiative, is mainly used to store study-level metadata, as well as documents and other 

resources of the studies with their metadata and makes them accessible. In addition, the 

SEEK system is used to register data and documents with Digital Object Identifiers 

(DOIs). In contrast, the software systems OPAL/MICA [3] provide search and 

comparison techniques for data items mainly of survey instruments. OPAL provides 

access to characteristics of study instruments (such as labels, value lists, missing 

definitions and annotations). MICA allows browsing variable definitions and related 

studies. The variable search is enriched by semantic annotations of the Maelstrom 

Taxonomy [4].  

To provide a unified user interface with a dedicated look & feel a new webpage has 

been developed. The system is a single-page application developed as a React application 

that combines selected information stored in SEEK, MICA/OPAL into a simplified 

search interface. To increase the findability and accuracy of search queries, semantically 

enriched information is stored in a dedicated search instance (elasticsearch). 

A data model was developed to capture and harmonize information from the 

different sources and improve findability. The model is based on attributes used by 

clinicaltrails.gov [5], DRKS [6], and WHO ICTRP [7]. In addition, the required 

properties for assigning DOIs have been added by adhering to the DataCite scheme [8]. 

Those properties are needed to capture metadata about associated documents such as 

questionnaires, data dictionaries, and eCRFs.  

A major difference of the developed data model from many others is the ability to 

describe a hierarchy between studies and associated documents. For example, one can 

model that a survey instrument is used by multiple studies (indicating reuse of data 

collection forms) or that one study is part of another study. A more detailed description 

of the data model including the set of minimal required properties and software 

components as well their interconnection can be found in [9]. The minimum dataset that 

must be included within the platform is influenced by the DataCite Schema, as some 

properties are required for DOIs to be assigned. In addition, some properties (title, 

description and study status and primary design) are mandatory for studies. The entry of 

other relevant metadata is recommended but not mandatory to keep the entry barrier for 

authors low. 

The software system also includes a procedure for de-duplication of information. 

When duplicate resources are detected, the version from the data source with the highest 
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priority is selected. The order is chosen by similarity with our data model i.e., more fields 

are equivalent. Duplicates can occur since some studies are registered in multiple 

registers. Especially within the WHO ICTRP dataset as it aggregates studies form other 

registers. The following priority list is used to resolve the problem: manually collected 

information, clinicaltrails.gov, DRKS, WHO ICTRP.  

While not part of the software, the process to integrate study descriptions and 

associated documents is equality important. A business process to collect and integrate 

information has been designed (publication in preparation). The process is largely 

performed by trained data stewards. The process starts with a search for public 

information about a study. If some information can be obtained, it is collected and a 

template pre-filled with this information is sent to the study authors, otherwise a blank 

template is sent. Supportive mail/phone exchanges are used to assist the study author in 

providing needed information. When the related study documents are made available, 

assistance is provided in selecting the correct license. 

3. Results  

Our COVID-19 study hub improves the findability and accessibility of clinical, 

epidemiologic and public health studies related to this topic and, thus enhances their 

FAIRness as some of the 25 manually collected observational studies were previously 

not listed in any portal. The initial focus is on studies in Germany and international 

studies with German contributions. However, this infrastructure can also be helpful for 

bundling information, metadata and resources of studies in other countries or 

internationally, as the underlying metadata structures are generic.  

Content was obtained in two ways: either by reusing existing information or by 

querying information directly from studies of interest, that have been identified based on 

a predefined requirements catalogue. Integration from existing registers (DRKS, 

clinicaltrails.gov and WHO ICTRP) is done automatically, but a conversion between 

data formats is needed. Some values may not be transferred, and others may not be 

provided. The final step is automatic deduplication by removing studies that are listed in 

multiple registers. On the other hand, the manual process of asking studies for 

information is labor intensive but may result in more comprehensive information in 

alignment with our requirements on attributes related to the study. 

The study documents and resources stored in the SEEK component include study-

protocol templates and data dictionaries as well as information on study-metadata 

structures – such as data models that describe study subjects and their clinical parameters 

– in addition to treatment outcomes and similar information. Additionally, direct links to 

primary resources and websites for the studies are included. These study information, 

resources and metadata can be directly searched, browsed and accessed. The MICA 

component of the system helps the users to find specific variables within survey 

instruments of interest. MICA allows to select and filter variables from the available 

studies to compare variable definition and its attributes. 

As of September 2021, the system contained information from over 850 COVID-19 

studies (46 manually collected, 158 obtained through WHO ICTRP, 468 through DRKS 

and 202 through NCIT) most of which are conducted in Germany. Some of the staff 

responsible for studies shared documents of relevance such as data collection tools, i.e., 

data dictionaries, questionnaires, and eCRFs. 23 data collection instruments are 

described at the level of individual data elements (i.e., questions, data properties), 
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including a semantic annotation to better compare covered areas within and across 

instruments. The system does not contain privacy sensitive information.  

The German Central Health Study Hub COVID-19 is freely accessible under 

https://covid19.studyhub.nfdi4health.de. The platform has already been accessed by 

more than 200 unique visitors a month and receives around 500 requests per day. All 

content can be accessed via web-interfaces and some parts are also accessible via web 

services (API). The software system, based on the 3 interlinked components SEEK, 

MICA and frontend search interface, enables browsing, accessing and comparison of 

COVID-19 studies and their descriptive metadata, their data collection elements, as 

provides search functions for studies, data collection instruments and elements, as well 

as related documents. 

4. Discussion 

We released a service to increase the FAIRness of COVID-19 related studies in Germany. 

The service reuses and combines existing technologies and widely used data 

management platforms with a sophisticated metadata schema. Data are collected and 

entered manually from studies (especially for epidemiological and public health studies), 

as well as automatically captured and reused where possible e.g., for data from clinical 

trials. Many interventional as well as non-interventional studies have already been 

published in registries such as clinicaltrails.gov and DRKS. Many studies listed in our 

system are taken from there. We considered the aggregation of this information as a 

benefit of our service. The integration of data collection instruments and item banks  adds 

to the functionality. Item deconstruction of survey instruments and their semantic 

enrichment is also available in the MDM portal [10]. However, to our knowledge, there 

is no service that provides unified access to studies and their decomposed survey 

instruments. 

Semantic enrichment was performed with the Maelstrom Taxonomy to ease the 

search for relevant information. Recent works conducted in the consortia [11] showed 

that SNOMED is also suited as a basis to semantically enrich data collection instruments. 

Therefore, we currently elaborate to do so to further increase the reusability and 

interoperability of the collected data.  

The data schema was developed to meet the various requirements. As we could not 

directly use an existing schema and had to create a new one. One rationale to proceed as 

we did is our emphasis on fast development, due the rapid spread of the disease. However, 

we ensured compatibility with the current FHIR specification [12]. Our next task is to 

create FHIR profiles/extensions to convert our schema into a standardized format to 

increase the interoperability of the contained data.  

The reuse of documents such as survey instruments is often hindered by legal 

restrictions. This problem occurs when collecting and publishing data collection 

instruments, there copyrights can and are claimed. Therefore, prior to inclusion in our 

FAIR platform, copyrights must be clarified, and documents must be licensed under 

some appropriate open license, such as a Creative Commons license. However, this 

process is not straightforward and delays the integration of instruments into the portal. 
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5. Conclusion 

We have established a service to increase the FAIRness of clinical, epidemiologic and 

public health studies and associated documents. The harmonization of existing 

information and integration of previous unavailable information, as well as semantic 

enrichment of information eases the findability of COVID-19 related studies conducted 

in Germany. In order to further increase usefulness of the service i.e., the number of 

studies included, procedures to simplify the process of (meta) data collection are in 

preparation. The first is an interactive web-based user-form to will facilitate study 

registration. Furthermore, the business process used by data stewards to collect 

information is currently being streamlined and will be supported by the software stack. 

Additionally, usability is being evaluated to guide further development of the software 

system to meet user needs. 
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1. Introduction 

As in many hospitals, especially in Italy, the Electronic Health Record (EHR) of IRCCS 

Ca' Granda Ospedale Maggiore Policlinico hospital in Milan is composed by a variety of 

proprietary software applications used to support clinical practice. For this reason, 

clinical data reuse or secondary use for research purposes is a difficult goal to achieve. 

Our hospital faced this problem by i2b2 (Informatics for Integrating Biology and the 

Bedside) [1], a data warehouse that aggregates EHR heterogenous data following the 

FAIR principles, making them easy to access and find by researchers but also reusable 

and interoperable with other systems. i2b2 system includes currently 4 million patients 

and 520 million observations, now available for research purposes, such as automatically 

filling an EDC (Electronic Data Capture) system for clinical studies [2]. The EDC 

software in use within our hospital is REDCap (Research Electronic Data Capture) [3], 

which is accessible through Application Programming Interfaces (APIs) that allow data 

import from external sources. The aim of this work is to evaluate a procedure for the 

automatic import of data from clinical practice to an EDC system for a clinical study. 

2. Methods 

i2b2 system within the Policlinico Hospital in Milan aggregates heterogenous data 

sources and the i2b2 table Patient Mapping contains the lookup between the patient 

identifier of each data source and the unique i2b2 patient id. 

We developed an ETL (Extract, Transform, Load) procedure for importing data 

from i2b2 system to a REDCap study. The ETL procedure is based on JavaScript code, 

which runs on Mirth Server, from which HTTP POST requests containing data to be 

imported are sent using the REDCap API. Preliminary operation of the procedure 

includes the mapping of the REDCap variables into the i2b2 concepts. Then the mapping 

table between i2b2 and REDCap is created by joining i2b2 patient mapping table with 
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the enrollment list containing the patient REDCap project identifier and the identity 

information. i2b2 queries are implemented for each data collection event in the REDCap 

project to extract data from i2b2 and then import into REDCap. The main query 

parameters are the patient identifier, the event date and the concept related to REDCap 

variables. Dates can be obtained directly from the value of a variable manually entered 

or automatically calculated starting from one or more reference dates within the project. 

3. Results  

The impact of automated import procedures has been evaluated on a multicenter study 

promoted by Policlinico Hospital and approved by Ethical Committee. The study aims 

to collect data from patient admitted to intensive care unit with a COVID19 infection. 

Our hospital has currently collected data about 279 patients. This study started in 2020 

following the health emergency and patient data has been collected by hand ever since. 

We decide to evaluate the import procedures by reusing structured data already 

stored in the hospital. In particular, we considered 31 laboratory tests collected in 

different events: on the first day of admission and the following hospitalization days, a 

total of 2482 REDCap events for the whole cohort. We compared the values entered 

manually with the automatically imported ones for a total number of 76942 (31 

laboratory test values for each REDCap event). The comparison with a 5% of value 

tolerance shows that 93,5% of the manually entered exams in REDCap were found also 

by the automatic procedure; the remaining values could be due to manual entry errors on 

the exam’s values or on the associated dates. Furthermore, 62,8% of the 36018 missing 

values were filled in by the automatic procedure. Missing values have different reasons 

including the onerous request for time for manual data entry. Finally, considering the 

total of 63530 of exams found by almost one of the two approaches, 62% come from 

both systems, while the 36% was entered only by automatic procedure. 

4. Conclusions 

Automatic laboratory tests results import led to improvements in terms of time, accuracy, 

and quality, showing that the automatic procedure should have applied from the 

beginning of data collection. For these reasons we plan to apply such a procedure on 

other studies and expanding the coverage of imported data types. 
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1. Introduction 

During the COVID-19 pandemic several individual apps have been developed to 

collect and track medical data. Although many of them address similar or at least 

overlapping aspects, due to diverse data models and formats, data items cannot be 

jointly analysed to increase evidence [1]. The NUM-COMPASS project [2], which is 

part of the German COVID-19 Research Network of University Medicine (NUM), built 

a coordination and technology platform as starting point for researchers and app 

developers. It enables them to collect data compliant to the German Corona Consensus 

Dataset (GECCO) [3]. This addresses in particular interoperability as part of the FAIR 

guiding principles [4]. This paper describes the implementation of these principles by 

NUM-COMPASS, to support joint analyses on shared data collected by various app-

based studies. 

2. Methods and Results 

Interoperability is of particular importance, as research data often comes from multiple 

sources. It needs to be integrated into existing systems for analysis or processing. The 

following aspects have been defined for interoperability within the FAIR principles [4]: 

� I1: (Meta)data use a formal, accessible, shared, and broadly applicable 

language for knowledge representation 
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� I2: (Meta)data use vocabularies that follow FAIR principles 

� I3: (Meta)data include qualified references to other (meta)data 

In the following, the measures to assure interoperability between pandemic (and 

further) apps are described. We interpret I1 as compliance to syntactic interoperability, 

while I2 relates to semantic interoperability. I3 is in particular relevant for the 

contextual information about the data. 

I1: COMPASS apps use HL7 FHIR as language and JSON as interchange format. The 

GECCO data model itself [3] is defined by the FHIR profiles and the FHIR resources 

used. Thus, GECCO merges into existing data models, which is also the case for the 

collected data in COMPASS. These all provide a well-defined (meta)data model 

structure, which can be validated by an automated conformity check. 

I2: To adhere to I2, internationally recognized controlled terminologies, ontologies and 

thesauri have been used in the underlying FHIR profiles, such as LOINC, SNOMED 

and ICD-10 GM. 

I3: FHIR inherently fulfills this requirement, as links to other FHIR resources and 

vocabularies are a basic concept in FHIR. The GECCO data model comprises of 

several interlinked FHIR resources. In Germany, the Medical Informatics Initiative 

(MII) [5] provides the reference links for the vocabularies as well as for FHIR profiles 

of the nation- ally consented core data set. For billing in the German health care 

system, the coding of the ICD-10-GM is mandatory as per Law §§ 301, 295 

Sozialgesetzbuch SGB V [6]. However, it is not sufficient for some cases. Therefore, 

the use of further terminologies (SNOMED CT, ORPHA codes) is encouraged by the 

MII. 

3. Conclusion 

The GECCO data model has been successfully integrated into the COMPASS app 

frame- work to improve interoperability. An automated conformity check is freely 

accessible to help researchers to assess if the data can be integrated into a common 

analysis from the beginning on. As a result, a compliance seal is provided. However, 

with fluctuant research questions, a general process to provide interoperable data 

beyond GECCO is currently developed. 
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Abstract. Objective: One important concept in informatics is data which meets the 

principles of Findability, Accessibility, Interoperability and Reusability (FAIR). 

Standards, such as terminologies (findability), assist with important tasks like 
interoperability, Natural Language Processing (NLP) (accessibility) and decision 

support (reusability). One terminology, Solor, integrates SNOMED CT, LOINC 

and RxNorm. We describe Solor, HL7 Analysis Normal Form (ANF), and their 
use with the high definition natural language processing (HD-NLP) program. 

Methods: We used HD-NLP to process 694 clinical narratives prior modeled by 

human experts into Solor and ANF. We compared HD-NLP output to the expert 
gold standard for 20% of the sample. Each clinical statement was judged "correct" 

if HD-NLP output matched ANF structure and Solor concepts, or "incorrect" if 

any ANF structure or Solor concepts were missing or incorrect. Judgements were 
summed to give totals for "correct" and "incorrect". Results: 113 (80.7%) correct, 

26 (18.6%) incorrect, and 1 error. Inter-rater reliability was 97.5% with Cohen’s 

kappa of 0.948. Conclusion: The HD-NLP software provides useable complex 
standards-based representations for important clinical statements designed to drive 

CDS. 

Keywords. Natural Language Processing, Interoperability, Clinical Decision 
Support, Controlled Terminology 

1. Introduction  

Technical (syntactic) interoperability addresses how computers exchange data. This is 

accomplished with messaging protocols and data formats. Semantic interoperability 

builds upon syntactic interoperability and addresses how computers interpret meaning 

of data. Semantic interoperability allows EHRs to unambiguously and consistently 

determine meaning of the data for data presentation and decision support. 
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Terminologies, such as the Systematized Nomenclature of Medicine Clinical 

Terms (SNOMED CT), are used as data encoding standards in informatics and 

contribute to semantic interoperability. These terminologies can also provide a 

foundation for other tasks such as knowledge management, data integration, and 

decision support1. Three of the most commonly used terminology standards are 

SNOMED CT, LOINC and RxNorm, each with particular strengths. Increasingly, there 

is interest in combining these partially overlapping standards to enhance clinical 

expressivity. Solor is an integrated terminology system created in collaboration with 

the U.S. Veterans Affairs (VA) [1] that combines SNOMED CT (representing diseases, 

findings, and procedures), Logical Observation Identifiers, Names, and Codes 

(representing laboratory test results), and RxNorm (representing medications) [2,3]. 

1.1. Solor 

The Solor terminology layer builds primarily upon SNOMED CT, RxNorm, and 

LOINC by integrating their content and semantics, and normalizing the means to 

identify and version components, lexically search, logically define, semantically 

retrieve, and collaboratively extend. The potential advantages of a computable 

approach enabled by combining SNOMED CT, LOINC, and RxNorm into a single 

consistent suite for encoding clinical knowledge and data are clear; clinical data can 

flow among clinical documentation, decision support applications, and order entry at 

the point of care. This single consistent method of encoding clinical data can also 

support research, quality measurement, and other secondary uses. 

Solor has two fundamental building blocks: concepts and semantics [4]. A concept 

is defined as an idea or a medically related idea, such as heart attack [4]. These ideas 

also include a synonym or a fully specified name. A semantic is data that provides 

contextual meaning to the concept [4]. 

Like SNOMED CT, Solor is built on a logic model3. Most of the terms are shared 

by Solor and SNOMED CT and these concepts are arranged into hierarchies using "is 

a" relationships4. Each concept has at least one "is a" relationship, except for the top 

level concepts, which are the most general concepts. Thus, due to the "is a" 

relationships, one can traverse the hierarchies from the general concepts to more 

specific concepts.  

One goal of using Solor is to improve interoperability. Interoperability of EHR 

data is critical for clinical decision support. Given that health care for an individual is 

often delivered by more than one health provider, integration of data from multiple 

health providers is needed to view the complete health record. To achieve 

interoperability, clinical systems must understand both the structure (syntax) and 

meaning (semantics) of the clinical information being exchanged3. Without these two 

features, information may be viewable by humans, but not integrated for clinical 

decision support3. One way for providing interoperability is through the use of 

standards, such as Solor. Solor allows for interoperability by providing structure and 

meaning to the patient data being exchanged between health providers. 

1.2. ANF 

Analysis Normal Form (ANF) is a type of highly regularized small information model 

that is designed to be independent of the content of the clinical statement.  For example, 

a single ANF “performance statement” model can be used to describe any action that 
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has previously been performed, and – if applicable - the results of that action.  Broad 

classes of actions are represented identically including observations of presence or 

absence of a clinical phenomenon, undergoing a procedure, or the administration of a 

medication. 

The goal of ANF is to provide a simple, consistent and highly re-usable 

information model for clinical statements. This makes it easier for analysts to 

understand the data and how it is stored than requiring knowledge of hundreds or 

thousands of statement-specific specializations. It also helps to ensure that the data can 

be expressed in an operable and scalable way.  The more that data is normalized, the 

simpler it will become to analyze, and the likelihood of analysis errors will be reduced.  

ANF represents clinical data for data analyst’s purposes, not in a way we may choose 

to display the data for a  clinician4. ANF was approved as an HL7 informational ballot 

in 2019 [5]. 

1.3. HD-NLP 

High Definition Natural Language Processing (HD-NLP) is a pipeline developed at the 

University at Buffalo, which evolved from the HTP-NLP work from UB.  The system 

uses a full semantic parse in memory and then uses an encoder to link text to any set of 

Ontologies which a user wants to use to represent the knowledge in the free text being 

codified.  Each entity is tagged as an affirmed, negative or uncertain assertion and each 

is further tagged with a date time stamp. We then automatically generate compositional 

expressions where applicable in the source text using the semantic relations available in 

the ontologies being encoded.  We add the metadata from the record using the analysis 

normal form standard and link it to the information stored from computing over the 

input string. 

HD-NLP uses several sources of synonymy, kept in separate synonym sets 

(synsets) which are available for interrogation to understand why certain results were 

obtained.  The system is architected so that the input queries come to an input queue 

and then they are processed and sent to an output queue where each job can then be 

picked up by the user.  This is available as a web service.  The service can provide 

Solor and ANF output but also can limit its search to the source ontologies (SNOMED 

CT, RxNorm, and LOINC).  We made use of the HD-NLP to rapidly assign 

terminology concepts to text in patient records or KNART (knowledge artifact) input 

text [6-8].  A level of syntactic processing was required to match text with ontological 

terms. The linguistic representation is specified in language models. Of primary 

concern here was an English language model to identify sentences, phrases, words, and 

parts of speech. Terms from Solor and its source ontologies were then assigned to 

spans of text. 

2. Methods 

Narrative clinical statements designed for clinical decision support numbering 694 

were obtained from the VA KNART project to create clinical content using the HL7 

Knowledge Artifact specification [9].  Each of these clinical statements were 

previously assigned Solor concepts in ANF structures by experienced human modelers. 

M.P. Resnick et al. / Automated Modeling of Clinical Narrative with HD-NLP 91

 EBSCOhost - printed on 2/11/2023 6:16 AM via . All use subject to https://www.ebsco.com/terms-of-use



We used HD-NLP to algorithmically assign terminology concepts to text in 

KNART input text. HD-NLP program output consisted of the input narrative clinical 

statements and the corresponding ANF/Solor models. 

Authors MR and PE reviewed 140 (20%) randomly selected narrative clinical 

statements with their corresponding HD-NLP outputs and compared them to the human 

modeled “gold standard”. Each narrative clinical statement was judged as "correct" if 

the HD-NLP output matched the human modeled Solor concepts and human modeled 

ANF structure. The output was judged as "incorrect" if either the Solor concepts or 

ANF structure were missing or incorrect. These were then summed to give a total for 

"correct" and "incorrect" respectively. Forty of 140 elements were double reviewed and 

conflicts were resolved by consensus. A kappa interrater reliability statistic was 

calculated. 

3. Results 

Of the 140 HD-NLP outputs containing both Solor concepts and ANF structures we 

found: 26 (18.6%) incorrect outputs, 113 (80.7%) correct outputs, and 1 error. The 

error was due to the fact that there was no output for that single record, for some 

unknown reason. Incorrect was triggered mainly by missing Solor concepts in the HD-

NLP output. In some cases modifier concepts, such as "alcohol" in "alcohol abuse," 

"former" in "former illicit substance use," and "cup-to-disc" in "cup-to-disc ratio" were 

missed. In a couple of cases the output was completely incorrect. For example, the 

input read "polyp cytology shows high-grade dysplasia," while the output read "polyp 

aplasia." In addition, difficulties were seen with laterality. For instance, the concept 

"left" in the input was represented as "left to right" in the HD-NLP output. Despite 

these difficulties, the HD-NLP output was correct in most cases. These include such 

examples as follows: (1) input as "regular menstrual cycle" and output as "regular 

periods," (2) input as "patient gender is female" and output as "patient sex female girl," 

and (3) input as "cognitive impairment" and output as "cognitive impairment."  Inter-

rater reliability was 97.5% with a Cohen’s Kappa of 0.948. 

4. Discussion 

We believe further improvements are possible and needed. This includes improvement 

in such items as: (1) missing or bad synonymy, and (2) bad laterality mappings.  

Solor, a formal integration of SNOMED CT, LOINC and RxNorm, represents a 

significant advance towards semantic interoperability and health information exchange. 

In addition, it will improve the findability of important clinical statements. The 

Analysis Normal Form brings standardization to the small information models needed 

to complete a clinical statement, while enhancing consistency and reducing complexity. 

Natural language processing with HD-NLP can provide access to data by mapping 

clinical utterances in notes and reports to clinical statements, which are reused for 

clinical decision support. By modeling the KNARTS with Solor and ANF using the 

HD-NLP system, we can provide a representation that will match the HD-NLP derived 

data from clinical notes and reports that can then be used to trigger clinical decision 

support rules. In addition, we expect that HD-NLP can reduce coding burdens on 

clinicians during data entry, providing well-coded structured data for CDS. This 
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partnership between standards and technology can assist our ability to make practical 

clinical decision support which may otherwise require duplicate and structured data 

entry. The more seamless our CDS implementations are, the more they will be easily 

implemented and shared, fulfilling the important FAIR principle in informatics. 

5. Conclusions 

Solor integrates SNOMED CT, LOINC, and RxNorm, not merely by just combining 

these terminologies, but by using an underlying logic model, improving semantic 

interoperability. This provides improved findability and reusability of data for clinical 

decision support. ANF further improves interoperability by providing simple and 

consistent structure to deliver terminological payload as statement models about 

patients. The HD-NLP software provides access to important clinical statements, which 

are required to drive CDS. By using this pipeline in a FAIR manner, we can improve 

the safety and efficacy of the healthcare that we provide for our patients.   
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Abstract. The use of international laboratory terminologies inside hospital 

information systems is required to conduct data reuse analyses through inter-

hospital databases. While most terminology matching techniques performing 
semantic interoperability are language-based, another strategy is to use distribution 

matching that performs terms matching based on the statistical similarity. In this 

work, our objective is to design and assess a structured framework to perform 
distribution matching on concepts described by continuous variables. We propose a 

framework that combines distribution matching and machine learning techniques. 

Using a training sample consisting of correct and incorrect correspondences 
between different terminologies, a match probability score is built. For each term, 

best candidates are returned and sorted in decreasing order using the probability 

given by the model. Searching 101 terms from Lille University Hospital among the 
same list of concepts in MIMIC-III, the model returned the correct match in the top 

5 candidates for 96 of them (95%). Using this open-source framework with a top-k 

suggestions system could make the expert validation of terminologies alignment 
easier. 

Keywords. ontology matching, health informatics, probability distribution, 

probability metrics 

1. Introduction 

The use of international laboratory terminologies (e.g. LOINC) inside hospital 

information systems is required to conduct data reuse analyses through inter-hospital 

databases. Well-known strategies from the ontology matching field of computer science 

have already been proposed, like string-based or language-based models [1], to 

standardize local terminologies toward an international reference. 

Distribution matching is an instance-based matching technique [2] that performs 

terms matching based on the statistical similarity of their respective sets of instances. 

This technique is an extension of two-sample hypothesis testing to compare distributions. 

Recent developments on distribution matching include a comprehensive evaluation 

of schema matching techniques [3], where a Wasserstein distance-based distribution 
matching algorithm [4] competes with state-of-the-art schema-based matching 
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techniques. To the best of our knowledge, distribution matching has only been applied 

once to healthcare terminologies alignment through the use of expert data preprocessing 

[5]. 

In this work, we design and assess a structured, reproducible framework to perform 

distribution matching in a real-world setting. This framework aims at aligning laboratory 

terminologies described by continuous variables without any required preprocessing 

while using f-divergences as similarity measures (e.g. the Hellinger distance). 

2. Methods 

2.1. The Distribution Matching Framework 

In this section we propose a generic framework for distribution matching, applied on two 

experimental scenarios. This framework is based on a machine learning classification 

model which is trained on features describing the similarity of distributions. This model 

outputs the probability of a match for a given pair of terms from two distinct 

terminologies. Our framework consists in the following steps: 

1. The set of all possible pairs is defined by the cartesian product of two terminologies. 

The equivalence (hence disjointness) of those pairs is defined manually. 

2. For each pair, we compute distribution-based features from the measurements: (a) the 

Kolmogorov-Smirnov statistic, (b) the Hellinger distance, (c) the absolute difference of 

the means and (d) the absolute difference of the standard deviations.  

3. We train and fine-tune a random forest classifier on the previous set of features. 

4. For each pair, we use the model’s probability of correct match to predict equivalence 

or disjointness. The model’s predictive ability is then assessed using the following 

metrics: Precision, Recall, F1 or Precision-Recall AUC. In practice, we are interested in 

producing mappings from one source to another. In this case, we can also use the 

Mapping Score, which measures the ability of the matching technique to provide a 

correct match in the top 5 ranked candidates. 

2.2. Datasets and Scenarios 

Our framework is assessed using data from the freely accessible database MIMIC-III and 

from the Lille University Hospital’s laboratory terminology, the reuse of which for 

medical research purposes has been authorized by the CNIL in 2019 (reference number 

2202081). All models were fine-tuned using 5-fold cross-validation on a training dataset 

and evaluated on a testing dataset. The training and testing datasets both contain the 

complete terminologies (i.e. the whole terms). Splitting is performed at random on the 

series of measurements according to a 70% (train) / 30% (test) ratio. We propose two 

experimental scenarios to assess the model’s behaviour : 

Case 1: We worked on a subset of 54 terms from the MIMIC-III database and 101 terms 

from the Lille University Hospital’s laboratory terminology. These two sets share the 

same exact concept domain. A reference alignment was manually produced by a biologist 

with expertise in laboratory terminology. This alignment is composed of 5340 disjoint 

and 114 equivalent pairs for a total of 5454 pairs. In this use case, we computed the 

Mapping Score from the Lille University Hospital terminology to MIMIC-III, in addition 
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to the Precision-Recall AUC. We used separate univariate logistic regressions to perform 

classification based on single features (e.g. KS statistic). A random forest classifier (our 

proposed model) was used to classify pairs through the combination of multiple features. 

Case 2: We propose a complementary analysis which is a positive control. In this use 

case, we tried to match MIMIC-III with itself on a subset of 195 terms. The reference 

alignment was produced automatically using terms’ ids to identify the correct pairs. 

3. Results 

Our distribution matching framework is implemented in Python version 3.8 and is 

available under Apache-2.0 License at https://github.com/mcrts/dmatch. The developed 

package provides through a CLI the required tools to extract and prepare the data in order 

to train and evaluate a decision model between two given terminologies. 

3.1. Experimental Results 

Table 1 displays the evaluation metrics computed on the testing dataset from Lille 

University Hospital to MIMIC-III terminologies as part of use case 1. We provide 

PrecisionRecall AUC and the Mapping Score along with 95% confidence intervals for 

each model. Figure 1 shows the features’ importance derived from the random forest 

classifier. Those are computed as the average sums of impurity decrease within each tree. 

Table 1. Evaluation metrics of the decision models on the testing dataset (use case 1) 

Model Precision-Recall AUC Mapping Score 

Kolmogorov-Smirnov (KS) statistic 0.63 [0.53, 0.71] 0.97 [0.92, 0.99] 

Hellinger distance 0.51 [0.41, 0.61] 0.81 [0.72, 0.88] 

L1 norm of the means 0.18 [0.13, 0.24] 0.82 [0.73, 0.89] 

L1 norm of the standard deviations 0.08 [0.05, 0.12] 0.46 [0.36, 0.56] 

Our model (random forest) 0.67 [0.58, 0.77] 0.95 [0.89, 0.98] 

 

 
Figure 1. Random forest features’ importance (use case 1) 
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3.2. Positive Control Use Case 

When trained for the specific task of matching the MIMIC-III terminology with itself, 

the selected random forest model reaches a Precision-Recall AUC of 0.96[0.94,0.98] on 

testing pairs (use case 2). Table 2 shows the five model’s suggestions with highest 

probability for the case of Monocytes cell count in cerebrospinal fluid (LOINC 26486-

1). 

Table 2. Top 5 candidates for Monocytes cells count in cerebrospinal fluid 26486-1 

Laboratory Term in MIMIC-III Nature Probability 

51120 — Monocytes — Ascites — 26488-7 False 0.988 

51355 — Monocytes — CSF — 26486-1 True 0.912 

50801 — Alveolar-arterial Gradient — Blood — 19991-9 False 0.000 

51130 — Absolute CD3 Count — Blood — 8124-0 False 0.000 

51332 — Absolute CD8 Count — Blood — 8138-0 False 0.000 

4. Discussion 

In this work, we applied distribution analysis to match laboratory terminologies between 

hospitals. The objective was to explore the use of distribution-based similarity measures 

for terminology matching, implement and benchmark this technique against uncurated 

laboratory data from the MIMIC-III database and the Lille University Hospital. The 

selected model was able to give the correct correspondence among the 5 best candidates 

for 95% of the 101 terms considered. As illustrated by the overall PrecisionRecall AUC 
and features’ importance, distribution-based similarity measures such as the KS statistic 

and the Hellinger distance strongly improve the performance of the decision model 

compared to the absolute difference of the means or standard deviations. 

A second use case (positive control) consisted in matching the MIMIC-III dataset 

against itself. The model built as part of this use case gave near perfect results which 

illustrates the general feasibility of our framework. 

4.1. Methodological Issues 

As opposed to conventional language-based matching techniques, distribution 
matching does not rely on the quality and richness of terminologies. Indeed, it showed to 

be resilient to data anomaly when tested on uncurated datasets. However, in its current 

state, our framework remains sensitive to mismatching unit systems between data 

sources. 

In practice, the Hellinger distance relies on kernel density estimates which are 

sensitive to ill-behaving data sample and requires cpu intensive numerical integration. In 

spite of this limitations, our model still remains accurate thanks to the combination of 

other distribution-based features using ensemble learning. At last, our framework yet 

supports only univariate distribution of continuous variables. 
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4.2. Perspectives 

In this work, we focused on the Kolmogorov-Smirnov statistic and the Hellinger 

distance. Other distribution-based similarity measures can also be used [6], especially the 

Integral Probability Metrics for which efficient computation techniques exist [7]. 

To further evaluate our distribution matching framework, we intend to benchmark it 

against regular language-based technique using only publicly available data such as 

AmsterdamUMCdb [8]. A composite model combining language and distribution 

analysis could then be trained to reach better performances. In particular, we believe that 

using top-k suggestions could make the expert validation of terminologies alignment 

easier. Through the alignment of MIMIC-III terminology with itself, our framework can 

be used for assessing the quality and consistency of a single terminology. Thus, we 

believe that such a tool could be used to detect terminology’s anomalies, e.g. the 

modification of the identifier of a concept over time (especially for local terminologies). 

As part of the operational setting of hospital data processing, a single concept usually 

has different identifiers in a single terminology for each laboratory or production site. 

This issue could also be addressed by the proposed framework. 

5. Conclusion 

In this study, we proposed a framework that combines distribution matching and machine 

learning techniques for terminology matching in a clinical setting. We trained and 

evaluated an algorithm on two scenarios and identified operational use cases. Finally, we 

provided a frame of reference that will pave the way for future improvements. 
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Abstract. The process of maintenance of an underlying semantic model that 

supports data management and addresses the interoperability challenges in the 

domain of telemedicine and integrated care is not a trivial task when performed 
manually. We present a methodology that leverages the provided serializations of 

the Health Level Seven International (HL7) Fast Health Interoperability Resources 

(FHIR) specification to generate a fully functional OWL ontology along with the 
semantic provisions for maintaining functionality upon future changes of the 

standard. The developed software makes a complete conversion of the HL7 FHIR 

Resources along with their properties and their semantics and restrictions. It covers 
all FHIR data types (primitive and complex) along with all defined resource types. 

It can operate to build an ontology from scratch or to update an existing ontology, 

providing the semantics that are needed, to preserve information described using 
previous versions of the standard. All the results based on the latest version of HL7 

FHIR as a Web Ontology Language (OWL-DL) ontology are publicly available 

for reuse and extension. 

Keywords. HL7 FHIR, OWL, RDF 

1. Introduction 

As population health management (PHM) becomes the new best practice of healthcare, 

a new information technology infrastructure is needed to facilitate this care delivery 

model. Within this infrastructure electronic health records (EHRs) are necessary but not 

sufficient. Interoperability among health IT systems and with other data sources is 

crucial to PHM but is still far from being achieved. Interoperability advocates are 

promoting the development of the Fast Health Interoperability Resources (FHIR) 

standard and the use of open application programming interfaces (APIs) [1].  

Semantic technologies and Linked Data principles [2] are in the heart of the 

solution that entails multiple sources of data and information along with multiple 

access points, a strong temporal aspect, as well as different computational workflows. 

FAIR Principles emphasize on the capacity of computational systems to find, 

access, interoperate, and reuse data with none or minimal human intervention [3]. To 
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that end, the use of standards and definition of detailed semantics, as early as possible, 

in the process of domain definition is critical. 

Several public or commercial repositories are modeling knowledge using semantic 

web technologies.  One of the easiest to use and freely accessible repository of health-

related ontologies is Bioportal of the National Center for Biomedical Ontology [4]. It 

incorporates search and representation mechanisms for several health ontologies and 

terminologies such as SNOMED Clinical Terms, International Classification of 

Diseases (ICD) and Logical Observation Identifier Names and Codes (LOINC) among 

others. There is additional work being done in the process of transforming OWL 

ontologies into FHIR terminology resources as presented in [5]. The paper presents the 

challenges in the transformation a detailed overview of the mapping between OWL and 

FHIR. 

In our previous work we have presented, initially, a representation as an ontology of 

the HL7 FHIR primitive and complex data types [6], then, a platform to support 

integrated care built upon linked data principles based on an ontology representation of 

HL7 FHIR[7] along with a methodology of maintenance of this ontology, aiming to 

keep up with the evolving standard and at the same time retain backwards compatibility 

with the software built upon previous versions[8]. 

In this paper we present the methodology used to develop a FHIR ontology 

generator software used for automatically transforming the FHIR specification resource 

files into an OWL ontology. The resulting ontology is ready to support the data 

management of EHR and PHM data along with the provision for managing future 

evolution of the standard. It includes all the FHIR defined data types and resources and, 

can be further expanded or restricted using owl axioms to adhere to a specific domain 

concepts or restriction on data. The ontology is shared publicly and aims on reusability 

by providing access to a very broad and componentized data model, helping 

researchers and adopters to overcome the triviality of re-implementing the base health-

domain model each time. 

2. Methods 

The FHIR standard defines three types of data structures. Primitive data types, which 

are simple values, like string or decimal, complex data types, which are reusable 

collections of primitive types or other complex types, like ContactDetails or 

HumanName, and resources, which represent specific parts of the medical process and 

contain the data required to define them, like Observation or AllergyIntolerance. 

In our ontology, each of the three data structure types are defined as an owl:Class. 

While primitive types could potentially be defined as owl:Datatype, owl:Class is used 

due to the absence of software support for custom data types. The properties of 

complex types and resources are mapped to owl:ObjectProperty in our ontology. 

Further details on the design decisions of the ontology can be found in [6] and [8]. 

2.1. FHIR Ontology Generator 

FHIR provides various metamodels of the data structures defined as part of it2. For our 

needs, we use a JSON document defining the complex types and resources as instances 
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V. Kilintzis et al. / A Methodology for HL7 FHIR OWL Ontology for Health Data Management100

 EBSCOhost - printed on 2/11/2023 6:16 AM via . All use subject to https://www.ebsco.com/terms-of-use



 

 

of StructureDefinition which is a meta-resource defined by FHIR to facilitate the 

exchange of custom resources. Primitive types are for the most part are “set in stone”, 

so they are not created as a part of the auto generator. An existing implementation is 

instead added to the created ontology. The simple mappings are presented in Table 1.  

Property “kind” can have one of four values “logical”, “resource”, “complex-type”, 

“primitive-type”. Values “logical” and “resource” have similar semantics and are 

treated the same. Value “primitive-type” is ignored as discussed previously. 

Property “name”, is used as the URI suffix of the resulting owl:Class. 

The last property “differential.element” of StructureDefinition, is an array of 

ElementDefinition. ElementDefinition is a meta-resource that defines a single element 

of the modelled resource (e.g. the semantics of “Observation.referenceRange.type” 

element of the “Observation” resource are described as an ElementDefinition). Each 

ElementDefinition in the array is mapped to an owl:ObjectProperty assigned via 

rdfs:domain to the specific owl:Class. The semantics accompanying the specific 

ElementDefinition are defined at the corresponding owl:Class. 

The property “path” is used to identify the rdfs:domain of the owl:ObjectProperty. 
In FHIR, resources often contain elements that need to be grouped together in a single 

substructure. When a substructure, like this, is defined only in the context of a single 

resource, it is modeled as an extension of the complex type BackboneElement. 
Depending on the value of “path” the rdfs:domain is either an existing owl:Class 
(corresponding to either a resource or of a complex-type), or a new owl:Class 

(rdfs:subClassOf FHIRct:BackboneElement). Property “path” is also used to generate 

the rdfs:label of the owl:ObjectProperty. 

Property “type” includes one or many substructures that determine the allowed 

values for this element. There are two cases. In one case, when the allowed values can 

be a simple or complex type, the value becomes the rdfs:range of the property. In the 

other case the allowed value is a reference to a resource so the allowed types become 

the rdfs:range and the custom annotation takesReference is added to the 

owl:ObjectProperty to allow easier handling in applications using it. 

Table 1. FHIR to OWL mapping 

pt is the namespace:  http://lomi.med.auth.gr/ontologies/FHIRPrimitiveTypes# 

2.2. Integrating version changes to existing ontologies 

The ontology generator described in 2.1 is sufficient when building an ontology based 

on the latest version of FHIR from the ground up. When a new version of the standard 

is introduced and since ontologies of previous versions could be already used, updates 

in the resources or complex data types can cause problems. A methodology for 

managing these possible problems, aiming to maintain existing data and their 

semantics, even if they were defined by previous versions of the standard, using the 

FHIR 

StructureDefinition 

FHIR 

ElementDefinition 

OWL 

Namespace:Local Name 

name path rdfs:label 

version  owl:version 
description definition rdfs:comment 

baseDefinition  rdfs:subClassOf 

differential.element  owl:ObjectProperty 

 min, max owl:minCardinality, owl:maxCardinality, owl:cardinality 

 isSummary pt:isSummary 

 isModifier pt:isModifier 
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expressivity provided by OWL is presented in [8]. The presented generator is using a 

FHIR-provided JSON document with the changes between versions to tackle this issue 

automatically. The useful types of changes documented are the following: 

� Addition or deletion of elements, or name change to elements 

� Changes to minimum and maximum cardinality of a property 

� Changes to allowed types of a property 
 

The JSON document contains an object for each FHIR data structure with a 

property “status”. In the case of “changed”, an object “elements” is provided that has a 

key for each of the changed properties of this particular data structure. The value of 

each key in “elements” is an object that may contain one or more definitions. The 

possible combinations are shown in Table 2. 

Table 2. Handling of changes between versions 

Status Property combination Changes to 
owl:Class 

Changes to 
owl:ObjectProperty 

deleted  Add owl:deprecated Add owl:deprecated 

changed old-min – new-min Change owl:minCardinality  

 old-max – new-max Change owl:maxCardinality  
 removed-types  Remove from rdfs:range 

 added-types  Add to rdfs:range 

new  Create new Class Create new ObjectProperty 

3. Results 

The generator is implemented as a Java app to take advantage of the Apache Jena API 

for building the ontology. Upon execution the corresponding ontology is created as an 

RDF/turtle file with the following base URIs: 

http://lomi.med.auth.gr/ontologies/FHIRComplexTypes 

http://lomi.med.auth.gr/ontologies/FHIRPrimitiveTypes 

http://lomi.med.auth.gr/ontologies/FHIRResources 

The procedure of the ontology update was tested using FHIR Release 3 (STU) and 

the current version FHIR Release #4. 

The OWL-DL ontology automatically produced by the generator from FHIR 

v4.0.1: R4, is available for review and reuse in 

http://lomi.med.auth.gr/ontologies/FHIR 

4. Discussion 

While a semantic data model represented as an OWL ontology is an obvious choice to 

provide semantics to the modeled entities, and efforts of transforming relational 

databases to ontologies and vice-versa are widespread [9], using an ontology to 

describe, store and exchange actual health related data is not as common. Having HL7 

FHIR as the de facto standard for exchanging health data, a system based on an 

ontology, derived from FHIR, could minimize data mappings and transformations, 

semantically enrich the managed health data to tackle interoperability obstacles and 

enhance findability, as proposed by FAIR principles. Such a system presented in [8] 

V. Kilintzis et al. / A Methodology for HL7 FHIR OWL Ontology for Health Data Management102

 EBSCOhost - printed on 2/11/2023 6:16 AM via . All use subject to https://www.ebsco.com/terms-of-use

http://lomi.med.auth.gr/ontologies/FHIRComplexTypes
http://lomi.med.auth.gr/ontologies/FHIRPrimitiveTypes
http://lomi.med.auth.gr/ontologies/FHIRResources
http://lomi.med.auth.gr/ontologies/FHIR
http://lomi.med.auth.gr/ontologies/FHIRComplexTypes
http://lomi.med.auth.gr/ontologies/FHIRPrimitiveTypes
http://lomi.med.auth.gr/ontologies/FHIRResources
http://lomi.med.auth.gr/ontologies/FHIR


 

 

requires maintenance of the FHIR based ontology and this process requires a lot of 

effort and attention.  

In this paper we have presented the FHIR ontology Generator software that is 

capable of automatically transforming the provided by the standard definition files to 

an OWL-DL ontology. The resulting ontology includes all the semantics needed to 

support EHR data storage with data validation (i.e., accepted values, cardinality of 

values) along with support for automatic application into the ontology of future 

changes in the standard, maintaining intra-model semantics for backwards 

compatibility. 

FHIR ontology Generator software can reduce the interoperability gap exhibited 

among health record systems and offer a model for PHM by providing either a solid 

data model base for specific domain implementations or a reference model to map 

existing deployed models. In the first option, the data model base, generated from the 

latest version of HL7 FHIR standard, can be restricted to accept specific domain 

entities with additional semantics, while in the second options, mapping to the model 

can be used, as a first step in the pipeline, to export FHIR resources from non-FHIR 

based EHR system. 

Next steps include the integration, in the software, of the transformation rules that 

aim at the in-FHIR defined terminologies and bindings, as well as the development of a 

new software for the export of ontology instances as JSON FHIR resources. 
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OBO Foundry Ontologies: Pilot Study 
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Abstract. Ontologies listed in the OBO Foundry are often regarded as reliable 
choices to be reused but ontology interoperability of them remains unknown. This 

study evaluated the resolvability of URIs and consistency of axioms in the OBO 

Foundry library, BFO ontology, and CIDO ontology. All had nonresolvable URIs, 
but the OBO library and the CIDO had additional interoperability issues regarding 

the use of incorrect prefixes, mixing up with ontologies, and inconsistency in the 

use of property. These detected issues reflected the real-world common problems 
that were not significant from human beings’ point of view but hindered the 

machine-processability of ontologies. The assessment performed in this study was 

automated and enables scale-up against more metrics over more ontologies, which 
remains future work.  

Keywords. Ontologies, Interoperability, Assessment, OBO Foundry 

1. Introduction 

Ontologies, as means to formalize concepts and relations that represent entities and their 

relations in a specific domain of the world, support health data in being Findable 

Accessible, Interoperable, and Reusable (i.e., FAIR). Given a large number of ontologies 

developed [8][7], ontology interoperability is needed to prevent misunderstanding and 

isolation between different resources [1]. The Open Biological and Biomedical 

Ontologies (OBO) Foundry [8] is an ontology library making registered ontologies more 

findable and reusable. These ontologies are reviewed and listed in the OBO Foundry 

library, and in practice, they are often regarded as “good” choice to be reused. However, 

“being commonly-used” or “being of good reputation”2 are not the golden standards but 

subjective preferences, which can make people unconsciously unaware of detectable 

pitfalls that should not be further spread over by those “good” ontologies. In this pilot 

study, we examined the resolvability of URIs and consistency of RDF triples of 

published ontologies in the OBO Foundry library to explore the real-world 

interoperability issues. 
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2. Methods 

We applied the assessment approach from [10] which evaluates the interoperability of 

existing linked dataset in RDF. Five metrics (see Table 1) were selected because: 

� they are objective with minimal human involvement; 

� their testing can be automated; 

� they reflect four different dimensions3. 

Table 1. List of metrics implemented in this study and their reflected dimensions. 

Dimension Metric Interpretation 

Availability Resolvability of URIs 
Upon request of a URI term, check whether any 
information is provided as result. 

 

Representational-
consistency 

 

Reuse of existing terms Detect the use of existing terms. 

Understandability Use of Human-readable Labelling Detect the use of human-readable annotations. 

Consistency 

Misplaced classes or properties 
If classes are correctly used as objects in rdf:type triples. 
If properties are correctly used as predicates in triples. 

Misused Properties of the 
type owl:DatatypeProperty 

or owl:ObjectProperty 

If objects of properties as type “owl:DatatypeProperty” 

are literal. 

If objects of properties as type owl:ObjectProperty are 
URIs. 

 

Three RDF datasets were evaluated (see Table 2) as representatives of their types. BFO 

and CIDO, which are represented in the Web Ontology Language (OWL)4, are regarded 

as RDF datasets in this study. BFO has been manually reviewed by experts in the OBO 

Foundry community while reviewing CIDO is not completed yet. They are commonly-

used and can serve as the starting point for assessing ontologies in OBO Foundry. 

Table 2. List of evaluated RDF datasets. 

Dataset Type Description 

OBO Library Metadataset 
A dataset which lists current OBO ontologies with their meta information, 
including activity status, access URI, theme, and etc. 

BFO Upper Ontology 
An upper-level ontology in support of domain ontologies developed for 

scientific research within the framework of OBO Foundry.  

CIDO 
Domain 

Ontology 
A biomedical ontology in the area of coronavirus infectious disease.  

 

Unique URIs were extracted from RDF datasets to check resolvability, which means that 

an HTTP request for these URIs can provides us with other resources. Results were 

described by HTTP status code. Diagram of workflow can be found at a persistent URL5. 

RDF triples were extracted and then divided into triples with or without the property 

rdf:type. The types of objects in rdf:type triples were checked if they were of type 

owl:Class. Predicates in other triples were checked if they were of any property type 

(e.g., rdfs:Property). After that, we examined if these classes and properties were 

processable by machines, which checks 1) if any content can be automatically retrieved 

via either parsing through a parser or querying through a SPARQL wrapper and 2) if 

retrieved content contains given resource of that URI. For the predicates whose types 

                                                           
3 https://purl.org/iqd  
4https://www.w3.org/TR/owl2-overview/  
5https://purl.org//report/workflow  
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were specified as either owl:DatatypeProperty (whose objects should be literal) or 

owl:ObjectProperty (whose objects should be URI), their objects in triples were checked. 

Any URI, class, predicate, or triple that was assessed but failed against metrics was 

regarded as a failure case, which served as the unit for analysis. We utilized the parser 

and SPARQL wrapper developed in rdflib6 package. The SPARQL endpoints were 

Ontobee7 and BioPortal8. Implementation scripts can be found at GitHub9.  

3. Results 

Table 3 describes the number of failure cases detected in the OBO library dataset, BFO 

and CIDO against metrics. The OBO library dataset has failures in unavailability of 38 

(out of 1,067) URIs, unretrievability of 5 (out of 23) predicates, and 8 (out of 14) misused 

properties of owl:ObjectProperty, and these failures also occurred in CIDO, while the 

BFO dataset has failures only in unavailability of 70 URIs (out of 156). In terms of 

Understandability, all datasets applied human-readable labelling, including rdfs:label 

and dct:description. 

All test datasets have problems in resolvability of URIs and some of them stemmed from 

the same resource. In the OBO library dataset, all terms with the prefix 

“http://obofoundry.github.io/vocabulary/” were not found (HTTP 404). Some URIs are 

those referring to deprecated ontologies, e.g., <http://purl.obolibrary.org/obo/epo.owl> 

In the BFO, all URIs with the prefix “http://purl.obolibrary.org/obo/bfo/axiom/” are not 

found (HTTP 404), which amount to 67 (out of 70). In the OBO dataset, a property 

<http://purl.org/dc/terms/1.1/theme> was used but it does not exist, though that URI is 

still resolvable to DCMI Metadata Terms (DCT) ontology. Through query via a 

SPARQL endpoint, this error was detected as that query was performed by extract pattern 

matching. <http://www.w3.org/ns/dcat#theme> from Data Catalog Vocabulary (DCAT), 

however, exists. So it is important to distinguish terms between DCT and DCAT, alike 

but different. Besides, DCT maintains two namespaces: 

“http://purl.org/dc/elements/1.1/” and “http://purl.org/dc/terms/” but not 

“http://purl.org/dc/terms/1.1/”. So the URI <http://purl.org/dc/terms/1.1/license> in the 

OBO library dataset could not resolve to any content regarding license and was not 

queriable in SPARQL endpoint. Therefore, we should be aware of correct use of DCT 

namespaces, though such mistake still can guide you towards DCT resources but it is not 

processable by machines. Eight failed properties of owl:ObjectProperty in the OBO 

dataset and  ten failure in CIDO are listed10 with number of involved RDF triples. In all 

of these failed triples, we found that all objects were the string version of an URI instead 

of the Notation 3 format11. Below is an example: 
<http://purl.obolibrary.org/obo/obi> 
<http://usefulinc.com/ns/doap#bug-database> 
"http://purl.obolibrary.org/obo/obi/tracker" 

 

                                                           
6 https://github.com/RDFLib/rdflib  
7 http://www.ontobee.org/sparql  
8 http://sparql.bioontology.org/  
9 https://github.com/sxzhang1201/Interoperable-Supportive-Tool  
10 https://purl.org/obo_library_assess/object_property  
11 https://www.w3.org/TeamSubmission/n3/  
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Table 3. Number of failure cases against metrics for OBO library and BFO. 

Metrics 
OBO Library Dataset BFO CIDO 

# Total # Failure (%) # Total # Failure (%) # Total # Failure (%) 

Resolvability of URIs       

  - Available URIs 1067 38 (4%) 156 70 (45%) 9598 2183 (23%) 

 Reuse of existing terms       

  - URI of a class resolving to 

content concerning that class 
4 0 19 0 2249 117 (5%) 

  - URI of a predicate resolving 

to content concerning that 

predicate 

23 5 (22%) 26 0 164 33 (20%) 

Misplaced classes or 
properties       

  - Classes incorrectly used as 

properties 
4 0 19 0 2132 0 

 - Properties incorrectly used as  

classes 
23 0 26 0 131 0 

Misused Properties of the 
type owl:DatatypeProperty 
or owl:ObjectProperty 

      

  - Properties of 

owl:DatatypetProperty  
1 0 5 0 40 4 (10%) 

  - Properties of 

owl:ObjectProperty  
14 8 (57%) 4 0 13 10 (77%) 

Human-readable Labelling       

  - Human-readable annotations 609 0 50 0 9402 0 

4. Discussion 

In this study, we found that well-used ontologies from a reliable platform contained 

errors, including non-resolvability of URIs, use of incorrect prefixes, mixing up with 

ontologies, and inconsistency in the use of property. Both OBO library and BFO maintain 

their own vocabularies, all of which, however, are not resolvable. It is probably ascribed 

to authorization issues and further information is needed by reaching out to their authors. 

URIs referring to deprecated ontologies were not but should be resolvable along with 

version information so that those still using outdated ones are able to find related update 

activity and reach out to the updated ones. Many researchers have performed quality 

assessment of ontologies. Burton-Jones et al.[2] proposed a suite of metrics, i.e., 

Syntactic, Semantic, Pragmatic, and Social, to evaluate the usefulness of ontologies 

found in the DARPA Agent Markup Language (DAML) library. The only metric 

relevant to Consistency in [2] measures the proportion of inconsistent classes and 

properties but does not clarify how such inconsistency could be detected. Duque-Ramos 

et al.[4] adapted a Software Engineering standard, Software product Quality 

Requirements and Evaluation (SQuaRE) to develop a framework for ontology 

evaluation. Fourteen metrics were defined to assess the quality of ten ontologies of “units 

of measurements” and “cell types”. These metrics were measured in an automated 

manner but focused on “demographics”, for example, measuring the number of attributes 

per class, and the mean number of direct subclasses. He et al.[5] proposed an “eXtensible 

Ontology Development” strategy and four associated principles (i.e., ontology reuse, 

ontology semantic alignment) to provide high-level guideline for ontology development. 

Our study instead focused on a relatively lower level of quality assessment enabling 
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resolvability and consistency checking in an automated and expectedly complete 

fashion.Our study employed an automated approach to assess a set of metrics reflecting 

different dimensions of ontology interoperability. Such automation enables to evaluate 

more datasets in an objective way. However, there are more quality metrics in [10] that 

are not tested. The tool implemented is capable of a limited number of metrics but 

incorporation with other existing tools, e.g., Luzzu[3] and RDFUnit[6], can support the 

expansion of quality assessment. An integrated assessment approach performed by Sanju 

et al.[9] is also promising to detect additional interoperability problems but inconsistency 

of performance among different assessment tools should be addressed. True machine 

readability of ontologies, concepts and classes is key to supporting reasoning over data 

and establishing FAIR linkable data. Consequently, the quality of such ontologies should 

be maximal, hence quality assessment should be applied, and should be facilitated. Our 

approach contributes to quality assessment, and the developed tool automates such 

assessment. In the future, with more metrics incorporated, more ontologies should be 

assessed to capture a comprehensive view of common interoperability problems in 

existing well-used ontologies of a specific domain, for example, ontologies concerning 

COVID-19.  

5. Conclusions 

Even established, well-used ontologies aren’t free of errors that can be automatically 

detected. We have developed tooling that helps to detect and resolve errors. Further work 

and research are needed to detect more types of errors over more ontologies. 
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Abstract. Recent studies demonstrated that comparative analysis of stem cell 

research data sets originating from multiple studies can produce new information 
and help with hypotheses generation. Effective approaches for incorporating 

multiple diverse heterogeneous data sets collected from stem cell projects into a 

harmonized project-based framework have been lacking. Here, we provide an 
intelligent informatics solution for integrating comprehensive characterizations of 

stem cells with research subject and project outcome information. Our platform is 
the first to seamlessly integrate information from iPSCs and cancer stem cell 

research into a single platform, using a multi-modular common data element 

framework. Heterogeneous data is validated using predefined ontologies and stored 
in a relational database, to ensure data quality and ease of access. Testing was 

performed using 103 published, publicly-available iPSC and cancer stem cell 

projects conducted in clinical, preclinical and in vitro evaluations. We validated the 
robustness of the platform, by seamlessly harmonizing diverse data elements, and 

demonstrated its potential for knowledge generation through the aggregation and 

harmonization of data. Future aims of this project include increasing the database 
size using crowdsourcing and natural language processing functionalities. The 

platform is publicly available at https://remedy.mssm.edu/. 

Keywords. Common data elements, induced pluripotent stem cells, cancer stem 
cells. 

1. Introduction 

Stem cells were first described in 1961 by James Till and Ernest McCulloch [1]. Today, 

stem cell research has dramatically transformed and advanced the field of regenerative 

medicine. Due to the large number of published stem cell research studies, researchers 

aim to collect, store, and centralize the gathered data. In previous publications by our 

team, we have developed and tested Regenerative Medicine Data Repository (ReMeDy) 

platform, allowing collection and sharing of in vitro findings and pre-clinical/ clinical 

trial outcomes [2, 3]. Currently, our platform contains 103 stem cells research papers, 

included in the PubMed database. Each featured project can be accessed across the 

framework by utilization of user-friendly tools and API platforms, due to the use multi-

modal flexible common data elements (CDE) framework, which permits cross-studies 

comparison and collaboration. 
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2. Methods 

2.1. Database architecture and web interface 

Our platform, Regenerative Medicine Data Repository (ReMeDy) [1], is an 

implementation of the Signature Commons (https://github.com/MaayanLab/signature-

commons), which is a BD2K-LINCS DCIC platform [2], installed through Docker and 

designed to store and search diverse metadata in an agile and flexible manner [4]. The 

ReMeDy platform was installed using the default instructions on a Linux server. It 

contains six repositories: controller, data-api, metadata-api, proxy, schema, and ui. 

 The various validation, visualization, and user interface schema were ingested 

through the Application programming interface (API) functionality. Specifically, we 

developed counting schemas based on the CDE framework, which aim to provide 

additional counting and filtering functionality to the search results page. The schemas, 

formatted in JSON, were generated and ingested using a custom Python script. To 

improve the utility of the API, we developed an upload interface, which automated the 

ingestion process. The upload interface was developed using ReactJS and Spring Boot. 

The interface allows for uploading and ingestion of CDE templates without command 

line interface, while maintaining the validation features. 

2.2. Literature search and data abstraction 

To test the ability of ReMeDy to handle heterogeneous stem cell data, we selected a set 

of 103 iPSC and CSC original research publications, using a randomized process from 

Google Scholar and PubMed search results for “iPSC” and “cancer stem cells”, 

respectively. The randomized selection process was designed to ensure the inclusion of 

the full range of stem cell research. Further, we ensured the inclusion of in vitro, pre-

clinical/animal model, and clinical trials of iPSC and CSC publications.  

Following the selection of our publication set, the data from the publications was 

abstracted into the multi-modular Common Data Elements (CDE) framework [2, 4]. The 

abstraction process was conducted manually by trained abstractors with experience in 

cancer, regenerative medicine, and stem cell research. The majority of abstracted CDE 

values were defined either by permissible value sets or by ontologies. CDEs which are 

not amenable to being extracted as specific values, such as outcomes and findings 

descriptions, were recorded as short statements in free-text value fields. Further, a 

template was created for each cell line, individual, or grouped study subjects. The 

templates were then submitted to the upload interface utility, converted to JSON, 

ingested, and validated trough the API [5]. 

3. Results 

The ReMeDy platform is a user-friendly database, which contains comprehensive and 

detailed information from stem cell research publications. The focus of the current 

iteration of ReMeDy is to seamlessly integrate induced pluripotent stem cell (iPSC) and 

cancer stem cell (CSC) projects. ReMeDy is currently freely accessible with no 

registration requirements.  
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3.1. The ReMeDy platform 

The ReMeDy platform takes advantage of a relational database for data storage, such as 

PostgreSQL, which is implemented in our platform, excel at storing and searching 

structured data through organizing data within a well-defined schema (Figure 1). With 

the aim to conform to the FAIR guidelines (Findable, Accessible, Interoperable, and 

Reusable), our requirements for well-defined schema, validation against reference 

ontologies, ease and specificity of searching, and the ability to update data without 

compromising its integrity drove us to select it over a NoSQL approach. Further, 

indexing of the data enables for very fast searching of any attribute of the metadata 

without major slowdowns as the size of the tables expand. Our stringent metadata 

validation process includes strict definitions of key value pairs, the proper formatting of 

the values, and specification of required elements.  

 

 

 

 

 

 

 

 
Figure 1. ReMeDy platform architecture displaying the interconnection of the Signature Commons packages. 

3.2. Multi-modular CDE framework 

In order to promote data harmonization and to facilitate data abstraction, we developed 

the multi-modular CDE framework. Our aim was to capture all the various facets of 

information related to iPSC and CSC projects. Previously standardized frameworks for 

characterization of stem cells, such as the Minimum Information About a Cellular Assay 

for Regenerative Medicine [6], do not cover the full range of information available from 

published projects and are limited to stem cell features and assays used to derive them. 

Our multi-modular CDE framework addresses these deficiencies by using a scoping 

review approach for defining relevant stem cell characteristic-related CDEs [7]. The 

resulting framework consists of 5 modules: Project, Stem Cell Characteristics, In-depth 

Characterization, Research System, and Outcomes / Findings (Figure 2).  

 
 
 
 
 
 
 
 

Figure 2. Schematic of the multi-modular CDE template, highlighting the modules and their CDE content. 

The Project module CDEs capture general project information, such as PI contact 

information, funding information, publication information, and project design. The Stem 

Cell Characteristics module is designed to capture information about the stem cell 
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products under investigation. The In-depth Characterization module contains CDEs 

related to different assays that can be used to characterize the stem cell, such as 

transcriptomic profiling, clonal capacity, or genetic stability. The Research System 

module CDEs characterize the study patients, animal models, and/or in-vitro cell lines. 

Finally, the Outcomes / Findings module CDEs describe the outcomes of clinical studies 

and findings from pre-clinical studies. Since not all CDEs are required for all studies, 

our modular organization provides a flexible approach for comparisons across studies.  

3.3. Data accessibility, visualization and sharing 

The ReMeDy site provides easy access to the various functionalities, such as search 

functionality, visualization tools, and API. It allows a search by CDE name or CDE value. 

Further, implemented filtering schemas allow users to incremental refinement of their 

search queries, and provide statistical information on the distribution of CDE values 

among the ReMeDy projects. ReMeDy also allows researchers to download the 

abstracter data directly through the API with the aim of promoting easy access, 

community sharing, and collaboration to advance stem cell research.  

3.4. ReMeDy feasibility testing 

To test the functionality and feasibility of our platform, we used 103 published clinical, 

pre-clinical, and in vitro iPSC and CSC studies. We abstracted on average 76 CDEs per 

study of total of 841 CDEs comprising the multi-modular framework. ReMeDy’s 

feasibility was demonstrated by diversity of publications from the US, China, Japan, and 

Italy, amongst others. Abstraction of a wide range of source cell materials was tested 

(skin, blood, bone marrow, and others). Pre-clinical studies included studies in mice, rats, 

pigs, and rhesus macaques. We were able to abstract 15 different disease conditions, 

including cancer, heart disease, sclerosis, spinal cord injury, and others (Figure 3).  

Figure 3. Distribution of projects in the ReMeDy platform across A. Project type; B. Country, conducting the 
research; C. Cancer type. 
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4. Discussion 

The expanding field of stem cell research in both regenerative and cancer medicine 

requires the creation of a flexible and agile repository for data aggregation, storage, 

visualization, and sharing. To promote this effort, we have adapted the Regenerative 

Medicine Data Repository (ReMeDy) platform and the multi-modular CDE framework 

for use with both iPSC and CSC projects. A primary advantages of ReMeDy is its 

organized multi-modular framework, which harmoniously captures both iPSC and CSC 

research project information in a standardized format and provides effortless 

visualization. The platform was tested by uploading 103 clinical, preclinical, and in vitro 

studies, in a systemic manner, confirming ReMeDy to be a harmonized storage and 

visualization platform for diverse stem cell data. The relational JSON formatted database 

allows us to import CDE data, while employing validators for a stringent quality control. 

Future aims for ReMeDy include increasing the database size to include all 

published iPSC and CSC research. This will be accomplished by implementing natural 

language processing and crowdsourcing functionalities. To automate data abstraction, 

we aim to use MeSH terminology and ontology-driven functionalities [8, 9]. These 

approaches will allow us to realize the potential of driving knowledge discovery through 

the use of statistical and comparative analyses of iPSC and CSC data. Crowdsourcing 

functionality will be implemented by expanding our iPS and CSC automated pipeline. 

5. Conclusion  

The ReMeDy platform allows for consolidation, harmonization, and storage of diverse 

stem cell CDEs, available for access in a centralized and unified manner. The platform 

provides the first attempt to abstract iPSC and CSC data into a single unified framework. 

The access to and analysis of harmonized CDEs has the potential for generation of new 

knowledge and advance regenerative and cancer medicine.  
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Abstract. Undiagnosed rare diseases include diseases with a well-characterised 
phenotype, diseases with unknown molecular causes or due to non-genetic factors, 

and pathological condition that cannot be named. Several initiatives have been 

launched for healthcare of patients with undiagnosed rare diseases. A project for 
development of medical records with special reference to the HL7 standards is being 

carried out in Genoa (Italy), taking into account regional and national regulations. 

The project is based on the integration of functionality related to patient diagnostics, 
taking into account omic sciences for disease prevention and risk assessment. 

Considering the evolution of standards, the use of FHIR is being considered in order 

to increase the elasticity of the system also in view of foreseeable adoption of this 
standard by the Italian healthcare system. 

Keywords. Undiagnosed Rare Diseases, interoperability, standards. 

1. Introduction 

The Undiagnosed Rare Diseases (URDs) are conditions that describes people with a 

range of disorders and/or disabilities, probably caused by a genetic cause or genetic 

predisposition, that has not been yet identified. For these people, the lack of a definite 

diagnosis causes significant physiological and social consequences, with considerable 

diagnostic and therapeutic delays.  

URDs may also include diseases with a well-characterised and described phenotype, 

or pathological conditions but that cannot be classified by a name, and they have an 

unknown molecular cause or they are due to epigenetic factors that interact with 
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environmental factors. Several initiatives at the international level have been launched, 

culminating in the creation in 2014 of the NIH Undiagnosed Diseases Network, which 

with an interdisciplinary network of seven clinical sites has begun to make a significant 

impact on patients with undiagnosed rare diseases [1]. Other initiatives have been 

launched in Italy, such as the "Malattie senza diagnosi" (undiagnosed diseases) 

programme launched in 2016 by the Telethon Institute of Genetics and Medicine in 

Pozzuoli (Tigem) and the Clinical Centre for Orphaned Diagnosis Patients set up at the 

IRCSS Ospedale Policlinico San Martino in Genoa, in 2017 following an agreement with 

the Comitato I Malati Invisibili (Invisible Patients Association). Specifically, the latter 

was set up with the aim of reducing social distress, compromising quality of life and 

increasing co-morbidity in patients whose diagnosis is uncertain, limiting the 

phenomenon of diagnostic 'nomadism', and reducing the high costs to the national health 

system of repeatedly prescribing various types of investigation in the absence of proper 

coordination and critical evaluation. In order to achieve these goals, an operational 

protocol (clinical pathway) was developed which intends to implement IT-based 

communication and methodological tools for patient health management. In this respect 

an innovative electronic clinical record was designed, focusing on the integration of 

different dataset from different sources. 

The requirement to use different data sources makes the use of standards essential 

to ensure proper interoperability [2-4]. This paper aims to describe the project for the 

development of a medical record with special reference to the standards that allows the 

use of data shared by different sources to be collected in the proposed architecture. The 

choice of standards will also be delimited with respect to the regulations produced by 

regional and national legislators [5] concerning healthcare facilities and the 

national/regional Health Information Infrastructure (HII).  

2. Methods 

The rationale behind the design of the information system dedicated to the clinical centre 

in Genoa is based on the integration of functionalities. In order to adequately develop the 

functionalities related to the clinical section and to the patient diagnostics, it will be 

necessary to adopt standards that will allow the complete interoperability of the medical 

record that will be developed with respect to the Hospital Information System (HIS), the 

Laboratory Information System (LIS) and Radiology Information System (RIS), also 

with different hospital in regional panorama.  

The development of omics sciences and the increased availability of specific 

molecular medicine data combined with innovative DNA sequencing analysis by NGS 

(Next Generation Sequencing) for WES (Whole Exome Sequencing) and WGS (Whole 

Genome Sequencing) can improve disease prevention and risk assessment. In this respect, 

the use and inclusion of individual omics data and common clinical data within a tailored 

electronic health record (EHR) will improve disease prevention, risk assessment, 

treatment and diagnosis. Our approach is aimed to constitute a 'patient-centric 

translational EHR', relevant to the deployment of translational medicine [6], and speed 

up the identification of the disease. This will be based on standard classifications and 

terminologies such as ICD, SNOMED-CT, Orphanet, HPO and other for the 

development of a tool capable of identifying correlations between genotypic and 

phenotypic information collected and described in a relational database. This integration, 

together with self-learning analytical systems, may also lead to results in the 
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development of support mechanisms for disease identification and improved accuracy of 

diagnosis. 

Moreover, in order to achieve a better and more accurate diagnosis in a shorter time, 

it is envisaged that the web-based tool will allow access to specialist doctors outside the 

structure both for patient's clinical history consulting and to input data and observations 

relating to the patient. This characteristic requires data management relating to the 

privacy and consent of the patients, an issue that becomes even more important 

considering the integration of the patient's omics data [7]. In this respect, also in 

compliance with the provisions of the EU regulation on the processing of personal data 

[8], we intend to develop a privacy by design and privacy by default approach, providing 

from the outset the tools and the correct settings to protect personal data (Role based 

access control RBAC) [9]. A decision is currently being taken in coordination with the 

hospital authorities on whether to host the system at the hospital's data centre or to 

develop a cloud-based system, possibly using blockchain technology to verify the 

sources of and access to data [10; 11]. 

According to the decision of Italian legislator [5], we decide to centre our data 

collection system on the HL7 Clinical Document Architecture (CDA). 

The use of standards will make it possible to obtain data already available in the data 

centres of healthcare facilities, thus filling in the data required by the physicians (Fig 1) 

who have commissioned this specific tailor-made EHR, achieving the goal of obtaining 

an early diagnosis and treatment of the patients. 

 

 
Figure 1. Patients data and processing flow for earlier diagnose EHR 

 

3. Results 

A schematic diagram of the proposed architecture is shown in figure 1, encompassing 

different scenarios that may arise. In a first case (a) the hospital provides the possibility 

of obtaining data through the use of web services, but these are not fully standardised for 
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the production of CDA compliant documents. In this perspective a client application can 

be used for translation into the necessary format to ensure interoperability between the 

other parts of the system. In case (b), a series of views can be obtained by means of 

agreements with the hospital structure. An extensive discussion with the data centre 

managers is necessary in order to understand the logical schema with which the data is 

stored in the HIS. It is also necessary to interpose a standardisation client for the 

generation of a CDA compliant document. In the case of external specialists (c) it will 

be necessary to digitise the paper documentation and to generate specific meta-data 

describing the documents and their contents. Most of Italian regions adopted the Retrieve 

Locate and Update Service (RLUS) interface [2], to allow authorised entities to feed and 

retrieve data to and from regional HII. The presented system has been authorised to 

interact with HII to extract previous data and to update it. 

 

 
Figure 2. Outline of the proposed architecture 

 

Moreover, since the patient will have interest in providing consent to access the 

data in the HII, the system will be able to access through the CDA the documents 

available at HII, if they contain analytically significant elements (d). 

Considering the evolution of the standards, the use of FHIR will also be evaluated 

to increase the elasticity of the system, also in view of the adoption of this standard by 

the Italian legislator. In this respect, it is worth highlighting the introduction by HL7 of 

the genetic profile to the FHIR Observation resource, which will be taken into account 

in the development of the system [12] resulting in a future CDA and FHIR based 

architecture. 

4. Discussion and Conclusions 

Standards are an essential basis for ensuring interoperability between different 

information systems. The adoption of the various standards will allow the new system 

being developed to enable both management cooperation – different applications can 
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interact to exchange requests and results (authentication of users with hospital credentials 

(LDAP)), prescriptions for drugs and analyses, discharge letters (CDA v2), booking of 

services through unified booking centres (HL7 v2) – and clinical cooperation. Clinical 

information stored in applications, even remotely managed by other healthcare 

professionals, can be accessed promptly at the time of need, for improved patient care. 

This application could be extended later with an intensive use of Natural Language 

Processing (NLP) to also integrate the numerous patients’ documents expressed in 

natural language into the information generation chain. 
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Abstract. An infrastructure for the management of semantics is being developed to 
support the regional health information exchange in Veneto – an Italian region 

which has about 5 million inhabitants. Terminology plays a key role in the 

management of the information fluxes of the Veneto region, in which the 
management of electronic health record is given great attention. An architecture for 

the management of the semantics of laboratory reports has been set up, adopting 

standards by HL7. The system has been initially developed according to the 
common terminology service release 2 (CTS2) standard and, in order to overcome 

complexities of CTS2 is being revised according to the Fast Healthcare 

Interoperability Resources (FHIR) standard, which has been subsequently 
introduced. Aspects of CST2 and of FHIR have been considered in order to retain 

most suitable aspects of both. This integration can be regarded as most worthwhile. 

Keywords. Semantic interoperability, HL7, CTS2, FHIR 

1. Introduction 

Over the last 20 years health care delivery has gone through significant developments, 

mostly relating to electronic health records and data sharing, data standards, 

bioinformatics and public health informatics. Health informatics technologies are 

normally being evaluated according to three main aspects: the ability to improve health 

outcomes for patients, the care quality improvement and the reduction of health costs. In 

USA nearly 20% of the gross domestic product is used for healthcare, and this will not 

be sustainable in the future, which is also applicable to the rest of the world. Digital 

health is being implemented in clinical practice throughout the world, and the increasing 

cost of digital health technologies, together with a lower extent of regulations in the 

related markets may result in a further expansion and acceleration of their adoption [1]. 

Nowadays many problems have arisen for healthcare delivery, such as infectious 

disease surveillance, lack of personalized care, limitations in human resources, 
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inequitable distribution of health care. In 2018 WHO passed a resolution to develop 

digital health technology in order to promote equitable and universal access to health for 

all, and this was followed by the Global strategy on digital health 2020-2024 and by the 

national eHealth strategy toolkit, which was set up to help countries to integrate eHealth 

into their healthcare systems [2-5]. Subsequently, WHO provided recommendations on 

digital interventions for health system strengthening, based to address health system 

needs. As relates to implementation, the guideline by WHO also addresses problems for 

which digital health has the potential to help, such as distance and access, and shares 

many of the underlying challenges faced by health systems, such as poor management, 

infrastructural limitations and poor access to equipment [6]. 

Health information and communication technologies have been introduced, aiming 

to transform the organization of healthcare, improving quality of care and promoting 

access to affordable healthcare for all. At present the main modalities of digital health 

technologies electronic health records (EHRs), computerized provider order entry, health 

information exchange (HIE), Telemedicine/Telehealth, mobile-health, robots, virtual 

reality, wearable sensors, internet of things, artificial intelligence applications, machine 

learning [7]. 

HIE system adoption has increased worldwide in the last years, following the 

development and use of EHRs, which have most significant advantages with respect to 

paper records and whose development and use has been suggested as a key solution for 

the exchange of information among medical institutions and, in general, in healthcare 

systems [8-12]. HIE has a very high potential for health care information systems, both 

as relates to patient care and as relates to cost reduction for use of resources. Further 

research is needed to increase user participation and to develop further technology 

aspects [13]. Data sharing is a key building block for effective healthcare delivery. The 

main interacting systems that manage patient’s data and could provide data for HIEs are 

EHRs, which store clinical information, such as patient’s medical history, diagnoses, 

medications, laboratory results, which store and manage clinical laboratory data, and 

picture archiving and communication systems, which store and manage medical images. 

Interoperability in eHealth has been addressed by the European Union (EU), which 

has set up the Refined eHealth European Interoperability Framework (EIF), which 

considers many different aspects of interoperability [14; 15]. 

An infrastructure for semantic interoperability is being developed to support the 

regional HIE in Veneto – an Italian region which has about 5 million inhabitants. This 

infrastructure aggregates data according to data semantics. The management of 

semantics is one of the key aspects of HIEs, because in medical practice terminologies 

used in different departments, laboratories and institutes are usually diverse and very 

different from standardized vocabularies, while standardized terminologies, universally 

recognized for each specific application domain, should be adopted [16-18]. 

2. Methods 

The Logical Observation Identifiers Names and Codes (LOINC) [19] vocabulary has 

been used, in order to represent concepts and relations among concepts which are defined 

in different local and standardized terminologies. LOINC is frequently updated, in order 

to maintain technologies and their relations up-to-date and coherent over time [20]. 

Concepts and terminologies relating to several laboratory tests in the Veneto Region have 

been encoded by LOINC. The results have been stored in a database and can be 

R. Gazzarata et al. / Semantics Management for a Regional Health Information System in Italy120

 EBSCOhost - printed on 2/11/2023 6:16 AM via . All use subject to https://www.ebsco.com/terms-of-use



downloaded by a table containing all laboratory tests and the related LOINC entities. The 

table has been uploaded in LISs, therefore LOINC codes have been used in the Clinical 

Documents Architecture (CDA) laboratory reports. 

According to the recommendations by the Italian Health Ministry, standards by HL7 

have been adopted. The CTS2 standard provides specifications to develop interfaces to 

manage, search and access terminology contents. CTS2 has been set up within the HL7 

and Object Management Group initiative by the Healthcare Service Specification Project 

(HSSP) [20]. HSSP aims to define industry standards based on SOAs to achieve 

interoperability among applications that belong to independent socio-health system 

organizations [17; 21-23]. CTS2 defines elements called terminology resources and sets 

of operations, called functional profiles, which could be performed on them [24; 25]. 

In order to overcome the complexities of CTS2, HL7 has subsequently introduced 

the Fast Healthcare Interoperability Resources (FHIR), a standard aiming to improve 

healthcare information exchange using building blocks – called resources - which define 

common concepts, that is small units of data, such as observation, condition, device, 

patient. Resources increase the reusability of health information and are intended to cover 

typical use cases [26-28]. FHIR is increasingly adopted by technology companies and 

might see a faster adoption than other standards [27]. 

A terminology service has been developed for the Veneto, initially according to the 

CTS2 reference model. Subsequently the service has been integrated into a FHIR based 

system for terminology management, in order to improve speed and information 

reusability. Terminology plays a key role in the management of the information fluxes 

of the Veneto – in which the management of EHRs is given great attention. The adoption 

of a FHIR interface in the developed terminology system was due to the fact that Veneto 

Region adopted FHIR as its main sematic signifier for its Health Information 

Infrastructure (HII). Moreover, FHIR interface also improved the performances of the 

presented terminology system. 

The CTS2 terminology resources that have been used are CodeSystem, 

CodeSystemVersion, EntityDescription, Map, MapVersion, MapEntry. For these 

elements the functional profiles Maintenance, Read, Query, History have been 

considered. The implementation profile that has been chosen is the Simple Object Access 

Protocol (SOAP), and the system has been hosted in Microsoft Windows Azure [18]. 

The system is being revised considering aspects of CTS2 and of FHIR, in order to 

retain the most suitable aspects of both to improve speed and reusability of information. 

3. Results and Discussions 

The architecture for the management of the semantics of laboratory reports is shown in 

figure 1. Its main components are the Health Terminology Service (HTS), the client web 

application for the management of the information in the HTS, the Laboratory 

Information Systems (LISs) of the regional departments and regional HIE. The main 

component of the architecture is the HTS, which consists of a relational database in 

which all information relating to terminology resources is stored, and of a set of web 

services compliant with the CTS2 standard. The relational database is hosted in 

Microsoft SQL Azure. A set of web services provides access to the database by a CTS2 

interface, consisting of a set of Windows Communication foundation (WCF) services 

hosted in Microsoft Azure [18]. Each terminology resource has one service for each 

functional profile, therefore the resulting HTS has 24 WCF services. Therefore, the FHIR 
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model has been adopted, which allows to replace the 24 WCF services with one FHIR 

resource. This significantly improves the speed of the system. 

 

 
Figure 1. Architecture scheme 

Other aspects have also been considered. The central database has CTS2 objects 

which resemble the FHIR ones, such as, the state of codes, which can be active or not. 

Moreover, a service which transmits FHIR messages has been added to the interface. 

In conclusion, the integration of aspects of CTS2 and of FHIR can be regarded as 

most worthwhile. Further developments along these lines are being considered. 

4. Conclusions 

The new HTS architecture based on FHIR message is still under test in work environment 

in Veneto Region, but preliminary results seem to be very promising, both as regards the 

speed performance of the system and for the capability of the system to maintain history 

of the terminology data sets, even at the concept/term level. This is probably due to the 

correct mixed used of the CTS2 features and of the FHIR specificities. 

The correct use of a terminology system will significantly improve the use of HII 

that could be a fundamental tool to assure patients continuity of care and strengthen the 

delivery of territorial healthcare services. 
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What Metadata? Defining Different Types 

of Digital Assets as Application Targets of 

Metadata in Clinical Research Informatics 

Matthias LÖBEa,1 
a

 Institute for Medical Informatics (IMISE), University of Leipzig, Germany 

Abstract. The term ‘metadata’ is mentioned in every one of the FAIR principles. 

Metadata is without question important for findability, accessibility, and reusability, 

but essential for interoperability. Standardized schemas have been developed by 
various stakeholders for decades, but too rarely come to practical use. The reason 

for this is that the application domain is not clearly understood. In many bio-medical 

research projects, the need for metadata is recognized at some point, but there is not 
only a lack of overview of existing standards, but also a lack of correct assessment 

of what individual metadata schemas were actually made for. This paper 

differentiates different application scenarios for metadata in clinical research. 

Keywords. Metadata, Controlled Vocabularies 

1. Introduction and Method 

Metadata has a rather mystical meaning for many clinical researchers. The term itself 

does not have an undisputed definition, often scientists talk of "data about data", which 

on the one hand is rather general, on the other hand excludes objects that are not data. 

Computer scientists value metadata as necessary artifacts to exchange data between 

information systems without loss of information. Especially in the field of clinical 

research, data collection is carried out with great human, financial and regulatory cost, 

and there is a growing awareness that clinical studies should be registered prospectively 

and that results should be published even if they fail. Furthermore, there are increasing 

voices calling for the leakage of primary data, including individual patient data in de-

identified form, to appropriate researchers. 

Many research groups therefore store data sets and documents that form the basis 

for publications in central research data repositories, in which access can be granularly 

regulated according to protection needs. However, the pure instance data are only 

valuable for secondary analyses if the collected medical concepts behind the variables 

and the structure of the conducted research can be interpreted. A variety of different 

standards, metadata vocabularies, and medical terminologies are available for this 

purpose - both applicable to generic digital assets and specific to particular subfields such 

as clinical trials or health care data. However, if one looks at the practical use of 
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standardized metadata schemas, for example among the 2,700 research data repositories 

listed under the meta registry re3data [1], only a fraction uses generic metadata schemas 

such as Dublin Core or DataCite. Subject-specific vocabularies are even rarer by orders 

of magnitude. The hypothesis of this work is that many researchers do not sufficiently 

consider what type of digital assets they want to describe in the first place and therefore 

do not really use appropriate standards, which then have to be modified and extended, 

ultimately limiting interoperability. Using an expert-based approach, different types of 

assets were identified and organized. 

2. Results and Discussion 

Three main groups and nine subgroups of digital assets in clinical studies can be 

distinguished, for which very different metadata standards are relevant: 

1. Structural description of data objects (structured data or documents) 

1.1. Design of the experiment (arms, cohort definition, endpoints, study sites) 

1.2. Timing of the experiment (phases, collection events) 

1.3. Structure of data collection (data models, forms, instruments, item groups, 

data elements, code lists) 

2. Administrative description primarily for research data management 

2.1. Projects, agents, and stakeholders 

2.2. Data sets (databases) and data distributions (snapshots) 

2.3. Information systems (portals, repositories) and the catalogs they contain 

3. Annotation for data usage 

3.1. Provenance (data origin, transformations, measuring methods) 

3.2. Data quality (validation and curation) 

3.3. Availability (restrictions on reuse: legal basis, patient consent) 

 

For all these groups, metadata schemas can be found that ensure a widely accepted 

semantic foundation through internationally agreed standards and medical terminologies. 

Several candidates exist for each group; however, explaining and classifying them is 

beyond the scope of this paper and is the goal of future work. However, it is important 

to choose a suitable standard that fits the corresponding group. Otherwise, there will 

quickly be a need for project-specific modifications and extensions that will hamper true 

interoperability. Better than overambitious in-house developments is the use of 

coordinated vocabularies as stated in FAIR Principle R1.3: (Meta)data meet domain-

relevant community standards [2], in order to develop best practices of the application 

of precise metadata elements in the medium term and to keep the effort for submitters 

low as well as for consumers. 
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Abstract. Reuse of EHRs requires data extraction and transformation processes are 
based on homogeneous and formalized operations in order to make them 

understandable, reproducible and auditable. This work aims to define a common 
framework of data operations for obtaining EHR-derived datasets for secondary use. 

Thus, 21 operations were identified from different data-driven projects of a 1,300-

beds tertiary Hospital. Then, ISO 13606 standard was used to formalize them. This 
work is the starting point to homogenize ETL processes for the reuse of EHRs, 

applicable to any condition and organization. In future studies, defined data 

operations will be implemented and validated in projects of different purposes. 

Keywords. Electronic Health Records, FAIR, Data reusability, Real World Data, 

Semantics, Standards, ISO 13606, i2b2, OMOP, ISARIC, COVID-19. 

1. Introduction 

Electronic Health Record (EHR) is defined as the repository of health data that is 

generated throughout a patient’s lifetime. Its primary use is to enable continuous, 

efficient and quality healthcare [1]. Additionally, there are other uses of EHR, known as 

secondary uses, including activities such as clinical research or public health [2]. These 

further uses are only possible if we produce reusable EHR data, which is one of the 

principles established by FAIR [3].   

Reusability is determined by how we manage the semantics of concepts and 

(meta)data in information systems. A first step is provided by Detailed Clinical Models 

(DCM), which allow implementing mechanisms for obtaining EHR-derived datasets for 

secondary use [4, 5]. However, it is essential that the extraction, transformation and 

loading processes (ETLs) are based on homogeneous and formalized operations, in order 

to make them understandable, reproducible and auditable [6]. 

Thus, this work aims to define a common framework of data operations on EHRs, 

necessary for them to be adequately reusable for secondary purposes. 
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2. Methods 

This work was carried out at Hospital Universitario 12 de Octubre (H12O) in Madrid 

(Spain), as part of its research line on the effective reuse of EHRs [4, 7, 8]. 

2.1.  Detailed Clinical Models 

In this study, DCM were used as the basis for the design and formalization of data 

operations. This paradigm proposes a dual model composed of a reference model and an 

archetype model [9]. Thus, ISO 13606 standard [10], previously adopted by H12O and 

Spanish Ministry of Health, was selected for this purpose.  

The reference model of this standard defines the components for building an 

interoperable EHR: Folder, Composition, Section, Entry, Cluster and Element. It also 

establishes the types of data permitted, which allows limiting the valid data types for 

each operation. In the present work, it was necessary to use the following subset: 

� Coded Value (CV): for concepts whose result is a set of possible coded values, 

e.g., SARS-COV-2 test, which may be positive, negative or inconclusive; 

� Physical Quantity (PQ): for concepts whose outcome is a numerical value with 

unit of measurement, e.g., oxygen flow rate measured in liters per minute; 

� Integer: for concepts whose result is an integer value, e.g., Glasgow Comma 

Scale score; and, 

� Date Time: for concepts whose value is a time point, e.g., date of symptom 

onset. 

Likewise, the archetype model allows the information models to be formalized and 

linked with terminologies at two levels: the semantic binding, for specifying the meaning 

of its components, and the value binding, to define the set of values of a CV element.  

A reusable EHR must be supported by appropriate modeling and standardization 

practices. Therefore, it is necessary to use common reference models and standard 

terminologies, such as SNOMED CT [11] and LOINC [12], that do not contain 

miscellaneous, grouped, calculated or inferred concepts. Thus, the execution of 

formalized data operations on standardized EHR extracts (structure and content) allows 

ETL process to be applicable regardless of the condition and organization. 

2.2. Secondary use data models 

Secondary use models allow data to be represented and persisted for other uses in 

addition to healthcare. Consequently, they are less demanding than primary use models 

in terms of metadata about the registration process or access permissions. We can 

distinguish two types of secondary use models: 

� Clinical data repositories. These models centralize data from different sources 

within a common structure and content. They have not been modeled for a 

single purpose, but as a data warehouse for multiple secondary uses, e.g., i2b2 

(tranSMART Foundation) [13], used in TriNetX Platform (federated network 

for clinical trials) [14], and OMOP CDM (OHDSI) [15], used in EHDEN 

Consortium (federated network for observational research) [16]. 

� Electronic Data Capture systems (EDC). These models collect data as it is 

expected to be analyzed. They are designed according to specific use cases, e.g., 
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ISARIC Case Report Form (CRF) for COVID-19 [17] and STOP-

CORONAVIRUS EDC [18]. 

In order to define the set of common data operations, the different models that have 

been used for different data-driven projects in H12O were analyzed, considering both 

typologies. Table 1 shows the list of specifications reviewed. 

 

Table 1. Data-driven projects analyzed for identification of data operations.  

ID Data-driven project Data model typology Purpose 
1 TriNetX Platform i2b2 repository Clinical Trials and analytics 

2 EHDEN Consortium OMOP repository Observational studies 
3 ISARIC Consortium Specific EDC Case reports and analytics 

4 STOP-CORONAVIRUS Specific EDC Observational studies 

 

2.3. Identification and formalization of data operations 

Once the data models of the different projects have been analyzed, data operations were 

identified and then classified according to several categories. These high-level operations, 

parents of the fully defined operations (FDO), were as follows: 

� Selection (S). Operations to select and extract the required data under the 

restrictions of the secondary use model. Two subtypes were defined: 

o Selection with reference (S.1), e.g., selection of “Oxygen saturations” less 

than 96%. 
o Selection without reference (S.2), e.g., selection of the “Oxygen 

saturation” with the lowest value. 

� Transformation (T). Operations to transform the data to the format of the 

secondary use model. Two subtypes were defined: 
o Transformation maintaining meaning (T.1), e.g., changing the 

measurement unit of a concept “C-Reactive Protein” from mg/dL to mg/L. 
o Transformation altering meaning (T.2), e.g., calculating a “BMI” 

concept from “Weight” and “Height”. 

Operations were formalized by specifying the valid data types and the cardinality of 

the argument, input and output of them. For this purpose, the data types specified in the 

ISO 13606 reference model were employed. 

3. Results 

3.1. Identification of data operations  

The first result obtained was the set of data operations, classified according to the 

categories defined in the methodology section. Table 2 shows this specification, 

indicating, for each FDO, an example and the projects that required them. 

 

Table 2.  Identified data operations for EHRs reuse. 

ID Operation Example Project 
S Selection - - 
S.1 Selection with reference - - 

S.1.1 Selection of data related to concept Data related to COVID-19 test results All 
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S.1.2 Selection of data previous to date Pre-hospitalization medication All 
S.1.3 Selection of data after date Medication during hospitalization All 

S.1.4 Selection of data higher than value  Temperatures higher than 37 ºC 3, 4 

S.1.5 Selection of data less than value Oxygen saturations less than 96% 3, 4  
S.1.6 Selection of data equal to value COVID-19 test results equal to ‘Positive’ 3, 4 

S.2 Selection without reference - - 

S.2.1 Selection of most recent datum Last COVID-19 test result 3, 4 
S.2.2 Selection of oldest datum First Oxygen saturation on admission 3, 4 

S.2.3 Selection of datum with higher value Higher Temperature 3, 4 

S.2.4 Selection of datum with lower value  Lower Oxygen saturation 3, 4 
T Transformation - - 

T.1 Transformation maintaining meaning - - 

T.1.1 Change of unit of measure C-Reactive Protein from mg/dL to mg/L All 
T.1.2 Change of coding system, Cough from local code to SNOMED CT All 

T.2 Transformation altering meaning - - 
T.2.1 Mathematical operation BMI from Weight and Height 3, 4 

T.2.2 Semantic inference Fever from Temperature 3, 4 

T.2.3 Event count Number of previous hospitalizations 3, 4 

3.2. Formalization of data operations 

The second result was the formalized set of FDO. To this end, data types for argument, 

input and output of operations were specified according to ISO 13606, as well as the 

cardinality (arguments have unique cardinality). Table 3 shows this specification. 

 

Table 3. Formalized data operations for EHRs reuse. 

Operation ID Argument 
Datatype  

Input 
Data type 

Output 
Data type 

Input 
Card. 

Output 
Card. 

S.1.1 CV All Same than Input 1..N 1..N 

S.1.2 DATETIME All Same than Input 1..N 1..N 
S.1.3 DATETIME All Same than Input 1..N 1..N 

S.1.4 PQ, INTEGER PQ, INTEGER Same than Input 1..N 1..N 

S.1.5 PQ, INTEGER PQ, INTEGER Same than Input 1..N 1..N 
S.1.6 CV, PQ, INTEGER CV, PQ, INTEGER Same than Input 1..N 1..N 

S.2.1 - All Same than Input 1..N 1..1 

S.2.2 - All Same than Input 1..N 1..1 
S.2.3 - PQ, INTEGER Same than Input 1..N 1..1 

S.2.4 - PQ, INTEGER Same than Input 1..N 1..1 

T.1.1 - PQ PQ 1..1 1..1 
T.1.2 - CV CV 1..1 1..1 

T.2.1 - PQ, INTEGER Same than Input 1..N 1..1 
T.2.2 - All All 1..N 1..1 

T.2.3 - All INTEGER 1..N 1..1 

4. Conclusions 

In this study, a common framework of data operations was theoretically defined for 

obtaining secondary use models from EHRs. For this purpose, four data-driven projects 

in which H12O participates were studied (Table 1).  

Thus, 21 operations were identified, 15 of which were FDO (Table 2). Data models 

related to standardized repositories did not involve complex operations. However, 

specific data models for COVID-19 research required selections with complex criteria 

and meaning-altering transformations. The set of FDO was formalized (data types and 

cardinality) using ISO 13606 standard reference model (Table 3). This allows 
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implementing homogeneous ETL processes based on common criteria and identifying 

processes with inconsistent operations (e.g., a ‘unit change’ operation on a CV variable). 

Moreover, these operations can be adapted in accordance to data sources and secondary 

use models, being applicable to other organizations and health conditions. 

In future studies, data operations will be implemented with programming languages 

such as R, and validated in COVID-19 projects and studies of other clinical conditions. 
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Abstract. A FOXS stack assembles HL7 FHIR, openEHR, IHE XDS and 
SNOMED CT as an operational clinical data platform to build digital systems. This 

paper analyses its applicability for FAIR-enabled medical research based on a 

summary of key principles. It highlights the benefit of the blended approach to 
operational technology stacks for health systems, and a need for industry standard 

technologies to enable greater semantic coherence for primary/secondary data use. 
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1. Introduction 

There is now a paradigm shift in health data accessibility to the requirement for fully 

structured, semantically coherent data available via open APIs. The open architecture 

approach is key to the meaningful use of data for operational clinical tools as well as 

providing a foundation for secondary use for research purposes. The FAIR Principles to 

ensure data are Findable, Accessible, Interoperable and Reusable [1] have been adopted 

by organisations such as Health Data Research UK, who consider embracing open 

standards as a necessity [2]. However there has been little requirement for FAIR to be 

adopted by the UK NHS outside of research. 

In this paper, we present an approach to supporting FAIR principles for health data 

stemming from the open clinical data interoperability platform; the FOXS stack. This 

employs four commonly used technology standards within the domain of digital health; 

HL7 FHIR, openEHR, IHE XDS and SNOMED CT. These are specifications and 

technologies to persist clinical data, bound by standardised terminologies, represented 

by syntax and metadata harmonised messaging and document structures. We present and 

discuss the high-level summary of each FOXS component and assess compatibility with 

FAIR principles.  

1.1. The FOXS Stack 

The FOXS stack is assembled from the following components: 

� FHIR: Fast Healthcare Interoperability Resources (FHIR) from HL7 are 

regarded as the emerging standard for technical and syntactic 

interoperability [3], 
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� openEHR is a specification [4] that describes clinical models and the rules 

which govern them. It is constrained by a reference model to support the 

longitudinal record, and acts as the core data persistence layer of FOXS, 

� XDS: Cross-Enterprise Document Sharing (XDS.b) from IHE is a 

standards-based specification [5] to support the sharing of documents and 

images between health organisations.  

� SNOMED CT is a hierarchal clinical vocabulary for use with digital 

tooling and patient records used widely across the world [6], mappable to 

other code systems and bound within data structures used by the above.  

Both FHIR and openEHR specifications are freely available under open-source 

licenses. However, it is essential that standards have been adopted for use by the 

healthcare providers. While it is possible to create standardised structures for documents 

in both openEHR and FHIR, neither has demonstrated implementation at scale that rivals 

the more mature standard of IHE XDS.b for interoperability across the health sector [7]. 

2. Methods 

The applicability of utilising some FOXS components for FAIR research has been 

established. NIH has issued a RFI [8] on clinical research utilising FHIR indicating a 

desire to test its efficacy. Recent progress also includes work groups aiming to harmonise 

FHIR with the BRIDG reference model [9]. Compliance to FAIR principals has also 

been established for openEHR [10]. This notion is extended here to the generalised 

FOXS stack based upon previously published implementation considerations [11]. 

Certain principles were established for the definition of metadata within FOXS stack 

to delineate between provenance and knowledge-based data. Provenance assumes an 

inherent ownership and position within the clinical pathway and can be found in FHIR, 

openEHR and XDS.b specifications. Knowledge metadata is attributed to ontological 

aspects of openEHR archetypes and FHIR based resources, to differing levels of detail.  

For example, the clinical model for blood pressure exists as an openEHR archetype 

but described within the contents of a FHIR observation resource. While openEHR 

classes are analogous to certain FHIR resources, openEHR offers richer published 

definitions to support knowledge metadata for research. Any given model may contain 

references to external SNOMED CT codes (e.g. a ‘record artifact’ based document type) 

as well as contained within the data itself. In this scenario, we consider openEHR, FHIR 

and SNOMED CT with capabilities to describe clinical content, as well as metadata 

elements. IHE XDS.b represents a standardised container used in healthcare for 

additional clinical content such as documents or images (e.g. using the DICOM standard). 

3. Results 

Each FAIR principle is summarised with compliance to FOXS components as a whole.  

3.1. Findability 

Unique and persistent identifiers are the basis for findability to ensure computability. 

FHIR, openEHR and XDS rely upon location-based URLs for resources, compositions 
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and documents respectively. OpenEHR facilitates metadata contained within a 

composition structure to be located via this identifier. FHIR presents optional metadata 

elements within individual resources. XDS utilises metadata structures as part of an 

affinity domain to locate records which may consist of a variety of different data 

standards for content (e.g. FHIR). 

In terms of metadata richness, FHIR resources contain mandatory backbone 

elements and referenced Resources such as 'Patient' and 'Encounter' as well as optional 

metadata elements. OpenEHR attributes metadata at multiple levels to consider the 

provenance of the data as well as the models themselves, akin to FHIR but in more 

granular detail owing to the archetype modelling approach. The combination of FOXS 

components facilitates data descriptors identified by class of archetype or resource, 

document type, care context or clinical term. Computability is made possible with 

content due to the nature of archetypes, resources and terms being unique identifiers to 

data. (Meta)data may be stored separately in model repositories such as CKM [12]. 

3.2. Accessibility 

FOXS stack components rely on W3C standard web-based protocols such as SOAP 

XML (XDS) and REST (FHIR, openEHR). FHIR offers a framework for search 

capabilities and within openEHR architecture, all data items attributed to a specific 

archetype may be queried independently with the archetype query language (AQL, [8]). 

This presents as an increasingly granular capability as query use cases move from the 

higher-level interoperability space (FHIR, XDS.b) to the data persistence layer 

(openEHR), with both perspectives augmented by SNOMED CT.  

Role base access and authentication is supported with rich metamodels. Rules on 

persistence and retention may be subject to domain specific policy such as Caldicott data 

sharing principles in the UK[13]. Maintaining these structures to support Findability also 

facilitates Accessibility when record management policy has a consideration for the 

destruction of data when no longer needed [14], as this allows metadata to persist longer.  

3.3. Interoperability 

Utilising archetypes as the base model for FOXS facilitates semantic coherence and a 

common representation of knowledge. This may be demonstrated through a variety of 

widely used, machine-readable formats (e.g. XML, JSON, RDF). OpenEHR provides an 

internal terminology and data may be enhanced with the use of SNOMED CT to act as a 

vocabulary. In addition, FHIR has successfully been utilised to represent SNOMED CT 

reference data sets[15] which can in turn be embedded within openEHR models. The 

addition of XDS.b completes the interoperable capability for document bound data. 

3.4. Reusability 

The final principle concerns how (meta)data are reused and their applicability to clinical 

use cases. This requires implicit understanding of the use and misuse of data supported 

by robust and detailed metadata. A FOXS-based platform is able to make use of 

conformance archetypes that map directly to the interoperability layer (e.g. matching an 

XDS.b profile). Data usage may be encapsulated within a consent focussed archetype 

that describes specific scenarios such as research. Provenance-based (meta)data enables 

operational and secondary use filtering (e.g. only include observations recorded recently 
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or in specific clinical contexts). Minimal data standards may be reflected as cardinality 

within an archetype/resource, or at the conformance API layer (i.e. a FHIR profile).  

4. Discussion   

FOXS implementations view SNOMED CT as a component of the wider stack, rather 

than it being the ontology itself. Wider structures provided by the persistent archetype 

model provide each data point. The increased ontological context for the uniquely 

identifiable nature of clinical data via a cumulatively standards based approach enables 

the data to become FAIR [16]. While it is feasible to include multiple terminologies or 

classifications within openEHR archetypes and FHIR resources, SNOMED CT becomes 

an invaluable tool due to its capability to map to external terminologies such as ICD-10. 

This  is essential for enabling FAIR enabled research [17]. 

While the interoperable aspects of openEHR, through the native API service layer, 

comply with FAIR principles, it could be argued that it lacks formal standardisation in 

terms of industry usage. This is because the openEHR specification enables standards 

for clinical data models to be created that reflect use cases at the data persistence layer. 

The commonality of shared archetypes does not imply that the assembly of said models 

will be standard across all implementations. The resulting templates and APIs will reflect 

the decisions taken by local implementers to support the specific use case at hand. This 

also applies to FHIR (and to some extent XDS and SNOMED CT) that all are subject to 

various levels of localised standardisation to reflect the heterogenous practice across 

organisation or geographical boundaries.  

Efforts have been made to align FAIR principles to FHIR [18], however progress 

has been hampered due to existing gaps between health and research standards for basic 

model elements such as demographics [19]. FHIR is regarded as the messaging standard 

for health, and is seeing increased use in the UK through initiatives such as the UK Core 

[20]. This advocates a desire for compliance to accessibility standards consumed by 

operational systems, through a common syntax. Where these interoperable APIs share 

common data structures, they may be used by multiple systems or actors, but also 

customised to support local implementation requirements. This necessitates a degree of 

transformation between systems, producing non-standardisation that would seem to 

oppose some FAIR principles such as accessibility. Nevertheless, the ability to rely on a 

common, persistent baseline model in openEHR, supported by SNOMED CT terms as a 

common vocabulary enables a FAIR-enabled technology stack to reside within 

operational digital systems and not exist as a purely research-based endeavour. 

Additionally, openEHR acts as a proxy for common data elements, essential for FAIR 

data sharing [19]. By abstracting this model away from the requirements of messaging, 

openEHR compliments FHIR, providing the flexibility demanded by implementors 

while maintaining the semantic coherence that benefits FAIR.   

We suggest that by utilising FHIR as the interoperability gateway, we begin to 

standardise FAIR principles alongside established industry practice. Relying on XDS 

profiles to support document and image archive-based paradigms, supported by a robust 

metadata model supports this view. 
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5. Summary 

The assembly of FOXS components represents an act of domain-based convergence. It 

juxtaposes the detailed curation of clinical models for data persistence with 

interoperability, utilising standard syntax and protocols. While this generalises at the 

enterprise scale, the assembly attempts to enable FAIR-ness by way of facilitating data 

access through one or more routes within a FOXS platform. Future research will seek to 

develop a specification for a FAIR-enabled FOXS stack and assess how this aligns to 

currently available FAIR maturity models [21] to support clinical data research.  
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1. Introduction 

Next-generation sequencing (NGS) techniques are becoming widespread in personalized 
cancer treatment [1]. These data are fundamentally important in the context of Molecular 
Tumor Boards (MTBs), where experts from different fields, like oncology, 
bioinformatics, and systems medicine, jointly discuss therapy options for cancer patients 
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based on molecular data. While these advancements have demonstrated their potential to 
improve patient outcomes already [2,3], the management, analysis, and interpretation of 
these data poses a challenge to traditional healthcare systems. In research, however, 
several software tools supporting data processing and interpretation exist, one of which 
is the cBioPortal for Cancer Genomics [4,5] developed by the Memorial Sloan Kettering 
Cancer Center (MSKCC). In order to evaluate the impact of bringing such tools to MTBs 
and personalized cancer treatment, the MIRACUM Use Case 3 [6] is developing a 
comprehensive workflow and tool architecture from the sequencer to the clinician 
providing care to cancer patients. One crucial part of this goal is to deploy an MTB 
software platform based on cBioPortal and extended with various additional 
functionalities identified from extensive requirements analysis with real-world users in 
the clinics [7]. 

2. Objectives 

In this work, we share our experience in extending cBioPortal for use in a clinical setting. 
This includes the challenges and possible solutions encountered and the cBioPortal 
extensions deployed together with their architectural details, surrounding tools, and 
milestone releases' rollout. These developments are compared and evaluated concerning 
the findings of a previous study from 2018 that described extending cBioPortal in a 
research setting [8] regarding the heterogeneity of system environments and different 
levels of integrated data available. The deployment processes are monitored through 
feedback forms to collect issues encountered during the setup. 

3. Development 

Having gained the first experience with extending cBioPortal (version 1.11.3) in a 
research setting in 2018 [8], the development of additional functionalities started in late 
2019 with the cBioPortal version 3.1.2, derived from a detailed requirements analysis for 
the use of cBioPortal as an MTB platform [7]. Since it was expected that not all 
extensions were suitable for contribution to the main cBioPortal project, the development 
was carried out on a separate repository, forked from the original codebase but kept up 
to date alongside updates to the cBioPortal codebase [9]. Forking was only necessary for 
the cBioPortal frontend project as none of the implemented functionalities needed 
adaptions to the cBioPortal backend or database. During the 22 months of development, 
a total of 45 updates releases were also transferred to our forked version. All issues 
during such updates were caused by refactoring in the cBioPortal codebase or moving 
reusable parts of the codebase into separate packages. Apart from that, about 15 times, 
merge conflicts occurred but were easy to solve. This means that updates can usually be 
applied with little or no effort, and long-term support for features implemented in the 
fork would indeed be possible. 

The most significant extensions were two new tabs in the patient view of cBioPortal. 
Firstly, one to allow for the search of clinical trials based on genomic and clinical data 
of the patient achieved with direct integration of ClinicalTrials.gov (publication currently 
under revision). Secondly, one to enable structured and standardized documentation of 
therapy recommendations of the MTB as shown in Figure 1. This also included a novel 
and more detailed authentication and authorization concept and the integration of the 
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service FhirSpark to provide a FHIR-compliant way to store therapy recommendations 
[10]. Both extensions were developed using a user-centered design process and evaluated 
through a usability test. 

There were also several minor extensions and adaptions, e.g., the integration of 
approval status of drugs by the European Medicines Agency directly in the OncoKB 
annotation already available in cBioPortal, import and display of LoH-mutations, and 
handling of internal PDF documents by rendering them through the web browser instead 
of depending on external Google services. 

 
Figure 1. The newly implemented MTB tab offers structured documentation of therapy recommendations by 
selecting clinical and mutation data for reasoning, drugs as a therapy, and the corresponding evidence level 

based on approval state and available references. Multiple therapy recommendations can be prioritized. 

4. Deployment 

A major challenge in software deployment was enabling cBioPortal and its connected 
tools and services, like databases and annotation tools, to be distributed as simply as 
possible. The official cBioPortal GitHub project site initially provided a solution for the 
deployment of cBioPortal via Docker [11], requiring manual intervention at multiple 
points, including a manual setup of the containers. Therefore, we developed a custom 
workflow [12] for the standardized and simplified deployment of our extended version 
of cBioPortal, including a MySQL database, session service, an on-premise instance of 
Genome Nexus [13], and the FhirSpark service described in section 3. This solution also 
includes the option to deploy the standard cBioPortal in a research setting, which was 
later used by the team of MSKCC as the basis for the official cBioPortal Docker project 
[14]. 

Our Docker-based workflow successfully enabled the deployment of cBioPortal at 
all ten consortial sites of MIRACUM, along with other partner sites from the HiGHmed 
[15] and SMITH [16] consortia, as well as sites from the Bavarian Centre for Cancer 
Research (BZKF) and the German Cancer Consortium (DKTK). The deployment at the 
consortial sites was accompanied by structured feedback forms to collect comments and 
problems during the installation. The evaluation of the forms revealed that some sites 
delegated the deployment to the IT department, while at other sites, domain experts 
handle the deployment. The only notable difficulties were caused by the integration with 
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other tools, like the configuration of the identity provider Keycloak [17] or site-specific 
barriers like highly restrictive firewalls, incomplete proxy configurations, or issues 
integrating Transport Layer Security encryption.  

As MIRACUM Use Case 3 intends to provide a comprehensive workflow for MTB 
case preparation, the deployment project builds upon MIRACUM-Pipe [18]. This 
sequencing pipeline includes advanced variant annotation and generates an interactive 
PDF report and files needed for importing mutation data in cBioPortal. Using this 
complete setup, the whole process from the sequencer to visualization in cBioPortal 
could be successfully tested at three sites with over 370 whole-exome and panel 
sequencing cases. 

Although extensive documentation of the import data format of cBioPortal is readily 
available, the generation of the required files to import both clinical and molecular data 
is challenging. Especially when adding new patients to an existing study, file 
management becomes prone to error and hardly practicable by hand because IDs must 
be consistent across patient, sample, and case-list files. At the same time, newly added 
columns must also be populated in existing patients. To aid this process, cpbManager 
[19] was developed and integrated into the dockerized deployment workflow. The tool 
features a user interface that allows for easy import file generation and management. 

5. Discussion and Conclusion 

The major challenge on the development side is the long-term support of features like 
the therapy recommendation that are specific to the described use case as they require a 
regular merging with the upstream codebase. Even though the codebase structure is 
significantly improving, like refactoring code into separate reusable packages and 
separating the backend and frontend project [8], this step requires programming skills 
and thorough testing. However, a plugin concept in cBioPortal would help overcome this 
issue, depending on its customization capabilities. 

Due to the varying delegation of the deployment mentioned in section 4 and 
complex domain-specific features, it will be necessary to provide detailed documentation. 
Especially edge cases like different types of proxy configurations were added to the 
Docker Compose solution, including test data sets for easier verification of proper 
functionality. 

Even though the development of cbpManager lowers the barrier when managing 
studies with cBioPortal, it still requires manual curation of data that will also be available 
in the local data integration centers. Therefore, long-term solutions should use these as 
primary data sources for automated ETL (extract, transform, load) workflows, requiring 
less manual interaction. 

Currently, all provided tools are intended for research use only and are not approved 
for the diagnosis or treatment of individual patients. However, future efforts in the project 
will also cover the tools’ compliance within the scope of the Medical and In Vitro 
Diagnostic Regulation (MDR and IVDR). 

This work demonstrates how cBioPortal can be extended and integrated with other 
tools to a comprehensive and easily deployable MTB software solution. While the 
concurrent development and continuous updates of a forked cBioPortal are not trivial, 
refactoring the original project significantly impacted the maintainability. However, 
contributing as many features as possible to the main project should remain the primary 
goal. 
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Abstract. Using guideline-based clinical decision support systems (CDSSs) has 
improved clinical practice, especially during multidisciplinary tumour boards 

(MTBs) in cancer patient management. However, MTBs have been reported to be 

overcrowded, with limited time to discuss all cases. Complex breast cancer cases 
that need further MTB discussions should have priority in the organization of 

MTBs. In order to optimize MTB workflow, we attempted to predict complex 

cases defined as non-compliant cases despite the use of the decision support 
system OncoDoc. After previously obtaining insufficient performance with 

machine learning algorithms, we tested Multi Layer Perceptron for classification, 

compared various samplers to compensate data imbalance combined with cross-
validation, and optimized all models with hyperparameter tuning and feature 

selection with no improvement and lacklustre results (F1-score: 31.4%). 

Keywords. Clinical decision support systems, Deep learning, Breast cancer 

1. Introduction 

Patient-specific treatment plans as recommended by clinical practice guidelines (CPGs) 

have improved patient outcomes and clinicians are highly encouraged to implement 

them [1]. In many countries, the management of cancer patients is discussed in 

multidisciplinary tumour boards (MTBs) to allow for the best collective decision-

making. In addition, clinical decision support systems (CDSSs) have shown to improve 

the compliance of MTB decisions with CPG recommendations. However, MTBs have 

been reported to be overloaded with limited time to discuss properly each clinical case. 

OncoDoc is a CDSS developed to provide patient-specific recommendations and 

promote the implementation of breast cancer CPGs [2]. The system has been routinely 

used in MTBs at the Tenon hospital (Paris, France) in a three-year period. MTB 

decision compliance rate with CPGs for invasive breast cancers reached 91.7%. In the 

remaining 8.3%, patients presented specific medical circumstances not formally 
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covered by the CPGs in OncoDoc knowledge base, which explain that clinicians might 

in some cases disagree with OncoDoc treatment plans and choose not to follow them.  

We wish to pre-emptively identify patients whose profiles are too complex to be 

properly handled by CPGs and optimize patient triage ahead of MTBs. In this way, 

non-complex cases might be treated more rapidly, and additional time and focus could 

be allocated to cases identified as complex. As OncoDoc is directly built from CPGs, 

we hypothesize that non-compliance with OncoDoc recommendations is a marker of 

case complexity and that predicting cases leading to non-compliant MTB decisions 

might help identify complex cases.  

In a previous study, we used different machine learning algorithms (RandomForest, 

DecisionTree, XGBoost) to classify OncoDoc’s complex cases based on available 

routine data and tested numerous sampling methods to compensate data imbalance, 

with unsatisfying results (F1-score did not exceed 40%)  [3]. As deep learning is 

known to offer possible improvement on imbalanced samples when machine learning 

lacks sufficient performance, we implemented a Multi Layer Perceptron (MLP) on 

OncoDoc data in order to improve complex cases classification and identification. 

2. Material and Methods 

2.1. Dataset 

Data was collected from the existing OncoDoc database and included MTB decisions 

for adult women treated for breast cancer from February 2007 to September 2009 at the 

Tenon hospital (AP-HP, Paris, France). Data consisted of 1,887 MTB decision 

instances (1,054 patients) with 127 collected variables. A sizable number of variables 

was incomplete due to OncoDoc’s architecture as a decision tree: data not relevant to 

the case is not asked, and therefore not entered.  

We applied supervised deep learning with labelled training datasets and all values 

predicted from the test datasets verified against the actual class. According to our 

hypothesis, cases where clinicians did not comply with OncoDoc recommendations 

(8.3%) were labelled as “complex” whereas others cases were labelled as “non-

complex”. Whenever possible, missing values were imputed so as to remain logically 

sound, e.g., when a tumour was non-invasive, all tumour-invasive-related variables 

were filled as “not applicable”. Continuous variables were converted to categorical 

variables (e.g. patient age) and all variables with labels were encoded as integers. All 

missing or “not applicable” values were considered as integers, e.g., excision margins 

outlying invasive tumour originally coded as invaded (1) or not (0) were encoded as 

missing (0), not applicable to non-invasive tumour (1), non-invaded (2) and invaded (3). 

Additional variables were built to reflect known factors of clinical complexity, e.g., 

triple negative breast cancer patients (hormonal receptors = negative AND Her2 

receptors = negative). The final dataset consisted of 1,887 decisions and 70 variables. 

2.2. Multi Layer Perceptron  

MLP is a subtype of artificial neural network (ANN) which uses back-propagation, and 

presents at least three neuron layers for data classification: an input layer, a hidden 

layer, and an output layer. In MLP, data is handled one way and passes all layers once, 

as opposed to the way data is handled in recurrent neural networks. Back-propagation 
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allows estimating what constitutes erroneous values in the hidden layer (which has no 

reference in the initial data to compare itself to) from the final classification labels [4]. 

2.3. Splitting and sampling dataset 

The following standard procedures were applied for this study: 

� With stratification on case complexity: stratification keeps the class ratio 

between the original dataset and the training and testing datasets. 

� With or without k-fold cross-validation: in k-fold cross-validation, the training 

set is split into k smaller sets (here, k=5). Each of the k “folds” are used in 

turn as testing set against the rest and cross-validation then averages 

performance measures to give a more accurate estimate of model performance. 

Since data was severely imbalanced, as there were few complex cases, we 

systematically tested and compared the following samplers on each training datasets 

generated for cross-validation, in order to offset data imbalance [5]:  

� Random Under Sampling (RUS) 

� Random Over Sampling (ROS) 

� Adaptive Synthetic (ADASYN) 

� Synthetic Minority Oversampling Technique (SMOTE) 

� SMOTE and Edited Nearest Neighbours (SMOTEEN) 

2.4. Hyperparameter tuning and feature selection 

We searched the best values for the model’s hyperparameters using Random Search 

and Grid Search. Random Search tested random combinations of hyperparameters in a 

given range and Grid Search was applied to narrow down the best values of 

hyperparameters. We optimized model variables with feature selection: all variables 

were first included in the analyses, then progressively excluded from the model from 

lowest to highest feature importance, e.g. from least to most useful variable as 

identified by the trained model. The optimized number of variables to include was then 

retained. 

2.5. Evaluation indices 

MLP was evaluated using precision, recall, and F1-score. Accuracy was available but 

considered to be unreliable as the testing dataset was unbalanced (if 90% of data 

belongs to class A, a model might simply choose to systematically class data as class A 

to obtain a 90% accuracy). We compared the mean cross-validation indices for each 

sampling methods and model. The overall process is illustrated in Figure 1. 

 
Figure 1. Analytic plan. 
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3. Results 

Before feature selection, MLP presented its best F1 score without any sampler 

(recall=25.9%, precision=40.4%, F1-score=31.4%). Applying samplers improved recall 

at the cost of precision, especially for RUS (recall=65.5%, precision=16.9%, F1-

score=26.7%) and SMOTEEN (recall=52.3%, precision=20.2%, F1-score=28.6%), 

with decreased F1-score. 

Feature selection did not improve MLP when no sampler was applied but showed slight 

improvement for ROS (before feature selection: recall=39.1%, precision=19.3%, F1-

score=25.6% versus after feature selection: recall=47.6%, precision=23.5%, F1-

score=30.9%) and ADASYN (before feature selection: recall=33.3%, precision=21.3%, 

F1-score=25.8% versus after feature selection: recall=37.3%, precision=25.0%, F1-

score=29.2%). Almost no improvement was observed for SMOTE, and performance 

stayed the same for SMOTEEN. (cf. Table 1). 

 

Table 1. MLP model scores by sampling technique before and after feature selection (%) 

Model Score No 
sampling 

RUS ROS ADASYN SMOTE SMOTEEN 

Before feature 

selection 

Recall 25.9 65.5 39.1 33.3 33.3 52.3 

Precision 40.4 16.9 19.3 21.3 26.2 20.2 

F1 31.4 26.7 25.6 25.8 28.6 29.0 

After feature 

selection 

Recall 25.9 63.2 47.6 37.3 33.9 50.0 

Precision 40.4 17.0 23.5 25.0 27.5 20.4 

F1 31.4 26.9 30.9 29.2 29.5 28.7 

4. Discussion  

Multiple sampling methods were used to compensate data imbalance with MLP. 

Improvement was observed for recall in all samplers but showed deteriorated values for 

precision, with unsatisfactory F1-score results. In other words, our models could not 

easily identify complex cases and could only improve recall performance by 

indiscriminately selecting cases in the hope to identify complex cases, decreasing 

precision performance. Calculated from recall and precision, F1-score could not 

increase when one score improved at the expense of the other, and showed the overall 

performance plateau. Hyperparameters tuning improved all models through Random 

Search and Grid Search but remains insufficient. Throughout hyperparameters tuning, 

all models had the tendency to sacrifice precision for recall. Feature selection granted 

slight improvement by excluding variables presenting no added value to the model. 

Few variables were consistently more “important” than others e.g., ‘Profile frequency’ 

or ‘Age_35_75’ are easily explained as known factors of clinical complexity. 

As a pre-constructed model in Python, MLP generated results similar or worse 

than those obtained with machine learning algorithms [3]. However, hyperparameter 

tuning with MLP was a non-compressible time-consuming task that did not allow for 

extensive testing and a larger range of parameters could possibly yield better results. 

On the other hand, we attempted to construct deep learning models “from scratch” 

without using a pre-existing Python library such as MLP, but all of them choose to 

classify all data as “non-complex” with no attempt to identify “complex” cases. Such 

behaviour could not be explained as a way to exploit the data imbalance (when 90% of 
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data was ‘non-complex’) since similar results were obtained after compensating with 

data sampling. As it is possible that further testing could lead to a functional model 

“from scratch”, further research and understanding of deep learning models and neural 

networks might improve our current results.  

Errors in data were encountered during pre-processing, faulty recording of 

patients’ characteristics might have occurred. Likewise, data structure and variables 

were significantly modified during pre-processing (various variables were outright 

excluded from analysis, or heavily modified to simplify or avoid missing data) which 

may have removed important information for data classification. Additional data might 

also benefit model training and it is plausible that OncoDoc available data simply does 

not include the information needed to accurately predict complex cases.  

Lastly, we assumed non-conformity with OncoDoc as the sole explicit marker of 

complexity and acknowledge the possible limits associated: complex cases which 

eventually remained conform to OncoDoc after a lengthy discussion are not identified 

in our study, likewise, some treatments might be dismissed without posing difficulty to 

MTB clinicians (such as patient’s preference). Further reviews of MTB decisions and 

analyses of causes for non-compliance might give us a more accurate indication of 

complexity for further studies. 

5. Conclusion 

We collected data from OncoDoc routine data to identify complex patient cases, with 

deep learning methods, assuming complex cases could not be systematically managed 

by a CPG-based CDSS. The dataset was prepared for analysis and underwent various 

sampling techniques to overcome its class imbalance. Several improvement plans were 

implemented but results did not improve our previous performance with machine 

learning models, hinting at a possible need for different models, additional data and/or 

additional data structuring for further improvement. 
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Abstract. One serious pandemic can nullify years of efforts to extend life 

expectancy and reduce disability. The coronavirus pandemic has been a perturbing 

factor that has provided an opportunity to assess not only the effectiveness of health 
systems for cardio-vascular diseases (CVD), but also their sustainability. The goal 

of our research is to analyze the influence of public health factors on the mortality 

from circulatory diseases using machine learning methods. We analysed a very large 
dataset that consisted of the information collected from the national registers in 

Russia. We included data from 2015 to 2021. It included 340 factors that 

characterize organization of healthcare in Russia. The resulting area under receiver 
operating characteristic curve (AUC of ROC) of the Random Forest based 

regression model was 92% with a testing dataset. The models allow for automated 

retraining as time passes and epidemiological and other situations change. They also 
allow additional characteristics of regions and health care organizations to be added 

to existing training datasets depending on the target. The developed models allow 

the calculation of the probability of the target for 6-12 months with an error of 8%. 
Moreover, the models allow to calculate scenarios and the value of the target 

indicator when other indicators of the region change. 
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1. Introduction 

One serious pandemic can nullify years of efforts to extend life expectancy and reduce 

disability [1]. The coronavirus pandemic has been a perturbing factor that has provided 

an opportunity to assess not only the effectiveness of health systems for cardio-vascular 

diseases (CVD), but also their sustainability [2,3]. The dynamics of total and CVD 

mortality can be used as a measure of health system resilience. Efficiency and 

sustainability are different and, in many ways, mutually exclusive, but sustainability is 

as necessary for sustained positive dynamics as efficiency is for achieving goals [2]. 

Analyzing the situation with COVID-19 we understand the need to assess the 

sustainability of health systems in relation to CVD care, a sustainable system will have 

different characteristics compared to an effective one [4]. 
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In the post-COVID era, we should strive to build balanced, rather than efficient, 

systems with sufficient resilience[1]. So, when solving the inverse problem of 

forecasting an indicator/indicator of quality of treatment of a region it is possible to 

calculate what the characteristics of the region should be today and tomorrow (values 

quantitatively qualitatively) to get the required indicator the day after tomorrow. 

Models and algorithms for the analysis of risk factors and prognosis of mortality in 

the acute phase of the disease have been developed. Many works apply methods of 

artificial intelligence. For example [5], considers the identification of ischemic stroke 

risk factors in conditions of data shortage. Many studies, such as [6–8] use large 

population databases, including up to 800,000 patients, to predict stroke incidence over 

5 years. Despite rather high accuracy: up to 87% correct prediction of ischemic stroke 

and up to 82% prediction of hemorrhagic stroke, the developed methods based on neural 

networks and machine of reference vectors do not allow to work in conditions of 

uncertainty and data gaps in electronic medical histories. 

Much attention is paid to treatment planning and prognosis of recovery in the acute 

phase of the disease. For ischemic stroke, models based on neural networks and support 

vector method show the best performance [9,10]. The correctness of the models reaches 

74% in the best cases, which cannot be considered a satisfactory result. However, the 

influence of organizational factors on population mortality from CVD has not been 

considered in detail in the scientific literature.  

1.1. Objectives 

The goal of our research is to analyze the influence of public health factors on the 

mortality from circulatory diseases using machine learning methods. 

2. Methods 

2.1. Dataset 

The dataset consisted of the following information collected from the national registers 

in Russia. We included data from 2015 to 2021. Information about the activities of the 

organization providing medical care; Information on the number of diseases registered 

in patients residing in the service area of the medical organization; information on the 

movement of patients; Information on confirmed cases of death in the following 

nosologies and their International Statistical Classification of Diseases and Related 

Health Problems (ICD 10) codess: Diseases of the circulatory system (I00-I99), acute 

coronary syndrome (I20- I22), Cerebrovascular diseases - Subarachnoid hemorrhage, 

Intracerebral hemorrhage, Brain infarction, Stroke not specified as hemorrhage or 

infarction, Congestion and stenosis of the precerebral arteries, Embolisms, 

Consequences of cerebrovascular disease (I60-I69), Novoplasms (C00-D48) including 

oncohematological patients with C90, Delivery O80-O84, Endocrine diseases, eating 

disorders and metabolic disorders (E00-E90) including diabetes and obesity, as well as 

death from Sepsis (A40-41), Anemias (D50-D64), Selected disorders involving the 

immune mechanism (D80-D89), Obesity (E66), Chronic rheumatic heart disease (I05-

I09), Influenza (J09-J11), Acute respiratory upper respiratory tract infections (J00-J06, 

line 11. 1)); Information on the staff of medical organizations, information on surgical 
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work, information on resources of clinics. Indicators of socio-economic development of 

regions. 

2.2. Machine learning  

The regression task for predicting the CVD mortality was solved using the scikit-learn 

library. In total 340 indicators were used as predictors. Each experiment ran in the setting 

of stratified 5-fold cross-validation (i.e., random 80% of records were used for training 

and 20% for testing, target class ratios in the folds were preserved).  

For the performance assessment, we ran it 100 times; and 100 x 5-fold cross-

validation with total of 500 predictions. As an additional performance assessment score, 

we used the AUC of ROC. The AUC was calculated based on an average of 5 curves 

(one curve per fold in the setting of 5-fold cross-validation). Features importance was 

calculated using a random-forest model.  

3. Results 

The resulting AUC of ROC of the Random forest based regression model was 92% with 

a testing dataset. Figure 1 shows the result of calculating the significance of predictors 

using a machine learning model in solving the regression problem. Training was 

performed on the data set of 340 indicators of RF regions from 2015 to 2021, including 

both dynamic indicators (spread of coronavirus infection, mortality from other 

nosologies including cerebrovascular diseases, coverage of vaccination campaign, 

population movement, etc.), intensity and coverage of measures to reduce mortality in 

the region. Examples of such activities were the number of publications in the media  

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 1. Example of calculating the contribution of regional indicators to CVD mortality using machine 

learning methods 

4. Discussion 

The models allow for automated retraining as time passes and epidemiological and other 

situations change. They also allow additional characteristics of regions and health care 

organizations to be added to existing training datasets depending on the target. The 
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developed models allow the calculation of the probability of the target for 6-12 months 

with an error of 8%. Moreover, the models allow to calculate scenarios and the value of 

the target indicator when other indicators of the region change.  

5. Conclusion 

The development and implementation of medical information technologies based on 

machine-learning methods contributes to the development of a unified accessible 

methodology for analyzing the processes of providing medical care for quality 

management at all levels of the healthcare system, while maintaining the success 

achieved in informatization and the existing infrastructure without significant additional 

costs. 
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Abstract. Clinical decision support systems (CDSSs) implementing cancer clinical 

practice guidelines (CPGs) have the potential to improve the compliance of 

decisions made by multidisciplinary tumor boards (MTB) with CPGs. However, 
guideline-based CDSSs do not cover complex cases and need time for discussion. 

We propose to learn how to predict complex cancer cases prior to MTBs from breast 

cancer patient summaries (BCPSs) resuming clinical notes. BCPSs being 
unstructured natural language textual documents, we implemented four semantic 

annotators (ECMT, SIFR, cTAKES, and MetaMap) to assess whether complexity-

related concepts could be extracted from clinical notes. On a sample of 24 BCPSs 
covering 35 complexity reasons, ECMT and MetaMap were the most efficient 

systems with a performance rate of 60% (21/35) and 49% (17/35), respectively. 

When using the four annotators in sequence, 69% of complexity reasons were 
extracted (24/35 reasons).  
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1. Introduction 

In many countries, the treatment of cancer patients must be decided in multidisciplinary 

tumor boards (MTBs). These meetings have been introduced to provide a collaborative 

and multidisciplinary approach to cancer care, bringing together surgery, oncology, 

radiology, and pathology specialists to optimize the decision-making process. Prior to 

MTBs, physicians in charge of patients whose cases will be discussed prepare a breast 

cancer patient summary (BCPS) as the basis of the oral presentation of the patient case 

to all MTB clinicians. However, the benefits of MTBs, which have long been taken for 

granted, are recently being challenged. Positive outcomes from MTBs depend on the 

presence of qualified and effective faculty, good preparation of patient cases, efficient 

leadership, sound discussions, and contributive interactions among MTB clinicians [1]. 
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Clinical decision support systems (CDSSs) are software components that aim to 

support clinicians in their decision-making process. CDSSs have proven to increase the 

compliance of clinician decisions with clinical practice guidelines (CPGs) [2]. DESIREE 

is a European project which aimed at developing web-based services for the management 

of primary breast cancer by MTBs. During the evaluation of the guideline-based CDSS 

of DESIREE, we found that for some patient cases the system did not provide any 

therapeutic proposals or gave recommendations that were not followed by MTB 

clinicians [3]. These clinical cases were considered as “complex cases”, and we made 

the assumption that such cases were not correctly handled by guideline-based CDSSs. In 

the perspective of ultimately building a CDSS able to distinctly support therapeutic 

decision for complex and non-complex breast cancer cases, the first issue is to identify 

complex breast cancer cases. 

Replicating the mode of operation of MTBs, the aim is to use BCPSs to predict 

complexity. The first step is to check whether BCPSs do embed complexity-related 

concepts. As BCPSs are expressed as natural language clinical, non-structured notes, we 

used different annotators and compared the annotations automatically generated to the 

reasons of complexity established by a group of clinicians on a sample of BCPSs2. 

2. Material and Methods 

2.1. Breast cancer patient summaries 

We worked on a sample of 24 BCPSs available as textual unstructured documents. They 

provide a portrait of patients with all relevant information that MTB clinicians need to 

know to make the best patient-specific therapeutic decision. BCPSs contain different 

types of information: reason for presentation, type of tumor, biometric data, personal 

history, family history, TNM classification, etc. However, unstructured formats make 

information extraction complicated (e.g., there are many abbreviations, acronyms, and 

specialized terms.). These 24 BCPSs were manually annotated as “complex” or “non-

complex” by a group of seven MTB clinicians of different levels of expertise (from junior 

to senior) and from different domains (5 oncologists, 2 surgeons). When a clinician 

considered a clinical case was “complex”, (s)he had to explain why and give the reason 

of the complexity in terms of patient characteristics.  

2.2. Annotation tools: ECMT, SIFR, cTAKES, and MetaMap 

We implemented four automatic semantic annotators to extract data from BCPSs. 

Currently, two systems are widely used in the biomedical field for the English language 

[4], MetaMap and cTAKES. Since we work on a corpus of French BCPSs, we also 

considered two systems that work for the French language, i.e., ECMT and SIFR [5].  

� MetaMap was developed by the National Library of Medicine (NLM) to map 

biomedical text to concepts in the Unified Medical Language System (UMLS). 
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the support of AP-HP health data warehouse. 
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The tool uses a hybrid approach combining natural language processing (NLP), 

knowledge-intensive approach, and computational linguistic techniques. 

� cTAKES for Clinical Text Analysis and Knowledge Extraction System uses 

rule-based and machine learning to extract information from clinical text. 

� ECMT (Extracteur de Concepts Multi-Terminologique http://ecmt.chu-

rouen.fr) is a webservice inspired by the CISMef algorithm for information 

retrieval with Doc’CISMeF. ECMT works for the French language with seven 

terminologies and supports semantic expansion features. 

� SIFR for Semantic Indexing of French Biomedical Data Resources 

(http://bioportal.lirmm.fr/annotator) annotator is an openly available web 

service enabling both recognition and contextualization of concepts from 30 

medical terminologies and ontologies.  

2.3. Pre-treatment of clinical notes  

As cTAKES and MetaMap work on English notes, we translated BCPSs from French to 

English. However, BCPSs contain a lot of acronyms related to the oncological field (e.g., 

“HTA”, “IRM”, “TEP”), difficult to translate with a translator. To solve this issue, we 

created a local dictionary with medical acronyms and their definition based on online 

available dictionaries. Then, we replaced acronyms in BCPSs by their definition to get a 

“translatable” text. We finally used a pre-trained Opus-MT translation model. As a result, 

all BCPSs were available in French and English in textual format (.txt) used as input by 

the four annotators. For each system, concepts, CUIs (if available), negation, and 

certainty were extracted. With ECMT, we used the labels of extracted terms to extract 

CUIs, but we didn’t have information about the context (negativity and certainty) [6].  

2.4. Evaluation of annotators  

From the corpus of BCPSs, we considered that a BCPS described a complex case if it 

was considered as complex by at least one of the seven MTB clinicians. For each of the 

complex BCPSs, we collected the list of reasons of complexity as provided by MTB 

clinicians, and we manually checked whether each element of the list was present in the 

list of extracted annotations.  

3. Results 

Among the 24 BCPSs, 14 were considered as complex cases, with seven considered as 

complex by all MTB clinicians. We got 35 reasons of complexity. ECMT and MetaMap 

were the most efficient systems in terms of complexity parameters extraction, ECMT 

extracted 60% (21/35) of complexity reasons and MetaMap 49% (17/35). SIFR identified 

11 complexity parameters (31%) and cTAKES was the less efficient annotator with only 

7 parameters (20%). When using the four annotators in sequence, 24 out of the 35 

complexity reasons were extracted (69%). Table 1 shows for each BCPS the reasons of 

complexity and by which annotator they were retrieved. 
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Table 1. Evaluation of the four annotators on MTB-clinician-provided complexity-related concepts 

BCPS # MTB 
clinicians Reason of complexity ECMT SIFR cTAKES MetaMap 

1 7 

Pregnancy yes yes yes yes 

Patient preference (Refusal of recommended 
treatment) 

no no no yes 

Social situation yes no no yes 

2 7 

Radio chemotherapy before surgery yes yes no yes 

No response to standard treatment yes no  no yes 

Inflammatory syndrome yes yes yes yes 

3 7 

Patient preference (Refusal of recommended 

treatment) 
yes no no yes 

Incomplete histology no no no no 

4 7 

Comorbidities (age, obesity) yes no no yes 

Incomplete record no no no no 

Inadequate margins of excision yes yes no  no 

Use of Oncotype DX yes no no no 

5 7 

Comorbidities (age) yes yes yes yes 

Double cancer yes no no yes 

Polymedication yes yes yes yes 

6 7 Complex surgical decision no no no no 

7 7 

Rare situation no no no no 

Comorbidities (type 2 diabetes) yes yes yes yes 

Unclear history of the disease  no no no no 

8 6 

Prophylactic situation yes yes no yes 

Family antecedents of breast cancer yes no no no 

Multifocal cancer no no no no 

9 5 
Use of Oncotype DX yes no no no 

Malignancy yes yes yes yes 

10 5 
Incomplete record no no no no 

Use of Oncotype DX yes no no no 

11 3 

Complex surgical decision no no no no 

Complex surgical decision yes no no yes 

Multiple imaging procedures needed no no no no 

12 3 

Use of Oncotype DX yes no no no 

Discrepancies between ultrasound and MRI no no no no 

Multiple metastatic lymph nodes and malignancy yes yes no yes 

13 3 
Discrepancies between biopsy and excised tissues no no no no 

Comorbidities (age) yes yes yes yes 

14 2 
Patient preference (Refusal of recommended 
treatment) 

no no no no 
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4. Discussion and conclusion 

We implemented four annotators to assess whether they were able to extract relevant 

complexity-related concepts from BCPSs. All systems are efficient to extract clear 

medical concepts (pregnancy, inflammatory syndrome, etc.). ECMT and MetaMap were 

the most efficient systems as they extracted six parameters that were not extracted by 

SIFR and cTAKES. ECMT was able to identify two parameters (“Use of Oncotype DX” 

and “Family antecedents of breast cancer”) that were not identified by the other 

annotators, which can be explained by the fact that ECMT is linked to terminologies that 

contain these concepts. MetaMap was able to detect one parameter related to patient 

preference (“Refusal of recommended treatment”) that was not extracted by the other 

annotators. However, this parameter was present in two BCPSs and MetaMap only 

extracted it once. Three parameters were specifically not extracted by cTAKES, which 

can be explained by the fact that we used the default clinical pipeline of cTAKES. Indeed, 

studies reported that other pipelines used for extracting cancer-related information 

showed good results [7]. It is noticeable that one parameter was only extracted by French 

annotators (“Inadequate margins of excision”), which may be due to a translation 

problem. Complexity-related concepts not found by the annotators are context or patient-

related parameters, e.g., “Refusal of the recommended treatment”, “Complex surgical 

decision”, “Discrepancies between ultrasound and MRI”. These parameters are 

interpreted by clinicians during MTBs but are not explicitly written in BCPSs. 

Annotation of BCPSs is time-consuming and labor-intensive for MTB clinicians and 

automatic semantic annotators when used in sequence may help extracting complexity-

related structured concepts from non-structured BCPSs. This would allow us to train 

machine learning algorithms from automatically generated annotations to categorize 

complex and non-complex cases ahead of MTBs.  
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Abstract. A very important aspect for organizations that provide healthcare services 
is to have fully functional and successful information systems. A successful hospital 

information system can contribute to high quality healthcare services provided to 
the patients of the hospital. In this paper, is presented the evaluation of the 

information system of Chios Hospital, "Skylitsio". The survey was conducted using 

a questionnaire which consists demographic questions and questions that measure 
the factors of the DeLone & McLean success model. The participants of the survey 

were 71 users of the clinical information system. Cronbach's alpha reliability test, 

descriptive statistics, and further data analyses to investigate the relations between 
the factors of the DeLone & McLean success model were performed. Based on the 

results, the users of the information system are satisfied with it, as well as they find 

the system useful and easy to use. The average value of the “information quality” is 
3.78 out of 5, the “system quality” is 3.61, the “service quality” is 3.45, the “use” is 

3.83, the “user satisfaction” is 3.46, and the “user benefit” is 3.76. The research 

concludes with a validation of the DeLone & McLean success model and it seems 
that the information system of the General Hospital of Chios is successful based on 

the users' opinions. 

Keywords. Evaluation, Hospital Information System, Success, DeLone & McLean, 
“Skylitsio” Chios General Hospital, Information Quality, System Quality, Use, User 

Satisfaction, Perceived Benefits 

1. Introduction 

The last few decades, a lot of information and communications technologies were applied 

in Hospitals and other healthcare organizations to cover administrative and financial 

needs, as well as to manage patient information [1]. The main goal of these systems was 

to simplify the communication and documentation through the use of standardized orders 

as well as, care or treatment plans [2]. A hospital information system (HIS) can manage 

patients’ admissions, medical records, accounting information, several services, nursing, 

laboratories, radiology, pharmacy, central procurement, dietary services, staff and 

payroll data. HIS are integrated computer systems designed to facilitate the management 

of all medical and administrative data of a hospital and also to improve the quality of the 

provided healthcare services [3]. The Information systems evaluation is an important 

process [4], especially on healthcare setting, as it can ensure the efficiency and the 
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effectiveness of the HIS. According to the international literature, the success of the 

information systems plays an important role to the organization’s performance [5]. The 

success of an information system can be measured by three levels, the Organizational 

level, the Process success level, and the Individual level where the satisfaction from the 

system usage and the perceived usefulness by the users are examined [5]. 

Information systems success model (IS success model) was created by DeLone and 

McLean in 1992 [6] and it is one of the most well-known evaluation models. The model 

includes the “System Quality” factor which describes how “good” the information 

system is in terms of its functional characteristics. The “Information Quality” defines 

how “good” the information system is in terms of its outputs. The “Service quality” 

describes how “good” the information system is in terms of its available services. The 

“System Use” refers to the use and utilization of outputs by the information system itself. 

The “User Satisfaction” measures how satisfied the users are as they use the system and 

is considered as an important parameter for measuring the success of an information 

system. The System “Benefits” refers to the benefits that system can offer and is an 

important aspect of the overall value of the system to its users or organization [7]. The 

IS success model has been broadly used for information systems assessment in several 

domains and in healthcare domain too [8-11]. 

The purpose of this research is to examine the success of the clinical information 

system of "Skylitsio" General Hospital of Chios using the DeLone and McLean success 

model. 

2. Methods 

A paper-based questionnaire was used as a research tool that was distributed among the 

users of Chios Hospital Information System in June 2020 after a relevant approval of the 

Hospital’s scientific committee. "Skylitsio" General Hospital of Chios is located in the 

northeastern Aegean Island of Chios, in Greece. The questionnaire aimed to record the 

opinions of the users of the clinical information subsystem of the hospital. The 

questionnaire was created based on the DeLone & McLean information systems success 

model [6-7] and was divided into two parts. The first part included four demographic 

questions (about age, gender, specialty of the user, computer systems familiarity) while 

the second part included twenty-two questions to assess six factors of the DeLone & 

McLean evaluation model [7]. The questions were based on other surveys using the 

DeLone & McLean evaluation model and were translated in Greek language [8-14]. The 

factors that where examined were “information quality”, “system quality”, “service 

quality”, “system usage” (“use”), “user satisfaction”, “perceived benefits from using the 

system” (“benefits”). The aforementioned factors were measured by a five-point Likert 

scale. The Linkert five-point scale consists of five predefined answers that correspond to 

a specific numerical value from one to five and express the degree of agreement or 

disagreement with a particular statement [15]. The data analyses have been performed 

using SPSS version 25 software. More specifically, the questionnaire’s reliability was 

examined by applying Cronbach’s alpha test, as well as new variables were created to 

investigate the relations between the factors. Descriptive statistics of all the variables of 

the questionnaire were calculated and correlation analyses between the factors was 

conducted. To examine the relations between the factors, Spearman correlation 

coefficients were calculated. Finally, Linear regression analysis was used to evaluate the 

research model. 
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3. Results 

71 users of the Chios Hospital Information system participated in this survey. From the 

71 users, 25 (35.2%) are men and 46 (64.8%) are women. The mean age of the study 

participants was 42.03, 35 (49.3%) belong to the administrative staff, 21 (29.6%) belong 

to the Nursing staff, 12 (16.9%) belong to the medical staff and 3 (4.2%) belong to the 

rest of the hospital staff. The users who consider that they have high familiarity with 

computers and ICT (Information and Communication Technologies) were 38 (53.5%), 

those who consider that they have average familiarity with computers and ICT were 31 

(43.7%) and 2 (2.8%) consider that they have low familiarity with computers and ICT. 

The internal consistency of the questionnaire items is reflected in Cronbach's Alpha 

coefficient which is 0.936. Table 1 presents the average of each dimension, the 

Cronbach’s Alpha scores and the spearman correlation results. All the results found be 

statistically significant with p-value < 0.01. Multiple linear regression was performed to 

investigate (a) how “system quality” and “information quality” are associated with “use”, 

(b) how “system quality” and “information quality” are associated with “user 

satisfaction” and (c) how “use” and “user satisfaction” are associated with “benefits”. 

The linear regression equation for (a) is “use” = 0.538 + (0.328 * “system quality”) + 

(0.577 * “info quality”) with p-value < 0.01 and R2 = 0.371. For (b) the linear regression 

equation is “user satisfaction” = -0.374 + (0.518 * “system quality”) + (0.521 * “info 

quality”) with p -value <0.01 and R2 = 0.675. Finally, the linear regression equation for 

(c) is “system benefits” = 1.46 + (0.401 * “use”) + (0.222 * “user satisfaction”) with R2= 

0.605 and p-value <0.01. 

 

Table 1. Table 1 presents the average of each dimension, the Cronbach’s Alpha scores and the spearman 

correlation results. 

Dimensions 
Average 

Value 
(max=5) 

Cronbach's 
Alpha 

Coefficient 
Associated 
Dimension 

Spearman 
Correlation 
Coefficient 

p-value 

Information 

Quality 

3.78 0.810 Use 0.497 <0.01 

User Satisfaction 0.511 <0.01 

System Quality 3.61 0.758 Use 0.424 <0.01 

User Satisfaction  0.487 <0.01 

Use 3.83 0.891 User Satisfaction  0.714 <0.01 

Benefits 0.467 <0.01 

User Satisfaction 3.46 0.913 Benefits 0.411 <0.01 

Benefits 3.76 0.878 User Satisfaction 0.411 <0.01 

Use 0.467 <0.01 

Service Quality 3.45 0.767  

4. Discussion 

The average value for all the variables and the model factors is above the median (2.5 

out of 5), so it can be assumed that the users have a positive opinion about the information 

system quality, data quality, and services quality. The system usage, the user satisfaction 

and the perceived benefits of the system usage are also above the median and can be 

assumed as positive results. Most users consider the information system to have high 

“information quality”, high “system quality” and high “service quality”. In particular, 

they believe that the information receiving by the system is correct, useful, accurate and 
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reliable, they also consider the information system to be easy to use, flexible and easily 

learnable. Users also consider that they can rely on an information system to get the 

information they need. They also believe that there is adequate infrastructure and 

technical support for the system. Users also find the information system useful as it 

improves the performance of their work, facilitates their work and helps them complete 

their tasks faster. They also believe that they benefit from using the system as the 

information system facilitates access to patient information, improves patient care, helps 

make better decisions and helps to create a paperless environment, only through 

electronic means. According to the aforementioned results, it seems that the quality of 

the system affects the users’ satisfaction. The better they consider the system to be, the 

more satisfied they are with it. It also seems that the quality of information affects the 

use of the system by the Hospital staff. The higher the quality of the information is, the 

more users use the system. In addition, it seems that the quality of information also 

affects the satisfaction of the use of the system. The higher the quality they consider the 

information produced by the system, the more satisfied they are with its use. 

Furthermore, it seems that the use of the system affects the satisfaction felt by the staff 

of the Hospital. The more they use the system the more satisfied they feel with it. 

Supplementary, it seems that the use of the system affects the benefit felt by the staff of 

the Hospital. The more they use the system the more they feel they receive benefits from 

it, also it seems that the satisfaction from the use of the system affects the benefit that the 

staff of the Hospital considers having from its usage. The more satisfied they are with 

the use of the system, the more they feel they benefit from it.  

This research also found that the value of the variable of the factor "use" is affected 

by changes in the value of the factor "system quality" but even more than the changes of 

the value of the factor "information quality", also the value of the variable of the factor 

"user satisfaction" is affected by changes in the value of the factor "information quality" 

but even more than the changes in the value of the factor "system quality" and the value 

of the variable factor "benefits from the use of the system" is affected by changes in the 

value of the factor "use" but not from changes in the value of the "user satisfaction" 

factor. Based on the above, it can be concluded that there are statistically significant 

relations between some of the factors of the DeLone & McLean IS success model. Other 

previous related studies [8-10;16-20] have been produced similar results regarding the 

success of Hospital Information Systems and other Healthcare Information Systems 

around the globe.  

5. Conclusions 

Evaluating the success of an information system is an important and necessary process 

because through the assessment shortcomings and errors of the system can be identified. 

Thus, the system evaluation contributes to the system’s smooth operation and to the 

quality of the provided health services. In the present study, the success of the clinical 

information system of Chios General Hospital "Skylitsio" was investigated using the 

DeLone & McLean model. According the aforementioned positive, it seems that the 

information system of Chios Hospital is successful based on the opinions of its users. 

The research had some limitations, like the large workload of the staff of the Hospital 

but also the high Covid-19 cases in the island of Chios during the research period that 

made the data collection very difficult and the sample size quite small. Future work 

includes a proposal for system upgrade based on evaluation results and needs assessment 
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and the evaluation of other subsystems of the Hospital Information System based on 

more users’ opinions. 
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Abstract. OpenWHO provides open access, online, free and real time learning 

responses to health emergencies. Before the pandemic, courses on 18 diseases were 

provided. The increase to 38 courses in response to COVID-19 have led to a massive 
increase in the number of new learners. As a result, the COVID-19 pandemic 

affected learners’ trends. This paper presents initial findings of changes perceived 

in the use and user groups’ attendance to the World Health Organization’s (WHO) 
health emergency learning platform OpenWHO. Enrolment statistics were based on 

data collected in December 2019 and March 2021. A descriptive analysis was 

conducted to explore changes in the usage pattern of the platform. Several user 
characteristics shifted between before and during the pandemic. More women, 

younger and older learners joined the learning during the pandemic. Public health 

education leaned toward a more equitable reach including previously 
underrepresented groups. 

Keywords. Online Learning, COVID-19, OpenWHO, Public Health Emergencies 

1. Introduction 

OpenWHO provided 18 different disease courses before the COVID-19 pandemic, and 

38 courses for COVID-19 response have led to a massive increase in the number of new 

learners from 140,000 users in 2019, to 5,100,000 by 31 March 2021. A significant 

change in use by women users, geographical location, and user characteristics. The 

pandemic, along with the consequent imposed social distancing boosted online learning 

[1]. This paper presents initial findings of changes perceived in the use and user groups’ 

attendance to OpenWHO.  

2. Methods  

The enrolment data statistics were drawn from OpenWHO’s built-in reporting system, 

which tracks learners’ enrolments, completion rates, demographics and other key course-

related data and later processed and disaggregated using Microsoft® Power BI tool to 

analyze changes in the usage pattern of the platform comparing users’ trends. 
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3. Result 

The proportion of women attending the online learning on OpenWHO grew to 51% (from 

40%). Still, female learners show lower enrolments (43%) to the health topics other than 

COVID-19. Users identifying themselves as Other changed from >0.1% to 0.15%. 

Overall completion rates have increased from 39% before the pandemic, to 54% during 

the pandemic. The online learning platform has spanned to older and younger user groups. 

The user group of +70 years now account for 5% of users. Also, the age group of less 

than 20 years old has grown from 3% pre-pandemic to 11%. OpenWHO’s most popular 

courses, essentially infectious diseases, were highest in the WHO African region (24%). 

This has decreased to 7%. Examining the platform use based on countries’ classification 

by income level based on the World Bank classification, a remarkable change before and 

during the pandemic can be witnessed.  

 

Table 1. The platform uses in low-, middle- and high-income countries in 2019 and 2021. 

Country classification / 
% Of enrolments 

Low-income 
countries 

Middle-income 
countries 

High-income 
countries 

2019 14.20 % 40.19 % 45.62 % 

2021 3.38 % 70.72 % 25.89 % 

4. Discussion 

More women, younger and older learners used the WHO’s learning platform during the 

pandemic. Public health education leaned toward a more equitable reach including 

previously underrepresented groups. WHO’s platform helped in bypassing the gender 

inequity in access to education during the pandemic. Our results align with online 

learning paralleling the rise of the burden of COVID-19. Higher COVID-19 prevalence 

in high-income countries is coherent with more users in these locations.  

5. Conclusions 

The pandemic has led to increased learner commitment and new learners from the 

general public and those vulnerable to the disease, thus expanding and equalizing public 

health education to previously underrepresented groups. Open online learning ensures 

the wide access to emergency knowledge for both professionals in public health and to 

the general public.  
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Abstract. Almost half of the world population has received at least one dose of 

vaccine against the COVID-19 virus. However, vaccine hesitancy amongst certain 

populations is driving new waves of infections at alarming rates. The popularity of 
online social media platforms attracts supporters of the anti-vaccination movement 

who spread misinformation about vaccine safety and effectiveness. We conducted a 

semantic network analysis to explore and analyze COVID-19 vaccine 
misinformation on the Reddit social media platform. 

Keywords. Vaccines, vaccine hesitancy, social media, misinformation, semantic 

analysis 

1.   Introduction 

Though social distancing, mask usage, and lockdowns help slow the spread of the 

COVID-19 virus, there is an overwhelming consensus that vaccinations save lives and 

remain the best defense against new COVID-19 infections. A plague in itself, the spread 

of vaccine misinformation and disinformation ultimately lead to unquantifiable negative 

outcomes (e.g., low vaccination rates, increased infectivity, and hospitalization rates, as 

well as morbidity, and mortality) from vaccine-preventable diseases [1, 2].  

2.   Methods 

We conducted a semantic network analysis [3] on 5,106 posts displayed by 3,770 unique 

authors within the Reddit community, r/NoNewNormal from November 23, 2020, to July 

27, 2021. Our graph was created based on the calculation of Eigen centrality (EC) 
between nodes. EC quantifies and measures the specific influence of a node based on the 

number of edges it shares with other nodes (i.e., influence) [4].  
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3.  Results 

The EC network rendered with its central hub as being the word vaccine and reported a 

centrality value of approximately 0.517. A secondary hub, people, was located relatively 

close to the main hub. This was somewhat expected due to the querying process while 

harvesting the data. EC values in our graph ranged from [0.002 survival, 0.517 vaccine]. 

The distribution of EC values appeared to be Gaussian with a group of four outliers 

ranging from [0.434, 0.517]. Some subnetworks revealed connections between nodes 

that could potentially indicate misinformation or hesitancy. The node effects were 

connected to several other nodes including long, term, vaccine, people, covid, and 
vaccines. Upon inspection of our data set, we observed clear detection of a vaccine-

hesitant comment related to this network (“I absolutely will not take it and my wife won't 

either”).  

4.  Discussion and Conclusion 

As Proof of Concept, our results suggest that semantic network analysis could be 

implemented in detecting vaccine misinformation or vaccine hesitancy. Because the 

causes of vaccine hesitancy are multifaceted, digital intervention technologies should be 

adopted to surveil and recognize the type of hesitant behavior so an appropriate response 

can be implemented. These results accompany ongoing research focused on detecting 

and categorizing vaccine misinformation in social media and other public forums [5]. 

The information gained from network analysis could be especially useful in designing 

custom digital technologies [6, 7] to educate vaccine-hesitant users or combat outright 

dangerous misinformation designed to dissuade users from being vaccinated.  
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Abstract. Regardless of the type of diabetes, patients with diabetes are 25 times 
more likely to develop vision problems or even blindness than non-diabetics. 

Diabetic Retinopathy is the most common cause of new cases of blindness in 
adults. The aim of this paper is to present a pilot online tool to provide information 

regarding the Diabetic Retinopathy. The tool was developed using a Content 

Management System. To compile the content of the website, a literature review 
was conducted. The online information tool is addressed to all potential 

stakeholders on this subject, for the provision of knowledge and targeted 

information according to their information needs. The online tool also aims to raise 
the public awareness about the Diabetic Retinopathy and health promotion.  

Keywords. Diabetes Mellitus, Diabetic Retinopathy, Content Management Sys-

tem, WordPress 

1. Introduction 

Diabetes Mellitus (DM) consists of multiple metabolic diseases, which are character-

ized by chronic hyperglycemia. DM is a widespread worldwide disease and its preva-

lence has been steadily increasing in recent decades. Diabetic Retinopathy is a serious 

complication of DM, which occurs damage to the retina due to long term problems of 

the retinal vessels. Diabetic Retinopathy is the most common cause of new cases of 

blindness in adults aged 20 to 74 years [1]. Regardless of the type of diabetes, diabetics 

are 25 times more likely to develop vision problems or even blindness than non-

diabetics [2]. Meanwhile, online platforms and Health Informatics seems to play an 

important role in the management of Ophthalmological Disorders by developing useful 

tools for prevention and treatment [3,4]. The aim of this paper is to present a pilot 

online tool to provide information regarding the Diabetic Retinopathy.   

2. Methods 

In order to develop the proposed tool, a literature review about Diabetic Retinopathy 

was conducted in relevant printed literature such as medical books and scientific 

journals as well as in online scientific databases (PubMed, Google Scholar) using 
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relative keywords. Multimedia content was collected from various related websites. 

WordPress was selected for the tool development and specific plug-ins were installed 

to improve the functionality of the website’s environment, as well as to support the 

different types of the published content. To cover the users’ needs regular reviews of 

the website development were took place by two experts in the fields of Health 

Informatics and Informatics. The potential stakeholders and users of this system are 

healthcare professionals, students, patients, the relatives of them or any other persons 

who are not aware of the disease and they willing to increase their knowledge. 

Healthcare professionals can add content related to the Diabetic Retinopathy on the 

website. Students, patients and relatives can make comments on the published content. 

To ensure the content reliability, the uploaded content and the users’ comments are 

under review before publishing.  

3. Results and Discussion 

A pilot online tool to inform about Diabetic Retinopathy was developed in Greek lan-

guage. The users can access this tool easily using a simple web browser. The content of 

this information platform includes images, text, videos, figures regarding the Diabetic 

Retinopathy, as well as links to recent scientific publications in this domain. This con-

tent is fed from the administrator or other super user-experts. In addition, visitors can 

be registered to this system to be able to post articles and comments, as well as, to edit 

the content based on their role. The usage of this tool can lead to the formulation of an 

online community of people who are interested in Diabetic Retinal (Eye) Disease in-

cluding also patients. The tool offers a digital “place” where people of different disci-

plines can exchange their views and opinions in matters about the disease. The users 

can also update the content of the website after the administrator’s or author's consent.  

4. Conclusions 

The presented online pilot tool was created in order to inform the public about a 

particular condition that is not widely known and to increase the awareness for Diabetic 

Retinopathy. Strong knowledge about the disease can lead to early detection and better 

outcome for the patients. This pilot tool was developed in the context of the bachelor 

thesis. Future work includes the further development of the tool, the public access of it, 

as well as, the dissemination of the tool among potential users and various disease-

related bodies such as scientific companies or patient associations.   
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