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Preface

With the developments of communication technology, measurement technology,
computer technology, control theory, and applications of new primary and secondary
devices (e.g., flexible alternating current transmission system devices, nonlinear opti-
mization subduer (no power system stabilizers), dispersed reactive power compensa-
tor (distribution static synchronous compensator), filter, and phaser measurement
units) in power systems, people have higher demands and expectations for modern
and future power systems. Researchers around the world have proposed a series of
concepts such as digital power system [1], smart power system [2–4], intelligent dis-
patching control center, advanced dispatching automation system, smart grid, and
micro-grid to describe the possible forms of future power systems.

It has been a long time since these concepts have been proposed. Nonetheless,
some issues still need to be clarified, for example, the relationships among the digi-
tal power system, smart power system and smart grid; definitions, principles, and
objectives of these systems; and how these systems are implemented. In this book,
the smart power system is defined as the initial stage of the digital power system.
The concept of a smart power system is one of the subconcepts of the digital power
system. We claim that the smart power system is a power system with a multi-index
optimality-approximating capability. In other words, the power system with such
capability is smart and intelligent. This book presents the relationships between
smart power systems and smart grids proposed by former President Obama in terms
of concepts, frameworks, principles, configurations, and project practice.

The book comprises nine chapters. Chapter 1 describes the basic concepts,
structures, and significance of smart power systems. Meanwhile, it provides a brief
introduction to the relevant researches. We hope to make it easier for a reader to
comprehend the possible forms of future power systems.

Chapter 2 introduces the basic theory, namely power system hybrid control the-
ory, to accomplish the objectives listed in Chapter 1. It should be noted that it is
hard to achieve multi-index optimality-approximating power system operations
with existing methods since the power system is a high-dimensional nonlinear sys-
tem. The authors of this book offer an effective way to solve this problem. The
Event-driven methodology is recommended to eliminate the unsatisfied state to
achieve multi-index optimality-approximating operations. As a consequence, power
system hybrid control theory is the theoretical basis for the smart power system (at
least dispatching of the smart power system).

Chapters 3 and 4 introduce the infrastructure and basic platforms of smart
power systems. In Chapter 3, the infrastructures of the smart power system are in-
troduced, including digital substations, digital power plants, and digital transmis-
sion lines. On the one hand, they provide data sources for global information
sharing. On the other hand, they provide means for coordinative control. They are
indispensable components for information exchange in smart power systems.

https://doi.org/10.1515/9783110448825-202
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Chapter 4 introduces the basic communication platform and data-sharing
platform. The former is a physical transmission platform for the exchange of data.
The requirements, architecture, and key technologies of the basic communication
platform are illustrated in Chapter 4 in detail. A data-sharing platform is a logical
transmission platform for the integration of data. It is composed of a universal
data access interface, common information model, and data exchange platform. The
independence between the data access method and the application is achieved
through the universal data access interface during data exchange. The indepen-
dence between data representation and application is achieved through a common
information model. The independence between data processing and data locating is
achieved by the data exchange platform. Data processing and data locating share a
common data-sharing mechanism, thereby improving the consistency and validity
of the data.

Chapters 5–7 describe the key technologies in smart power systems. In Chapter 5,
a smart power system operation index system is proposed. It is used to evaluate
whether the system is in multi-index optimality-approximating operation states. Key
technologies (advanced state estimation algorithm and optimal power flow algorithm
based on constraint transformation technology) for event processing and analysis in
smart power systems are introduced in Chapter 6. Chapter 7 introduces the visualiza-
tion techniques of a smart power system, a combination of machine intelligence and
the artificial intelligence of system operators.

Chapter 8 presents the smart energy management system (SEMS). In this chap-
ter, the definition, characteristics, fundamental algorithms, and structures of the
SEMS are introduced.

Chapter 9 introduces some definitions, contents, and new technologies related
to the smart grid which are of common concern to academia and industry at pres-
ent, including distributed energy technology, large storage and long-life energy
storage technology, new technology of grid interaction with users, and operation
control of distribution network, especially new technology of network reconstruc-
tion (self-healing). The proposal and development of these new technologies en-
rich the regulation methods of distribution networks and users. It contributes to
improving the reliability, economy, and quality of power supply, enhancing the
interaction ability of users in the power supply, and developing the smart power
system.

In sum, this book is intended to forecast future trends of development of power
systems combining theory and practice, show the orientation of technical innova-
tion in the field of dispatching automation of power systems, and offer an effective
solution to the construction of smart power systems and smart grids in China.

This book summarizes the author’s research on smart power systems and smart
grids in recent years under the national 973 Project, the National Natural Science
Foundation of China, the State Grid Corporation of China, and the SouthGrid Corpo-
ration of China.

VI Preface
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Smart power systems and smart grids are emerging subjects and fields. It is still
at a developmental stage. Further research efforts and innovations are required
from researchers and practicing engineers worldwide.

Preface VII
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Chapter 1
Introduction

1.1 Review of the concepts of digital power systems

The purpose of this introductory chapter is to review the concepts of digital power
systems (DPS).

As defined by Qiang [1] in 2000, a DPS is a digital, visual and real-time descrip-
tion and reappearance of the physical structure, technical characteristics, manage-
ment, and personal information of a physical power system that is in operation. This
definition merely emphasizes a DPS’s acknowledgment, understanding, and reflec-
tion of a physical power system without addressing the DPS’s ability to refine and
improve such physical power systems. Therefore, the concept and functionalities of a
DPS should involve two aspects:
(1) All necessary data of the system should be acquired in real-time. “Status infor

mation” is obtained from the advanced state estimation units in smart energy
management systems (smartEMSsorSEMSs).Theobtainedinformationcanbeami-
cably transferred to the operator and regulator.

(2) The control and operating signals are generated through SEMSs based on the
acquired information. The operation is performed automatically to improve the
performance of the physical power systems.

Based on the foregoing discussion, the concept of a DPS can be more precisely de-
fined as follows: An operational power system is considered to be a physical power
system. A DPS is the digital, visual and real-time description and reappearance of
the physical structure, technical characteristics, management, and personal infor-
mation of a physical power system. The control decisions and recommendations for
the physical systems can be obtained based on the acquired data in the physical
power systems. The control operations are performed automatically to achieve
multi-index optimization and to enhance the capability of management. Physical
power systems that involve the abovementioned attributes and functionalities are
considered to be DPSs.

According to Qiang [1], a DPS should contain the following features and
functionalities:

The physical structure of the power system, the physical characteristics of every
component in the power system, the operation mode and operation strategy, and
the information of the personnel in the power system.

The measurements and the communication of the real-time state variables in
each component or at each node.

https://doi.org/10.1515/9783110448825-001
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The settings of all the automated control devices and their function character-
istics (including relay protection devices).

The operation status and the “health” conditions of major apparatus in genera-
tion plants and substations.

Economic structure and market information.
Special natural conditions (such as thunderstorms, frozen rains, and hurricanes)

affect the secured operation of the power system and the real-time evaluation of the
impact of such conditions on power system operation.

Information about managers and technicians.
The indices of environmental protection and the monitoring of the commitment

and operation of environmental protection equipment.
Coal consumption per kWh for fossil-fuel plants and the emission of SOx, NOx,

and sniffable particles.
The automated closed-loop control of the physical power system to achieve

multi-index optimality-approximating.1

The contents of DPSs cover all businesses for all types of power generation and
power grid companies, such as real-time dispatching and control, environmental
protection, enterprise management, operational management, sales management,
intellectual property, and human resource management. The tasks that are as-
signed to DPSs are therefore comprehensive and complicated. The indices of these
optimization-oriented operations will be inevitably abundant. Tremendous
amounts of effort and time will be required to realize all indices. Therefore, the
best approach is to realize these indices stage by stage. Those stages with the most
urgent demand should be realized first. In this book, the tasks and functionalities
of DPSs in the narrowest sense (or in the primary stage) are defined from the view-
point of power system operation and real-time dispatching. These primary stages,
which are most urgent, are called “smart power systems (SPSs).”

1.2 Definition of smart power system

1.2.1 Smart power systems and smart wide-area robots

As previously mentioned, for DPSs, the primary stages that are most urgent are
called “SPSs.” Here, the urgency refers not only to the needs for a nation but also to
the demand of the development of the power system itself.

An SPS is precisely defined as follows:

1 This statement is made by us and does not appear in Reference [1].
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Definition 1.1 An SPS is a power system with a multi-index optimality-approximating
capability.

Why is an SPS defined as such? Consider the objective of an SPS. Which type
of operation is preferred, a “better” operation or a “worse” one? The answer is a
“better” operation. In addition, the operation characteristic of the power system is
expected to be as “good” as possible. From a mathematical perspective or intuitively,
such an expectation (“as good as possible”) is an “optimization” issue. Now, an indis-
putable declaration can be made: the issue of an SPS is, in fact, an “optimization”
issue.

Is this optimization issue multi-index? Based on demand, power system optimi-
zation issues can be classified into at least three major categories: security, quality,
and cost-efficiency. Therefore, the optimization issue in a power system is multi-
index.

Why, then, do we emphasize in defining an SPS that the system must have
“the capability of optimality-approximating operation?” The intelligence of mili-
tary commanders is demonstrated solely through their organizational and com-
mand abilities during military battles (operational behavior) and through the
results of such battles. Similarly, the level of intelligence of a human-made system
can be assessed only by its performance in the completion of a planned mission
(operational behavior). If a pilotless aircraft can select the optimal path, retrieve
the maximum extent of useful information from an enemy, and optimally escape
from the enemy’s following system with minimum energy consumption, the air-
craft can be referred to as the “smartest air robot.”

It is not difficult to understand that a human-made power system has no intelli-
gence. When SEMS is provided and realization elements that can automatically opti-
mally achieve multiple objectives are installed, the power system may be considered
“smart.” These types of power systems may be considered smart robots. However, the
type of robots mentioned here is not a generalized form. These robots are enormous
human-made wide-area robots. Our goal is to provide these robots with intelligence
so that they can become smart wide-area robots.

1.2.2 SEMS and smart power systems in China

To our delight, with the support of the State Grid Corporation of China (SGCC), a
project involving the construction of an automatic intelligent power system voltage
and volt-ampere reactive control system for the three northeastern provinces in
China was completed before February 14, 2010, the date of the Chinese Spring Festi-
val. The project was dominated by the Northeastern Grid Corporation as its innova-
tion core organization. Furthermore, the first phase of the SEMS project, which was
dominated by the Shanghai Grid Corporation for the Shanghai Power Company,
was completed and accepted in November 2007. In early 2009, the second phase of
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the SEMS project in Shanghai was launched. Domestic and foreign experts visited the
Shanghai Power Company to investigate it. SEMSs have gradually become increasingly
popular throughout the years. A plan for the construction and later operation of a
SEMS in Shenzhen was initiated. The project of the smart Fujian Grid was planned to
begin in 2010 with the support of the SGCC. Meanwhile, there was also a plan to begin
the project of the smart Hainan Grid with the support of the China Southern Power
Grid and the new 863 Plan of the Ministry of Technology. Undoubtedly, China is a pio-
neer in advocating and exploring DPS and SPS concepts through engineering practice.

How can the “smartness” of a SEMS be demonstrated? “Smartness” is reflected
primarily through a new automation system targeting multi-index optimality-
approximating operation based on the theoretical foundation of hybrid control
theory (HCT). Therefore, SEMSs involve instrumentation systems, communication
systems, data storage and adjustment systems, analysis and assessment systems,
decision and command systems, command execution systems, and combinations
of the aforementioned systems. Because SEMSs have continually been improved
and developed in recent years, the projects that have been initiated more recently are
more advanced than those initiated earlier. It is expected that the newly developed
modules with higher technology and reliability will have the plug-and-play capability
andwill be able tobeupdated inexisting SEMSsbecause the structureof thesemodules
is highly discrete and standardized. The existing systems can catch up with the newest
technology, and therefore, the technology level of systems can grow accordingly.

As previously discussed, because energy management systems (EMSs) are al-
ready well known to people in the power industry and “smartness” has consistently
been the goal, adding the prefix “smart” to “EMS” is more reasonable than using
“EMS” alone. This case is similar to that in which the authors of this book referred to
optimal nonlinear excitation controllers of generators as no-power system stabilizers.
Furthermore, the term “PSS” is already well understood by the global power sys-
tem industry.

Herein, we fully explain and clarify the concept and terminologies of SPSs,
smart operational control centers, and SEMSs, which were first proposed by scien-
tists in China approximately ten years ago and have been developed throughout the
years. This background is beneficial to build a common language among people in
academic communication and interaction. The concept of a “smart grid” is de-
scribed in greater detail in the subsequent chapters.

1.3 The value of SPS construction

An SPS represents the development direction of modern large-scale power systems.
The construction of SPSs offers benefits in the form of improvements in security and
power quality and a reduction in energy consumption.

4 Chapter 1 Introduction
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1.3.1 Improvement of disaster prevention capability

“Safety first” is the commonly recognized guiding rule for power system operation
in China. The rule is a top priority for electric power operators in ensuring the se-
cure operation of a power system. Generally, three aspects are involved in improv-
ing the disaster prevention capability of power systems: precontingency prevention,
on-contingency control, and postcontingency remedy.

In a SEMS, a real-time online evaluation of the safety conditions of a power sys-
tem operation is performed. Based on the evaluation results, suggestions for improv-
ing the weaknesses of the system are provided. Furthermore, an early warning could
be provided to the operators to indicate potentially unstable conditions. This function
is called “pre-contingency prevention.” Research results show that power systems
have a security region Ωs, which is helpful for security dispatching when the bound-
ary of the security region is calculated in real-time. In SPSs, real-time simulation tech-
nology may be utilized for the online analysis of the dynamic safety boundary and
the visualization of the real-time condition X(t). This technology may provide a thor-
ough understanding of the operational condition of the system for the system opera-
tors. Moreover, when the operating point is close to the boundary, warning signals
are generated by the SEMS, and the operation modes are adjusted to avoid the deteri-
oration of the condition. The operation modes can also be adjusted by the operators.
The abovementioned techniques maintain a significant safety buffer during the nor-
mal operation of the system to improve resisting disturbance.

Although the “precontingency prevention”mechanism can improve grid resil-
iency in the operation of a system, severe accidents may still create contingencies in
power systems, hence the motivation for “on-contingency” control. Under these
types of contingency conditions, a SEMS must maintain the stability of the system
by using clear methods. For most accidents, theoretical analysis, simulated calcula-
tion, and operational experience demonstrate that if a contingency control strategy
is performed in real-time, the impact of an accident may be constrained to a small
range. As a result, the occurrence of power system catastrophic failure is reduced.
Generally, an “on-contingency” strategy aims to address three issues: realizing the
existing status, providing the corresponding strategy, and confirming the effect when
the “on-contingency” strategy is performed. Based on HCT and technology, three sol-
utions to these issues are proposed: developing a dynamic standard information-
sharing platform that shares real-time status, developing a smart decision unit based
on online real-time simulation, and developing a smart strategy in real-time.

For certain mega-sized, unpredictable, and cascading disturbances and faults,
all of the contingency control methods mentioned above may fail. The operator will
thus face a postcontingency remedy, which is to carry out the controlled islanding.
Thus, the power system automated control center must possess advanced functions
to generate an automatic islanding strategy. Furthermore, the optimal black start
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portfolio may also be included in the scope of postcontingency remedy plans to add-
ress extreme cases.

Finally, it can be concluded that an SPS can provide strong technical support
during its operation, thereby greatly enhancing the disaster prevention capability of
power systems.

1.3.2 Economic operation indices and power quality improvement

To improve the economic operation and power quality of power systems, optimality
control strategies of both economic operation and power quality are developed
based on the satisfaction of safety and stability requirements. This issue can be di-
vided into the following two aspects:

(1) Assessment of power system economic operation and power quality
Through the online monitoring and analysis of power system operation states, the
overall economic profit and power quality level is accurately and promptly as-
sessed. The system’s key information, such as voltage states, grid loss, and system
profit (with respect to generation, the grid, consumers, etc.), is provided. Based on
the information mentioned above, it can be determined whether the power system
operation status meets the corresponding economic operation and power quality re-
quirements. When these requirements are not satisfied, control is performed to im-
prove the operation of the power system.

(2) Obtaining the optimal operating point for both physical power system economic
operation and power quality

Traditional methods for addressing this subproblem involve using a simple eco-
nomic dispatch method to determine the base value of the commitment for each
generation. Automatic generation control (AGC) and dynamic safety constraints,
however, are not considered. Since the efficiency of generation plants is usually not
considered in conventional AGC adjustment, the economic operation level of the
grid is reduced. Moreover, the safety, stability, or frequency quality constrained
conditions may not be satisfied at the new economic operating point. In SPSs, eco-
nomic operation and AGC are integrated to form hybrid automatic generation con-
trol (HAGC), which improves the performance of the entire physical power system.
In addition, hybrid automation voltage control (HAVC) is used for smart HAVC in-
stead of conventional AVC. With this control strategy, the optimal operating point
with respect to the economy, safety, and power quality may be obtained. Moreover,
HAGC and HAVC can be integrated into SPSs to exert optimal control of reactive
and active power flow.

An SPS can generate multiple near-optimal control strategies when resolving cer-
tain unsatisfied states. Additionally, the operational effect of these control strategies is
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evaluated using the testing units described in the following chapters. If the pre-
evaluated effect meets the associated requirements, the control strategies will be exe-
cuted automatically. The pre-evaluated results will be submitted to the operation
staff. The operation staff still possesses the highest level of operation authority, even
in highly automated smart grids.

The control strategies deployed in the SPS employ AVC, AGC, automation quality
control, a static var compensator, and a static synchronous compensator. With the
help of the abovementioned controls or components, the system will be operated
more economically. Furthermore, a smooth adjustment may be attained, thereby en-
hancing the economic operating level and power quality of the system.

The control of power generation apparatus is an important aspect of multi-index
optimality-approximating optimization problems in SPSs. There is no pure SPS be-
cause the ultimate goal of the evolution of current power systems is the development
of a DPS. From this point of view, it is unscientific to simply state “separate the power
plant and power grid.” The phrase should be revised to “separate the operation of the
plant and the grid while maintaining integrated planning and integrated control.”
The authors hope that this revised statement will be accepted by power system oper-
ators and decision-makers.

It should also be emphasized here that the smart grids in China are power sys-
tems in which the voltage level is equal to or lower than 110 kV because these
power systems are commonly referred to as “distribution and consumption grids.”
Operational strategies involving multiple objectives with co-optimality are applica-
ble to these types of systems. These strategies differ from those designed for power
systems operating at a voltage level of 220 kV or above. In power systems operating
at 110 kV or below, the strategies focus on the coordination between city-level and
county-level dispatch. Fluctuating electricity prices and smart meters are used to
motivate the participation of load-side consumers to perform peak shaving. This
ap proach is the most effective and economical for solving the problem of peak
shaving. Enormous economic profit and social value can be realized by using this
solution. In addition, smart grids (including the distribution and consumption
grids in suburban areas) will not consider AGC and power plant control problems, as
mentioned above. Instead, the issues created by distributed hydro, solar, wind, and
energy storage devices and microgrids will be considered. The management of these
systems is discussed in detail in the following chapters.

1.4 Global research: state of the art

Since the concept of a DPS was proposed in China, researchers have performed
many relevant studies, for example, on integrated energy and communication system
architectures (IECSAs [5]), seamless communication architectures for power sys-
tems, advanced Pennsylvania–New Jersey–Maryland (PJM) control centers, and the
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intelligent utility network (IUM) and advanced distribution automation (ADA) cen-
ter of International Business Machines Corporation (IBM). These projects are intro-
duced in the following sections.

1.4.1 IECSA project

The IECSA project [5] was sponsored by the Electric Power Research Institute of
the USA and aimed to make full use of the components in a power system that can
be used repeatedly or shared. The project is a follow-up study of the utility com-
munication architecture (UCA) and UCA 2.0.

According to the IESCA project report, the high-level objectives are as follows:
(1) Develop a concrete architecture for power industries and relevant vendors that

support the function of self-healing in power systems (this objective mainly re-
fers to distribution grids) and the realization of an embedded communication
interface for users.

(2) Provide the results of the project to relevant industry-standard committees and
associations and establish a robust and open standard for industrial base
facilities.

(3) Introduce the concept of system engineering into the development of system ar-
chitecture and represent the visual architecture by using standardized industry
symbols.

(4) Explore and identify the possibility of the collaborative operation between the
power system and individual-owned facilities in terms of equipment sharing.

The research results are as follows:

(1) The functional analysis of power system services
IECSA considers the collection and investigation of major power system services to
be key in constructing the architecture. The project, based on broad communication
among experts in power system service areas, has collected more than 400 use
cases and a detailed illustration of the core functions of these cases.

(2) Information environment of IECSA
IECSA defines an environment as the demand for a set of information commonly
used with respect to power systems. The “environment” mentioned by IECSA is
the information environment, which reflects information requests presented to the
system architecture in user cases. IECSA abstracted 20 cases by considering the
de mands of configuration, quality of service, and safety and data management.
Com munication among substations, operational control centers, customers, dis-
tributed energy resource management centers, and external service providers is
considered in these cases. Although a more representative set of cases may be
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selected, this project has drawn sound conclusions regarding the information en-
vironment in a power system. Furthermore, a model of information exchange in a
power system has been developed.

(3) IECSA, which is independent of any platform model, includes public services,
public information models, and common interfaces

In this context, the models and the interfaces are critical to managing distributed
control in power systems and the interoperability among the distributed control
systems. Here, “service” refers to the basic component of these architectures, and
“public service” refers to the abstraction of functions in these services that are used
frequently. A “service” is highly repeatable.

The goals of the project are highly attractive; unfortunately, the research results
may focus on specific demands. Although many goals are presented, the methods for
achieving those goals are not provided. Even the given execution solutions are suit-
able only in special cases. The project does not provide overall general strategies.

1.4.2 The seamless communication architecture of power systems

The objective of the International Electrotechnical Commission (IEC) Technical
Committee 57 is to construct a seamless data communication architecture to achieve
data sharing. The major strategies for completing that objective are to establish a
standard for transmission EMSs, such as IEC61970 (WG14), and a standard for sub-
station communication automation, such as IEC61850. Similar modeling approaches
based on the abovementioned standards are also used in other areas, for example,
IEC61969 for distribution dispatch, IEC62350 for distributed energy resource manage-
ment, and IEC62349 for hydropower modeling. All these standards are designed for
data modeling and data exchange in process control and advanced applications in
control centers. These are the fundamental communication standards in SPSs. These
standards focus simply on describing the content of the corresponding data models,
but methods for using those models are not provided. To achieve data sharing, deter-
mining how to use these standards must be further investigated.

1.4.3 The advanced control center in PJM

The regional operator (located in the northeastern USA) of PJM has established a
smart grid work group together with the transmission authority. The group has devel-
oped a smart grid strategy for using an advanced control center [6] as the core func-
tional unit. The key ideas include constructing backup data and a control center
whose location should be different from the original control center; utilizing a service-
oriented architecture in designing power system applications; building expandable
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data models based on the IEC61970 standard; ensuring that the application pro-
grams are expandable to support larger-scale models; constructing a public model
library for studies on operation, market, and power grid planning; and developing
historical and future network models.

This project is consistent with the concept of the communication system
of power systems proposed in this book. Completing this project will lead to an
efficient and convenient information acquisition-delivery-application chain.
However, certain essential functions, namely, the formulation of intelligence
(multi-index optimality) decisions and the closed-loop real-time execution of
these decisions, are not covered.

1.4.4 Intelligent utility network of IBM

The IUN of IBM is a solution for transforming traditional power systems into smart
grids [7]. In the first step, the apparatus essential to generation, transmission, distri-
bution, and consumption processes are monitored in real-time. Then, the acquired
information is collected through the network. Finally, the operation of the entire
power system can be improved by analyzing the acquired information.

IBM believes that a smart grid is a complete structure with information architec-
ture and a fundamental facility network. Power clients, assets, and operations are
monitored in the smart grid.

The management, efficiency, and service of power companies can be improved
by obtaining information on demand.

The core of the IBM smart grid is responding to demand; responding to demand
is consistent with the company culture of IBM. Specifically, IBM thinks a smart grid
consists of five aspects: data acquisition, data transmission, information integra-
tion, optimization, and information presentation.

(1) Data acquisition
IBM believes that the data source of a smart grid is broader than data acquisition.
Real-time data may be derived from three major sources: power grid operational data,
asset state data, and customer instrumentation data. Asset state data can be used to
evaluate the state of the apparatus, while customer instrumentation data can be used
to enhance monitoring of the consumption behaviors of users and to thereby
strengthen management on the demand side and provide data for grid planning.

(2) Data transmission
With respect to data transmission, IBM believes that abundant asset state data and
consumer instrumentation data should be collected. These data are numerous and
dispersed. Such data are unsuitable for acquisition through the supervisory control
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and data acquisition (SCADA) system in a power system and should be transmitted
by Internet Protocol (IP)-based real-time data transmission methods.

(3) Information integration
Information integration is the strength of IBM. IBM has proposed the integration of
business information by using an enterprise system bus to satisfy the requirements of
smart grids. Information from various application systems will be integrated into a
unique data center. The data models should follow IEC 61970/61850/61968 standards.

(4) Analysis and optimization
Analysis and optimization are the core of a smart grid. IBM has categorized smart
grids into four hierarchies. The hierarchical structure can provide deep insight into
utilizing the corresponding data.

(5) Information presentation
Information presentation refers to the interface between a smart grid and custom-
ers or staff. This function includes acquiring information from multiple sources
through gateways, customers’ itemizing the presentation of the required informa-
tion based on individual demands, providing display options of the presented in-
formation and distributing the calculated results at the enterprise level. IBM has
provided information on the key application system and construction ideas in
smart grids. In smart grids, senior-level analysis and optimization focus on three
areas: asset aging, grid planning, and grid operation. Furthermore, it is necessary to
obtain support from key service systems, such as automatic measurement manage-
ment, remote asset monitoring, mobile work management, and IP-based monitoring
and SCADA.

1.4.5 Advanced distribution automation system

The ADA project is an important part of the IECSA project [8]. The objective of the ADA
project is to enhance the reliability of the services of distribution and consumption
systems for end-level customers, improve power quality, and increase the operational
efficiency of power systems. Real-time data preparation, optimal decision, and opera-
tional control over generation and transmission are coordinately used in the control
of distribution systems. The main functions of ADA include data acquisition with the
consistent testing and adjustment of data; completeness testing of distribution
models; the modeling and analysis of routinely and event-driven control systems;
prevention and alarming; safety and stability analysis; coordinated voltage/var
optimization; fault location, isolation, and service restoration; reconfiguration of
distribution and consumption network contingency control strategies; and offline
pre-management and restoration planning.
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To implement the abovementioned functions, interfaces between different systems
or databases, real-time dynamic simulation, optimal load forecasting, and real-time
operation are necessary.

Indeed, ADA can be considered to be a solution strategy for integrated distribu-
tion automation. The approach may provide advanced functions in the near-real-
time distribution automation to improve the distribution operation status, thereby
possibly enhancing the “self-healing” capability of the distribution grid.

1.5 Summary

The beginning of this chapter reviews the concept of a DPS proposed by the authors
approximately ten years ago. The main deficiency in the previous definition of a
DPS (i.e., lack of state optimization when the states are known) is then noted. A DPS
should incorporate the two previously mentioned aspects.

“Multi-index” problems are then discussed. A complete DPS should contain multi-
ple types of indices, such as power system operation, power transaction, business
strategy, environmental protection, business management, development planning, in-
vestment decision, innovation and research and development, intelligence cultivation,
human organization, and business culture indices. Each type of index can be divided
into several detailed subindices. The scope of the core functions of power systems and
the expanded scope will be comprehensive. Therefore, it is best to rank the functions
into different phases based on the priorities of demand and execute them sequentially.
As well known, the most urgent demand for power systems is to ensure safety and to
improve quality and energy efficiency in operation. As a result, a series of issues in
physical power systems, such as online real-time communication, dispatch, and con-
trol, will be involved. These issues must be addressed as the highest priority and
should be solved as soon as possible. Solving these issues is the key task in construct-
ing SPSs in China. From this perspective, an SPS can be considered a special type of
DPS or a limited objective DPS.

Based on the foregoing discussion, the conceptual differences between DPSs
and SPSs are becoming clear. Moreover, the following platforms or systems should
be developed: a sensing and communication system, a standardized data modeling
system, an information global sharing platform, a dynamic SCADA system, an ad-
vanced state estimation unit and real state global sharing platform, an automatic
generation of control strategy and automatic execution unit, and a control strategy
testing unit.

Section 1.3 discusses how, if the goal of SPSs is achieved, the revenue gained
will be encouraging.

In Section 1.4, relevant research and projects are introduced and discussed.
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Chapter 2
Overview of power system hybrid control theory

2.1 Introduction

Several optimization indices have been superficially considered for optimizing
conventional power systems. However, the “multi-index optimization” problem
has largely been avoided. Instead, single-index optimization models have been
developed based on the weighted sum method. The solutions to these single-index
optimization problems are taken as the sought-after optimal solution. Nonethe-
less, for large-scale power systems, it is almost impossible to obtain an analytical
solution by using the weighted sum single-index optimization strategy under
extra-high-dimensional differential-algebraic equations (DAEs) and an inequality con-
straint, which are the conditions of using an analytical mathematical approach. There-
fore, new theories and methodology must be developed to solve such problems.

The hybrid control theory of power systems (HCTPS) is amethodology and theo-
retical foundation to guide the development of a smart power system (SPS) or future
DPS.

For SPSs, we may consider whether a better solution (with a higher level of in-
telligence) exists for power system optimization problems than the multi-index
optimality-approximating approach. The answer is no. The multi-index set is i-
dimensional, and the HCTPS imposes no limit on the number of i. Any index that
management and system operators deem necessary can be included. After the multi-
index IiMUL set is formed, a control strategy may be automatically generated by a hybrid
control system (HCS) to achieve an automatic effect that approaches optimality for
multiple indices. The power system is then in a state where the operation requirements
are satisfied with i-dimensional indices. For establishing a power system with a higher
level of intelligence as described, there must be a complete set of methodologies to act
as guidance along with a complete set of theories as a foundation. This is where the
HCTPS comes into play.

2.2 Basic concepts

In the subsequent chapters of this book, we frequently refer to some basic concepts
in control theory. To adapt to the needs of readers with a variety of academic back-
grounds, we present a review of state variables, state vectors, state spaces, state
points (SPs), state trajectories, state subspaces, state vector fields, and spatial map-
pings and transformations. In addition, some new concepts in the HCTPS, such as
true state vector spaces, are introduced. The key ideas of the above concepts are
given below.
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2.2.1 State variable

When the initial condition X t0ð Þ of a dynamic system is determined, the dynamic
behavior of the system at any time instant (t > t0) may be determined by a minimum
set of variables, x1 tð Þ, x2 tð Þ, . . ., xn tð Þ. State variables are the minimum set of varia-
bles that determine the dynamic system behavior. This definition implies that the
state variables are linearly independent, meaning that a state variable xi tð Þ cannot
be linearly represented by other state variables. That is, if xi tð Þ is a state variable,
then k0xi tð Þ (where k0 is a constant) is not a state variable, and vice versa. However,
if xi tð Þ is a state variable, dxi tð Þ=dt = _xi xð Þ can be another state variable.

2.2.2 State vector

X tð Þ is called the state vector of a system if every state variable xi tð Þ of the dynamic
system belongs to the vector X tð Þ. The mathematical formula is as follows:

X tð Þ= x1 tð Þ, x2 tð Þ. . ., xn tð Þ½ �T (2:1)

where X tð Þ is a state vector of a dynamic system and x1 tð Þ, x2 tð Þ. . ., xn tð Þ are all state
variables.

2.2.3 State space

The state space is the n-dimensional real space spanned by the components
xi i= 1, 2. . ., nð Þ of the state vector X. By convention, the n-dimensional real space
is represented by Rn but often denoted by X 2 Rn.

As the locationof anyobject in three-dimensional spaceonEarthcanbedetermined
by three real coordinates x, y, zð Þ, the state of a dynamic system at any time instant t0 is
determined by a particular point in the state space. The SP in an n-dimensional state
space at time t0 is determined by n coordinates x01 , x02 . . . ., x0n . The state space of a
power system is denoted by Ω Xð Þ.

2.2.4 State trajectory

Every point in the state space (SPs) corresponds to a certain state X0 in the dynamic
system. An SP changes as t ! ∞. The trajectory that SP follows in the state space
Ω Xð Þ as a function of time is called the state trajectory. The dynamic behavior (tran-
sition process) of the system in a time interval t0, t0 +Δt½ � is precisely represented by
the state trajectory of the SPs within the given time interval.
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2.2.5 State space and state vector field

Given an n-dimensional function vector

F Xð Þ=

f1 x1, x2, . . . xnð Þ
f2 x1, x2, . . . xnð Þ

..

.

fn x1, x2, . . . xnð Þ

����������

����������
(2:2)

each component of F Xð Þ in (1.2) is a function of the state variables x1, x2. . . ., xnð Þ.
Every deterministic point SP in the Rn state space Ω Xð Þ corresponds to a determin-
istic state X0, which corresponds to a deterministic vector,

F X0� �
= f1 X0� �

, f2 X0� �
. . ., fn X0� �� �T

Therefore, every deterministic X0 in the state space corresponds to a vector F X0� �
determined by the mapping F X0� �

, and F X0� �
is called a vector field in the state

space. Consider a special vector fieldwhere f1 = x1, f2 = x2. . .., fn = xn in 2.2ð Þ. The vector
field in (1.2) can be rewritten as follows:

F Xð Þ=

x1

x2

..

.

xn

266664
377775= x1, x2 . . . , xn½ �T (2:3)

The special vector field in (2.3) is the system state vector X. In the aforementioned
state space definition, the Rn state space Ω Xð Þ is the space spanned by every compo-
nent of the vector. Therefore, the state vector field is equivalent to the state space.
Thus, we mean the “state vector field”when we refer to the state space and vice versa.

2.2.6 Mapping

A point in space Z in Rn can map into a space Y. This process is represented by
Z ! Y and is read as “space Z maps into Y.” Space Z and space Y may have the
same dimensions, that is,

Z 2 Rn,Y 2 Rn

or different dimensions, that is,

Z 2 Rn,Y 2 Rr

Generally, r ≤ n.
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Mapping from space Z to space Y can map one point in space Z to one point in
space Y (“one-to-one mapping”) or can map one point to multiple points (“one-to-
many mapping”). Regardless of the mapping types, a specific mapping relationship
must exist. This “relationship” is both an “algorithm” and a “transformation” from
an algebraic point of view.

For example, a mapping from space Z into space Y can be expressed as the fol-
lowing z transformation:

Y = z Zð Þ (2:4)

where z ·ð Þ represents a mapping relationship (an algorithm).
The pair of spaces in the mapping can have distinct properties between them. For

example, space Z may be a subspace Z 2 Rn of an n-dimensional system state space
where each coordinate axis of the space is an axis of state variable xi i= 1, 2 . . ., nð Þ,
whereas space Y may be a control strategy space where each coordinate axis repre-
sents a control strategy.

Moreover, there are two kinds of mappings: one-directional (noninvertible)
mapping and two-directional mapping. The subsequent chapters of this book focus
on one-directional mapping.

2.2.7 True state vector and true state vector field

In the smart management automation system that will be discussed in later chapters,
a dynamic supervisory control and data acquisition (SCADA) system obtains data
from a data-sharing platform and passes the state data of the physical power system
to the ASEU. The state vector of the physical power system described by the state
data output from the ASEU is called the true state vector and is denoted by XTS.

2.3 The dichotomy of state space

One key idea of the HCTPS is to divide the state space Ω X tð Þð Þ of the physical
power system at time instant t into two dichotomous subspaces: the satisfied
state space (denoted by Ωs X tð Þð Þ) and the unsatisfied state space (denoted
by Ω�s X tð Þð Þ) (see Figure 2.1). To avoid any ambiguity and to improve the optimal-
ity of power system operation, the states that lie in between (i.e., the states that are
insufficiently satisfactory) are classified into the unsatisfied state space Ω�s X tð Þð Þ.
Therefore, the complete state space at time instant t, Ω X tð Þð Þ, is equal to the union of
the satisfied state space Ωs X tð Þð Þ and the unsatisfied state space Ω�s X tð Þð Þ at time in-
stant t:
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Ω X tð Þð Þ =Δ Ωs X tð Þð Þ ∪ Ω�s X tð Þð Þ (2:5)

Since (2.5) holds true for any time instant t, this expression is often shortened in the
subsequent discussions to

Ω Xð Þ =Δ Ωs Xð Þ ∪ Ω�s Xð Þ

To evaluate whether the operating conditions of the power system at time instant t
are satisfied, it is necessary to compare X tð Þ with an established standard index sys-
tem. The establishment of a standard operation index system will be discussed in
Chapter 5. For now, we return to the problem of the dichotomy of state space.

Definition 2.1 Given an n-dimensional state space Ω Xð Þ,

X = x1, x2 . . . , xn½ �T � Ω Xð Þ

X is the state vector. If none of the state variables (x1, x2 . . . , xn) of the state vector is
unsatisfactory, the state space is called a satisfied state spaceΩS Xð Þ; the stateX cor-
responding to any point Pðx1, x2 . . . , xn) in the space is a satisfied state and is de-
noted by XS.

Definition 2.2 Given an n-dimensional state space Ω Xð Þ
X = x1, x2 . . . , xn½ �T � Ω Xð Þ

X is the state vector. If at least one of the n state variables (x1, x2 . . . , xn) of the state
vector is unsatisfactory, then the state space is called an unsatisfied state space
Ω�s Xð Þ; the state X that corresponds to any point P x1, x2 . . . , xnð Þ in the space is an
unsatisfied state and is denoted by X�S.

Definition 2.3 The unsatisfied state space Ω�s Xð Þ is called an event space and is de-
noted by E Xð Þ:

Ω�s Xð Þ,def E Xð Þ (2:6)

Figure 2.1: The dichotomy of state space.
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Since the event space is a crucial concept in smart management automation sys-
tems, it is necessary to define it precisely.

Definition 2.4 A state subspace of a physical power system at time instant t is
called an event space if and only if at least one element xi tð Þ of the coordinate of
any point P(x1, x2 . . . , xn) in the space is an unsatisfied state variable xi tð Þ= xis. The
event space at time instant t is denoted by E tð Þ.

Substituting (2.6) into (2.5) yields the following:

Ω X tð Þð Þ= ΩS X tð Þð Þ ∪ E X tð Þð Þ (2:7)

Equation (2.7) shows that the complete state space Ω Xð Þ of a physical power system
is equal to the union of the satisfied state space ΩS Xð Þ and the event space E Xð Þ.
This situation is called the dichotomy of the state space.

2.4 Optimality-approximating state space

Regarding the problem of optimizing power system operations, the authors of this
book have always felt that the opinions of practicing administrators and experts de-
serve particular consideration. Most administration and system operations experts
propose three preferred and invariable classes of indices against the objects that
they manage or operate (e.g., a physical power system) based on the actual needs of
these objects: security and stability indices II, power quality indices III, and the eco-
nomic operation indices IIII; these three classes of indices form a multi-index set:

I MUL = II , III , IIIIf g (2:8)

The concept of SPS has been defined as the DPSwhen only its initial stage and finite
objectives are considered. This book includes and discusses only the three classes
of indices mentioned above because the three classes of indices are critically impor-
tant in power system operations.

Definition 2.3 defines the unsatisfied state space Ω�s Xð Þ as the event space E Xð Þ.
Here, we take a closer look at the event space. Events can be classified into three clas-
ses. Accordingly, event spaces are also classified into three categories: EI Xð Þ, EII Xð Þ,
and EIII Xð Þ. The union of the three event space classes constitutes the entire event
space E Xð Þ:

E Xð Þ=EI Xð Þ∪EII Xð Þ∪EIII Xð Þ (2:9)

For every event space class (for convenience, we take the class I event space EI Xð Þ
as an example), every given point P in the space has a corresponding deterministic
r-dimensional event function vector:
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EI Xð Þ=

eI1 = eI1 Xð Þ
eI2 = eI2 Xð Þ

..

.

eIi = eIi Xð Þ
..
.

eIr = eIr Xð Þ

26666666666664

37777777777775
(2:10)

Each event in (2.10) is a function of the state X tð Þ. To determine whether an event
occurs or which event occurs in the power system at time instant t, we need to ob-
tain the state vector of the system at that time instant as accurately as possible:

X = x1, x2 . . . , xn½ �T

To this end, essential and regular maintenance of the sensors distributed across
the physical power systems and their communication channels is required; more
importantly, traditional state estimation technology requires substantial upgrades
and thus should be replaced by advanced state estimation (ASE) technology. De-
tailed illustrations of ASE technology are provided in Chapter 6.

In (2.10), eIi i = 1, 2. . ., rð Þ represents class I security and stability events, such
as low-frequency oscillation warnings and voltage stability events. eIi i = 1, 2. . ., rð Þ
is a function of the state vector X = x1, x2 . . . , xn½ �T; therefore, in principle, class I
event space EI Xð Þ can be described by a vector composed of r functions or by a vec-
tor field. The same holds for the class II and III event spaces.

Given the above basic explanation of the physical and mathematical nature of
event spaces, we present a rigorous definition of the optimality-approximating state
space.

When the event space at time instant t, E X tð Þð Þ, is null space, the entire state
space of the power system at that time instant is equal to the satisfied state space
ΩS X tð Þð Þ, according to (2.7):

Ω X tð Þð Þ=ΩS X tð Þð Þ,E X tð Þð Þ=0 (2:11)

According to (1.9), E Xð Þ=0 when the three classes of indices I MUL = II , III , IIIIf g are
simultaneously zero. In this case, the complete state space of the power system is
equal to the satisfied state space ΩS X tð Þð Þ, according to (1.11). Therefore, it is rea-
sonable to define the multi-index optimality-approximating state space as the state
space that satisfies the condition E Xð Þ=0.
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Definition 2.5 The state space Ω Xð Þ of the physical power system that satisfies the
event space E Xð Þ=∅ is called the multi-index optimality-approximating state space,
abbreviated to the optimality-approximating state space, and is denoted by ΩAO Xð Þ:

Ω Xð Þ=ΩAO Xð Þ if E Xð Þ=∅ (2:12)

In the following, we concentrate on transforming space E into a null space.

2.5 E transform and C transform

When various event spaces EZ Z = I, II, IIIð Þ appear during power system operations,
these event spaces are immediately compared on a per-class and per-item basis
with the true state vector at time instant t

X TS = xTS1, xTS2. . .., xTSn½ � 2 Ω Xð Þ
obtained from the output of the ASEU and with the established power system op-
eration standard index system via the analysis and judgment unit of the smart en-
ergy management system (SEMS) to determine whether any event occurred and, if
so, which class, subclass, and event type the event belongs to. When an event e
Zi Z = I, II, III; i= 1, 2. . ., rð Þ occurs, it is transformed into a corresponding control
command C Zi with the established DAE equations of the physical power system
model and an accurate and effective algorithm. This process is called the E trans-
form. An E transform (for brevity, we are still using the class I event space EI Xð Þ as
an example) is represented by

CI t +Δtð Þ= ε EI X tð Þð Þð Þ EI X tð Þð Þ=0 (2:13)

In engineering practice, analysis and judgment necessitate some time to transform
the state vector X tð Þ � EI X tð Þð Þ at time instant t into a corresponding control com-
mand. This time interval is represented by Δt in (2.13). The research team at Tsing-
hua University has achieved a Δt < 0.8 s. Here, we investigate the properties of CI
based on power system practices.

According to (2.10), EI Xð Þ is essentially an r-dimensional vector field, and any el-
ement function in the field of eIi Xð Þ may correspond to more than one control com-
mand. For example, suppose the analysis unit of SEMS determines event eIi X tð Þð Þ
to be a “low-frequency oscillation warning” event. The decision-making unit may
simultaneously issue the following two commands: adjust the setting of automatic
generation control (AGC) (to reduce the power transmission appropriately) andad-
just the settingof automatic voltage control (AVC) (to improve the receiving-end sys-
tem voltage quality). Therefore, a single event may trigger more than one control
command, such as when events eI1 , eI2 . . . eIr occur simultaneously or sequentially,
as in (2.10). Generally, CI in (2.13) is a set of control commands. Using class I events
as an example,

20 Chapter 2 Overview of power system hybrid control theory

 EBSCOhost - printed on 2/14/2023 8:04 AM via . All use subject to https://www.ebsco.com/terms-of-use



CI = CI1 ,CI2 . . ..,CIr

� �
(2:14)

Theoretically, it is difficult to eliminate the possibility that class I, II, and III events may
occur simultaneously or sequentially. The control command set C Z (X) (Z = I, II, III) is
the union of the set of control commands corresponding to the different event classes:

C Z = CI 1 , CI 2 . . ..,CI r

� � ∪ CII 1 , CII 2 . . ..,CII r

� �∪ CIII 1 , CIII 2 . . ..,CIII r

� �
(2:15)

Without loss of generality, it is assumed here that r≠m≠s.
The ε transform in (2.13) is the primary transform in hybrid control, and the re-

sulting Ci is fundamental; however, Ci only indicates the types of tasks to be imple-
mented – not the specific strategies, operating actions, and quantitative information
that are required to carry out the tasks.

For example, the decision-making unit of the SEMS may issue a command to
reduce the output power of large-scale hydroelectric power stations by 100 MW.
However, this unit does not explicitly indicate the adjustments to each generator
unit or whether some generator units need to be shut down to meet the require-
ment. Consequently, a secondary transform is generally required.

We can transform given any control command (using a class I event as an exam-
ple) Ci i= 1, 2, · · · , jð Þ into a corresponding operating order Oi, also called “a set of
operations,” via the relevant functionality unit of an HCS in the SEMS or distributed
autonomous controllers in power plants or substations based on available true state
XTS tð Þ information and reasonable and effective algorithms. This transformation is
called a C transform; we have

Oi =C Cið Þ if Ci =∅ ; then, Oi =∅ (2:16)

where

Oi = Oi1,Oi2, · · · ,Oij
� �

(2:17)

We emphasize that the primary objective of Oi is to clear Ei; this objective can be
represented by

AðOiÞ ! Ei =∅ (2:18)

Equation (2.18) denotes that the result of the action of a set of operations Oi corre-
sponds to transforming the ith event set in class i, Ei, into a null set.

2.6 Geometrical interpretation of the two-level transform

It may be more descriptive and intuitive to understand the ε and C transforms from
a geometric point of view. Considering the geometry, the ε as mentioned earlier and

2.6 Geometrical interpretation of the two-level transform 21

 EBSCOhost - printed on 2/14/2023 8:04 AM via . All use subject to https://www.ebsco.com/terms-of-use



c transforms are merely mappings from one space to another. These mapping rela-
tionships are illustrated in Figure 2.2.

In Figure 2.2, C= ε Eð Þr represents the one-to-one or one-to-many mapping from
the event space E Xð Þ to the control command space C; here, ε is the function and
O=C cð Þ represents the one-to-many mapping from the C space to the operating
order space O, where is the function. In addition, O = C ε Eð ÞÞð in Figure 2.2 repre-
sents a composite mapping from the E space to the O space. Figure 2.2 shows a geo-
metric interpretation of the transforms discussed in Section 2.5.

2.7 Events initiate control; control clears events

The title of this section essentially reflects a philosophical principle that is applica-
ble to power systems and other control systems, especially in multi-index optimiza-
tion problems intended to solve high-dimensional, nonlinear engineering control
system problems.

Definition 2.4 shows that to achieve multi-index optimality-approximating power
system operations at time instant t. It is necessary and sufficient to clear the event set
E, thereby transforming the event set E = E1,E2,E3f g into an empty set. From another
perspective, if the physical power system at time instant t has no event, then the state
space of the system is equivalent to multi-index optimality-approximating state
space. Therefore, we have Ω X tð Þð Þ≡Ω XMIAO tð Þð Þ, and there is no need to initiate hy-
brid control of the SEMS. Equation (2.8) indicates that the primary ε transform is
empty:

EZi =∅ (2:19)

Furthermore, equation (2.11) shows that the C transform, the secondary transform of
the HCS, is also empty under this condition.

CZi =∅ (2:20)

The operation of the physical power system described above is still monitored by
system operators and the traditional EMS (TEMS).

Figure 2.2: Concept graph of the E space and the mapping relationships between the E space
and C and O spaces.
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After the HCS in the SEMS obtains the true state vector XTS tð Þ from the data-
sharing platform and the output of the ASEU, conducts an analysis, makes a judgment
based on the information, and confirms the occurrence of the event set EZi of the
physical power system at time instant t, the HCS performs an ε transform,
CZi = ε EZið Þ, in a timely manner, thereby producing an appropriate CZi in response
to EZi. Immediately thereafter, the HCS in the SEMS performs the secondary
transformation, the C transform OZi = CZið Þ, to produce a set of operations
OZi = OZi1,OZi2, · · · ,OZij

� �
to nullify the event set EZi (to make it an empty set)

within a sufficiently short time interval Δt. Then, the physical power system re-
turns to an event-free state, and the HCS in the SEMS has completed a set of con-
trol operations without any intervention by system operators. This process may be
repeated as mentioned above.

In sum, we can conclude the following:
(1) The spirit of the hybrid control methodology is event-driven; however, the

event is the “button” that initiates the HCS.
(2) Once initiated, the HCS in the SEMS continues until the event set becomes an

empty set.

We conclude this section by reiterating that events initiate control, and control
clears the events.

2.8 Time-driven and event-driven control

Time-driven control is the earliest and basic mechanism in control theory. Concern-
ing power system control, the so-called secondary voltage control proposed by
scholars worldwide (and the subsequent tertiary voltage control) is a typical time-
driven control. The authors [9–11] correctly realized that this approach would not
meet the system requirements if each generator adjusts its output voltage based
merely on its own terminal voltage Vter. Therefore, the authors proposed selecting
some pilot buses based on certain rules in the controlled power system and focusing on
voltage monitoring and control for the selected items. Voltage monitoring and control
is the core idea of multistage voltage control. The time interval of adjacent voltage ad-
justments ΔT =T2 −T1 is initially set to 10–15 min and subsequently reduced to 5–10
min or shorter time intervals. However, time-driven control has two main drawbacks:
when an adjustment is made at the prescribed time, adjustments actually often prove
to be unnecessary. Because most of the voltages at pilot buses are feasible, time-driven
adjustments can be redundant and pointless. However, when adjustments are actually
needed, the controller may be unable to respond during the period between two conse-
cutive prescribed adjustment points Ti and Ti+ 1. This problem cannot be solved by
merely reducing the time interval because the drawbacks are fundamental from the
viewpoint of the control theory methodology.
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As noted above, the HCT method abandons the time-driven control mindset and
adopts the event-driven mindset. Thus, when the controlled physical power system is
event-free (EZi =∅, i= 1, 2, 3), the ε transform (as the primary transform) is empty, as
discussed in the previous section; consequently, the C transform, CZi = C1,C2,C3f g=∅,
which is the secondary transform, is also empty, OZi = Oi1,Oi2, · · · ,Oiωf g=∅.

In a controlled physical power system, the HCS does not perform any operations
when no event is present; however, when an event occurs and EZi ≠ ∅, the HCS must
clear the event EZi and empty the event set by performing a set of timely operations OZi,
after which the physical power system returns to an event-free state or the multi-index
optimality-approximating operation state. This process repeats, thereby causing the
power system to remain in the multi-index optimality-approximating operation state.

The main feature of event-driven control is event-triggered control. The initi-
ated control actions CZi and OZi have only one goal: to clear the event. From this
perspective, event-driven control can also be called target-driven control.

2.9 Structure of a power system hybrid control system
and smart energy management system

2.9.1 Data source and mathematical model of a power system
hybrid control system

The conceptual structure of the HCS is shown in Figure 2.3. From an academic point
of view, this figure displays a conceptual structure of an HCS; from a practical engi-
neering point of view, this figure is a conceptual diagram of a SEMS. Figure 2.3
shows that the HCS provides data to the constructed data concentrator through
widely installed remote terminal units (RTUs) in the physical power system. Phaser
measurement units (PMUs) based on global positioning system technology are rapidly
becoming popular in Chinese power systems. Therefore, the data profile D Tð Þ provided
by the PMUs has become another source of data input for data concentrators.

Next, we traverse the closed-loop path in Figure 2.3, starting from the data sour-
ces (RTU and PMU), and review Section 1.2.2 in the process.

As shown in Figure 2.3, both the top-level decision-making and control and the
secondary process and operation levels receive data from the data concentrator. The
true state XTS � Ω Xð Þ is derived from a newly established ASE platform. Then, the ε
and transforms are performed by the decision-making and control level (level 1) and
the process and operation level (level 2), respectively.

Figure 2.3 shows that the controlled power system at the bottom level is accu-
rately described by DAEs. According to the singular perturbation theory proposed
by the French mathematician Henri Poincaré, the algebraic equation 0=∅ x, yð Þ can
be rewritten as εx

. =∅ x, yð Þ (where ε is a sufficiently small positive number). Then,
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the behavior of the power system can be accurately described by the following set
of high-dimensional, nonlinear, ordinary differential equations:

x
.
tð Þ= f x tð Þ, y tð Þð Þ

εx. tð Þ=∅ x tð Þ, y tð Þð Þ .
(

(2:21)

where X tð Þ is the state vector, Y tð Þ is the output vector, and U tð Þ is the controlled
vector.

Hence, a physical power system is a typical type of dynamic control system.
The states of the power system between two adjacent topological structure changes
are continuous but not necessarily differentiable (such as the voltage magnitude
Vi tð Þ at bus i).

Figure 2.3: The structure diagram of a SEMS based on hybrid control theory.

2.9 Structure of a power system hybrid control system 25

 EBSCOhost - printed on 2/14/2023 8:04 AM via . All use subject to https://www.ebsco.com/terms-of-use



2.9.2 Analysis of the structure of a SEMS

The definition of an SPS is given in Section 1.2.1. A definition should be clear and
concise. Thus, it is necessary to elaborate on the main concepts in the definition
and on the primary components that support the definition.

2.9.2.1 Multi-index optimality-approximating operation
As noted above, multi-index refers largely to measures of power system operation
security, power quality, and cost-efficiency. Achieving a mathematically rigorous
state of multi-index optimality is impractical – and almost impossible. Instead, we
use the concept of “multi-index optimality-approximating” in this book because it
is both reasonable and possible to operate a power system such that its operating
point approaches the multi-index optimality state. The resulting state is called the
multi-index optimality-approximating state and denoted by ΩMIAO. Now, we can de-
fine the multi-index optimality-approximating capability of a power system. Defini-
tion 2.5. The multi-index optimality-approximating control of a power system can
automatically maintain state X tð Þ within the multi-index optimality-approximating
state space ΩMIAO during power system operation.

The power system should be able to automatically return to the multi-index op-
timality-approximating operating conditions when the state of the system leaves
ΩMIAO under disturbances by eliminating states that do not satisfy the requirements
of the optimality-approximating standard index system (see Chapter 5) through
timely and proper control commands and operation actions with the support of
global information sharing and ASE technology.

2.9.2.2 Smart energy management system
The term EMS is used worldwide. We are attempting to build a SEMS, which is the cor-
nerstone and primary building block of a smart power system. The term smart energy
management refers to the proper response of a SEMS to real-time system state measu-
rements XTS. As shown in Figure 2.3, a SEMS needs to determine whether the system is
operating within the multi-index optimality-approximating state space by analyzing
and evaluating the obtainable power system states. If the system is not operating as
such, the SEMS should drive the system back to the optimality-approximating state
space ΩMIAO by selecting and performing proper control countermeasures. To this end,
a standard index system must be established to determine whether physical power
system operating states X tð Þ at a given time instant lies within the multi-index opti-
mality-approximating state space XMIAO. If so, then no control command or opera-
tion action needs to be initiated; otherwise, coordinated control applying power
system hybrid control theory and technology should be deployed to approach
multi-index optimality for the power system, as defined in Definition 2.6. In the
definition, a smart power system is defined as a power system with the capability

26 Chapter 2 Overview of power system hybrid control theory

 EBSCOhost - printed on 2/14/2023 8:04 AM via . All use subject to https://www.ebsco.com/terms-of-use



to approach multi-index optimality capability. Therefore, it is not unreasonable to
draw an analogy between a SEMS and the perception system and brain of the smart
wide-area robot (S-WAR) described in Section 1.2.1. The software blocks (Sections
2.9.2.2– 2.9.2.6) listed in this chapter are the main building blocks of a SEMS.

2.9.2.3 Standardized data modeling and data sharing
The established standardized data modeling and data-sharing platforms provide all
the data needed for real-time power system analysis, simulation, and computation
in standardized forms in a timely and accurate manner. These standards are the
fundamental building blocks that enable global data sharing and the realization of
multi-index optimality-approximating control.

2.9.2.4 Dynamic SCADA system
The data-sampling period of a traditional SCADA system is approximately 3–5 s.
Such a sampling period is acceptable for traditional EMSs because the sampled data
are mainly provided to system operators for system monitoring purposes. However,
a sampling period of 3–5 s is too long for SEMSs because the sampled data are di-
rectly used for computer-based, closed-loop control immediately after state estima-
tion. The sampling period should be reduced to 0.2–0.3 s; therefore, the sampling
rate must be improved by one order of magnitude. We call SCADA with a sampling
period of 0.2–0.3 s dynamic SCADA (DSCADA).

2.9.2.5 ASEU
Physical power systems are equipped with many sensors that enable state measure-
ments at virtually every bus. System operators can generate system state data by
collecting the aforementioned measurements. This process can be performed by
RTU and PMU devices, and the data can be transferred to the SCADA systems in
control centers via power-system-specific communication networks.

Most of the data are correct; therefore, their errors are within a standard range.
However, for various reasons, the correct data may be mixed with some incorrect
data, termed false data (FD). Thus, data filtering is needed even though the FD per-
centage is small. Hence, we propose the concept of the true state XTS tð Þ.

Definition 2.6 The state data of a physical power system at a given time instant are
regarded as the true state of the system at that time instant if all FD contained in the
state data at the given time instant are identified and discarded. The true state is
denoted by XTS tð Þ, XTS tð Þ 2 Ω Xð Þ.

Only the true state XTS tð Þ can serve as the source of information and can be
used for proper analysis, decision-making generation and operation, and control
implementation of the SPS.
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As shown in Figure 2.3, the ASEU retrieves data from the DSCADA. The task of
the ASEU is to obtain the true state of the system by identifying and discarding FD.
The design of the SPS imposes high requirements on the capabilities of an SEU:
first, the convergence rate of the calculation must be 100%; second, all FD must be
identified; third, the data precision must be greater than the results of all the avail-
able algorithms; and fourth, the sources of FD must be identified for maintenance
purposes. New ideas and technology are required to create SEUs so that these re-
quirements may be satisfied. Thus, we call a state estimation unit that has such
functionalities an ASEU, denoted by ASEU in subsequent chapters.

2.9.2.6 Global sharing of true state information
Since the true state XTS tð Þ= fXTS1 tð Þ,XTS2 tð Þ, · · · ,XTSn tð Þg obtained through data fil-
tering is required to realize real-time operation and control at different control center
levels, a global sharing platform must be constructed to transfer true state informa-
tion. This platform is the core building block of the smart power system. A question
arises: Is the development of the data-sharing platform proposed in Section 2.9.2.2
redundant after building a global sharing platform for true state information? Theo-
retically, it is. However, such redundancy is probably unavoidable because ASEUs
have not yet been widely accepted and utilized; therefore, traditional state estima-
tion units are still prevalent. Often, people’s mindsets cause their actions to lag be-
hind new technological developments. This lag is an unfortunate fact that has been
repeatedly proven in the history of science and technological development.

2.9.2.7 System to autogenerate centralized control commands
and operating orders

SEMSs obtain various real-time operating indices by continuous analysis and com-
putation of true state data and information. Furthermore, SEMSs perform one-to-one
comparisons between these indices and the established optimality-approximating
standard operating indices. When an instance or set of operating indices does not
meet the requirements of the standard operating indices, an instance or a set of
events is formulated, and the formulated events are automatically and promptly
transformed into control commands, which are further transformed into operating or-
ders by centralized or distributed autonomous control and then executed. These pro-
cesses are used to improve the operating conditions of the physical power system and
clear events. The system to autogenerate centralized control commands and operat-
ing orders and that achieves the aforementioned mechanisms and functionalities is
the “engine” of the entire SEMS.
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2.9.2.8 Control testing platform
All prerelease operating orders should be tested by the control testing platform
(CTP) beforehand to determine if they meet the feasibility and effectiveness require-
ments. When both requirements are met, the orders are executed. Otherwise, a
change in the operating orders should be requested. A CTP is built primarily based
on accelerated real-time simulation (ARTS) technology. ARTS is needed because the
CTP must allot time for control strategy generation.

The SPS in the previously mentioned definitions and descriptions mainly in-
volves the departments and functionalities relevant to the operations, manage-
ment, and communication of power systems, which include transmission systems
and energy management (i.e., national, regional, provincial, city, and county energy
management); generation management; substation management; distribution man-
agement; distributed generation operation, control, and management; microgrid
operation, control, and management; and energy metering, load-side management,
and demand response.

As noted above, the definition of an SPS emphasizes the development of a
standardized global sharing platform for true state information. All the informa-
tion needed for decision-making related to analysis, operation, and management
needs to be retrieved and processed on the standard data platform. This platform
is the foundation of developing smart power systems. Moreover, the definition em-
phasizes the gradual improvements in the intelligence and real-time scientific de-
cision-making capability of SEMSs. This definition aims to completely replace
manual energy management with SEMSs step by step and enable the multi-index
optimality of a power system. Finally, the standard data platform fulfills the blue-
print for controlling the entire power system (generation, transmission, distribution,
supply, and consumption) as an S-WAR.

Next, we answer a question that readers may have been pondering for a while:
Why do people call it hybrid control – what does the word “hybrid”mean?

First, as shown in Figure 2.3, the entire control system is a combination of three
levels of structures. The top two levels are “digital,” and the third level (bottom
level) is “physical.” This combination of types comprises a “hybrid.”

Second, as illustrated in Section 2.8, the control system discussed here is driven
by event Ei, which occurs randomly. The time interval ΔT between two subsequent
events may range from minutes to hours to days. In short, event Ei is a time-discrete
variable; therefore, the composite mapping Oi =C ε Eið Þð Þ from space E to space O
should also be time discrete. However, when a set of operating orders Oi acts on a
dynamic power system, the induced power system state variation is continuous.
Substituting a set of discrete-time event-induced operating orders Oi into (2.21)
leads to the following mathematical model for a physical power system:

x
.
tð Þ= f x tð Þ, y tð Þ,Oið Þ

εx.
.
tð Þ=∅ x tð Þ, y tð Þ,Oið Þ .

(
(2:22)
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According to (2.22), Oi continuously affects the state X tð Þ of the controlled power
system. Therefore, the entire control system is a typical integration of discrete-time
and continuous-time dynamic systems. From this perspective, it is reasonable to
call the system a hybrid system.

We discuss one last question in this section. How does the HCS react when mul-
tiple events occur? We know that the events can be categorized into three classes,
and each class can be divided into multiple subclasses:

E = E11, E12, · · · ,E1j;E21, E22, · · · ,E2k;E31,E32, · · · , E3l
� �

, j, k, l 2 N

An event that happens simultaneously in more than one subclass is called a multi-
event. Handling multiple events is straightforward. The method assigns different
priorities P to the events in each subclass; the events are sorted by P, and the event
with the highest P is handled first. Thus, the HCS addresses multiple events very
methodically. The power system has very favorable characteristics for multi-index
optimality-approximating control. Such characteristics can be considered a type of
self-coordination. The so-called self-coordination means that a set of operating or-
ders Oi = Oi1,Oi2, · · · ,Oiωf g that are effective to clear one event Eij in a particular
class might also effectively clear other events (e.g., the reduction in multiple pilot
bus voltages in a receiving-end large-scale system; these events belong to the power
quality class E2 event). Objectively, this phenomenon is caused by an insufficient
magnetic field intensity at the receiving-end power system and will definitely lead
to decreases in the synchronous torque and inertia torque between interconnected
systems; thus, this phenomenon is very likely to cause further low-frequency os-
cillation warnings at the sending-end system relative to the receiving-end system.
Because low-frequency oscillations are first-class events (security and stability
events), these events are prioritized in the handling process. To this end, the re-
ceiving-end voltage level needs to be improved by appropriately increasing the excita-
tion voltages Vf of the relevant generators. This operation is effective at clearing low-
frequency oscillations and improving receiving-end system voltage quality. Therefore,
during clearing a low-frequency oscillation event (a first-class event), the pilot bus
voltage level at the receiving-end system is also improved and qualified. As a re-
sult, the second-class event (voltage quality event) may disappear because the
power system has the property of self-coordination.

2.10 Summary

As previously discussed in Chapter 1, we should be able to operate and control a
large-scale power system as if it were an S-WAR. This is a goal that needs to be
fulfilled in the near future.

The robot is a man-made electromechanical system, as is a power system. From
this perspective, there are no fundamental differences between robotic systems and
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power systems, so why do people perceive them as two completely different enti-
ties? The answer is because these systems have distinctive appearances. Compared
with a typical robot, which occupies little space, a large-scale power system occu-
pies a significantly larger area, and thus, their sizes are not comparable.

Rather than a regular-sized robot, the power system is a special wide-area
robot. We are in the process of developing this type of S-WAR. Currently, in
China, industrial networks using both fiber-optic and wideband wireless commu-
nications have been fully developed for power utility applications and are capa-
ble of quickly transferring and storing many data acquired by various sensors
(digital and analog) that are implemented and distributed across multiple power
plants and substations. The data-sharing platform is used for various investiga-
tions and high-speed extraction. Because there are many sensors, it is impossible
for every sensor to work simultaneously. Moreover, various types of interference
can occur during data transmission, and the data stored in the data-sharing plat-
form inevitably contain FD. For closed-loop controls, it is important to filter the
data extracted from the data-sharing platform by the state estimation unit. This is
a unique problem in developing the S-WAR for the power system, but this problem
can be resolved by applying the ASEUs developed by the authors of this book. When
problems pertaining to information technology are resolved, the remaining problems
involve improving the system’s intelligence. These remaining problems can be re-
solved by using the multi-index optimality-approximatingmethodology provided by
the power system hybrid control theory elaborated in this chapter.

The structure of the hybrid-control-based SEMS is shown in Figure 2.3, and the
SEMS structure is analyzed in Section 2.9. The entire SEMS consists of three levels
and six software blocks. The six software blocks include the data-sharing platform
(with a data-sharing period of 0.2 s), DSCADA, ASEU, analysis, and event distinc-
tion, ε and C transforms, and the control command testing platform.

In conclusion, a new era – in which automated power system management can
operate in the same way as an S-WAR – has arrived.
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Chapter 3
Smart power system infrastructures

3.1 Introduction

The construction and development of a smart power system (SPS) is a systematic
project that covers many aspects, such as power generation, transmission, distribu-
tion, and consumption. Therefore, the infrastructures for SPSs are also categorized
into several classes, such as digital power plants, digital transmission lines, and
digital substations. In this chapter, the definitions of digital substations, digital
power plants, and digital transmission lines and the fundamentals for constructing
an SPS infrastructure are given. The structure and functionalities of each compo-
nent introduced above reflect the four basic characteristics of an SPS: standardized
modeling, global information sharing, intelligent decision-making, and integrated
controls.

The development of digital substations, digital power plants, and digital lines
provides useful technical support for constructing smart energy management sys-
tems (SEMSs), but these infrastructures are neither sufficient nor necessary condi-
tions for constructing SEMSs. Building a SEMS for a large-scale power system
covering a single region or multiple provinces does not require digitalizing all
substations, power plants, and transmission lines in the power system region.
Specifically, effective bidirectional communications between power plants, sub-
stations, transmission/distribution lines, loads, and their control center are key in
constructing SEMSs.

3.2 Digital substations

3.2.1 Definition of digital substations

Digital substation technology is the outcome of substation automation (SA) [12]. In
traditional substations, secondary devices, such as measuring instruments, signal
processing systems, relay protection, automation devices, and telecontrol equip-
ment are isolated from each other. With SA techniques, secondary devices are effec-
tively combined and integrated into multiple smart electronic device groups. Moreover,
themonitoring, measuring, controlling, protection, and communication processes for
the primary devices and transmission/distribution lines within the substation are au-
tomated by using modern IT approaches. SA technology has been widely applied to
power grids in China during the last two decades and this technology contributes
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to maintaining secure and stable power system operations. However, there is room to
further develop this technology [13].
1. For historical reasons, the functions developed in conventional SA technology

are relatively independent of each other; thus, functions overlap and lack ef-
fective coordination. Conventional SA technology also lacks some advanced
application modules, such as state estimation, fault detection and analysis,
decision-making support, and equipment availability analysis. Furthermore,
individual and independent functionalities complicate the SA system design
and hamper its efficiency. In severe cases, the fault may spread due to logic con-
fusion in the SA system.

2. Information is not shared between the measurement unit and the control mod-
ule in current SA technology. This lack of communicationmay lead to complica-
tions in secondary device wiring, communication overloading, difficulties in
designing, debugging, and maintenance, and may also lower system reliability.

3. In the current SA system, the nonuniform message formats limit the effective
transmission of information as well as the replacement of devices from different
manufacturers.

To overcome the deficiencies in the current SA technology mentioned above, some re-
searchers conceived the concept of digital substations in references [14–16]; a digital
substation is a type of substation where information is obtained, transmitted,
processed, and outputted digitally. Moreover, digital substations have the follow-
ing features: intelligence of devices, the intelligence of communications, stan-
dardized interfaces, and automated operations.

3.2.2 Fundamentals of constructing a digital substation

Both the primary and secondary equipment in a digital substation are intelligent de-
vices, and the information exchanged among these intelligent devices is digitalized
using a uniform model. The digital substation is both an important information
source and a control terminal for the SPS. The digital substation mainly consists
of the following:

(1) Intelligent primary equipment
Conventional technologies are completely replaced by digitalized technologies to
effectively improve the performance of data acquisition and driver circuits. This dig-
italization includes the following: a) applying microprocessors and electrooptical
technologies to signal detection and driver circuit operations in primary equipment,
b) replacing traditional relays and their corresponding logic circuits with programma-
ble logic controllers, and c) replacing conventional analog electronics and control ca-
bles with electrooptic digital signals and optical fibers. In other words, intelligent
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primary equipment means that the conventional primary equipment is replaced with
a digital interface and smart switches. Intelligent primary equipment enables highly
accurate and reliable measurement and control and, consequently, guarantees that
the information obtained by the secondary equipment is precise.

(2) Internet-capable secondary equipment
Internet-capable secondary equipment is no longer integrated via conventional wir-
ings. An Internet-capable process is based on the exchange of the obtained process
data in the secondary device to enable the centralized coordination of the distrib-
uted protection and automation function modules. The secondary equipment
devices, such as relay protection devices, measurement controllers, remote devi-
ces, fault recorders, and reactive power/voltage control devices, are all built on
standardized and modulated microprocessors. Communication among devices is
based on high-speed Internet instead of repeated input/output interfaces to realize
global data and resource sharing. Thus, common function devices are all replaced
by logic function modules.

(3) Information sharing platform
An information-sharing platform is constructed based on the digitalization of the
substation. This platform provides not only the foundation of the environment of
each piece of secondary equipment but also information services for all systems in
the control center. The implementation of such a platform enables effective informa-
tion sharing and provides strong support for application integration.

(4) Automation in operation management systems
There are three primary functions for automatic operation management systems.
First, these systems can automatically process data and information from different
layers. Second, fault analysis reports and corresponding suggestions can be pro-
vided in real-time when a fault occurs in the substation station. Finally, the device
maintenance alarm is automatically sent to the substation operators so that the
maintenance mode is switched from “periodic maintenance” to “condition-driven
maintenance.”

For the four functions mentioned above, the intelligent primary equipment and
the information-sharing platform provide technical support to the digital substa-
tions, while the coordination of the secondary equipment and the integrated applica-
tion of the distributed SA functionalities are two important characteristics of the
digital substation technology. Specifically, smart switches and smart transform-
ers are key features for the intelligent behavior of primary equipment. Moreover,
standardized information interfaces and modeling are essential technologies for
the development of Internet-capable secondary equipment, and the automation
of substation operations and management is critically important for automating
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digital substations. However, these goals pose challenges when building a digital
substation.

3.2.2.1 Smart switches and smart transformers
Compared with conventional primary equipment, intelligent equipment can effec-
tively receive and respond to commands from an associated control center. Further-
more, self-diagnosis, self-analysis, and self-report procedures can be completed by
using intelligent equipment. Intelligent primary equipment mainly refers to two
components: smart switches and smart transformers.

(1) Smart switches
Smart switches refer to switches with transducers, controllers, processors, and In-
ternet-capable digital interfaces. In addition to performing a switching function,
smart switches also inspect and diagnose digital states. The state inspection func-
tionality includes measuring and monitoring the electric states, magnetic states,
temperature, mechanical states, and operations. Furthermore, state estimation and
maintenance advice can also be provided. Generally, smart switches have the fol-
lowing features:
(i) high accuracy, high reliability, and low installation costs in the inspection

systems;
(ii) the capability to realize intelligent control functions, such as command-triggered

switching operations, fixed-phase switching operations, and sequential controls;
(iii) the application of digitalized interfaces to provide switch status information for

real-time display and reporting; and
(iv) the improved reliability of the mechanical systems due to the replacement of me-

chanical energy with electrical energy, the substitution of a mechanical transmis-
sion mechanism with motor-driven frequency transformers, and a reduction in
the number of mechanical components. Manufacturers beyond China have devel-
oped smart circuit breakers that satisfy the International Electrotechnical Com-
mission’s (IEC) 61850 standard. These breakers include protection devices and a
secondary device at the “process level.” This secondary device is used to send the
data obtained from the transducers to the data platform of its associated control
center and to receive commands from the control center. An important achievement
is a digitalization and on-site application of 220 kV smart circuit breakers [17]. In ad-
dition to the above functions, the above devices are capable of monitoring current
states, such as the integrity of the control circuits, the electrical completeness and
continuity of the coils, the kinetic characteristics of movable contacts, the spring sta-
tus, the mechanical vibration during breaker operations, the number of breaker op-
erations, and the remaining lifetime of the breakers. However, online partial
discharging detection techniques are not yet established and are only suitable for
field tests.
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Currently, smart switch technology is still under development in China. Here, we
suggest that 110 kV or above switchyards or substations should adopt a geographic
information system (GIS) switching device with intelligent terminals to produce in-
telligent switches. This device may be the most economical and reliable solution.
Secondary equipment is placed at intelligent terminals through the utilization of
the GIS control panel to realize self-inspection, interlock control, sequential control,
and motor control. In this way, established IT techniques are applied, and conven-
tional switching devices are improved. Using secondary equipment is an economi-
cal and effective way to improve the intelligence of switching devices.

The design and development of smart switches have many advantages: the
switch status information and commands are transmitted via an optical fiber to
save additional wiring on the secondary devices. By enabling conditioned-based
maintenance in state inspection systems, the equipment reliability is improved, and
the maintenance costs are reduced. The adoptive opening and closing mechanism
will lengthen the switch lifetime. Phase-based switching operations can reduce the
inrush currents and lower the overvoltage, and the absence of the breaker closing
resistor improves the performance of the breakers and enables phase-based switch-
ing operations.

(2) Smart transformers
A transformer is a primary piece of equipment used to transfer electrical energy be-
tween two or more grids with different voltage levels through electromagnetic in-
duction. Due to the critical role of transformers in power system operations, smart
transformers have become a very popular research topic in recent years.

Unlike traditional transformers, smart transformers are typically equipped with
transducers, controllers, processors, and Internet-capable digital interfaces. The
functions of smart transformers include (in addition to the fundamental functions
of conventional transformers) monitoring the operation status and diagnosing ab-
normal states. The self-monitoring and diagnostic functionalities detect and mea-
sure the insulation conditions, thermal states, mechanical status, and so on. Such
functionality can be extended so that state assessment and condition-based mainte-
nance can be achieved.

Currently, smart transformers are still under development, without any commer-
cial products available worldwide. In China, digital substations are designed based
on conventional transformers. The intelligent module is installed in the transformer
terminal box. As a result, the states in the transformers can be monitored and trans-
mitted to a control center via optical fiber, and the commands from the control center
can be sent directly to the transformers. An ideal smart transformer is capable of per-
forming a digital inspection of all the important parameters. These measured parame-
ters mainly include the temperature of multiple points on the coils and iron cores, oil
level, pressure and temperature, coil voltages and currents, real and reactive power,
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insulation oil and its decomposition status, partial surge detection, and localiza-
tion, and cooling system status.

3.2.2.2 Standardized interface and modeling
IEC 61850 Standards for Communication Networks and Systems in Substations is a se-
ries of standard documents for designating SA and is a part of the IEC Technical
Committee 57 (TC 57) reference architecture for electric power systems [18]. IEC
61850 defines the requirements for the information communication behaviors and
systems in substations. IEC 61850 also adopts object-oriented modeling technol-
ogy and a communication-oriented expandable structure as an international stan-
dard. IEC 61850 provides the standards for designing a standardized model and
interface for a digital substation. We briefly introduce the IEC 61850 standard further.

IEC 61850 has three basic features: (1) realistic interoperability, (2) flexible allo-
cation of functionalities, and (3) high expandability in accordance with advances in
communications.

IEC 61850 [19] is a protocol system that fully satisfies the communication re-
quirements for SA systems (SASs), as shown in Figure 3.1. In terms of content, the
standards can be divided into four major sections:

(1) Systems
This section covers standards from IEC 61850-1 to IEC 61850-5. These five parts offer
an introduction and overview of the IEC 61850 standard series. It is clear from these
five parts that the IEC 61850 aims to be more suitable for applications in power

Figure 3.1: IEC 61850 standard.
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systems from the point of view of communication technology, project management,
quality issues, and system models.

(2) Configurations
In IEC 61850-6, the communication topology structures for SA are given, and the
substation configuration description language (SCL) is defined for substations
where intelligent primary equipment is included.

(3) Data models, communication services, and mapping
This section covers the key technology in IEC 61850. This section includes seven
standards from the IEC 61850-7 series to the IEC 61850-9 series.

IEC 61850-7-3 defines the SAS/supervisory control and data acquisition
(SCADA)-based common data class. IEC 61850-7-1/4 defines the logical node (LN)
and compatible logical node class (CPLNC) to characterize the basic automation
functions. The data object and data attribute, which are generated in the CPLNC
instance based on the compatible data class, are used to specify the standard formats
for the information exchanged among devices.

IEC 61850-8-x/9-x defines the specific mapping, namely, the communication
service mapping, from the abstract communication service interface to the commu-
nication networks and protocols. In detail, IEC 61850-8-1 characterizes the mapping
for Manufacturing Message Specification. IEC 61850-9-1 describes the mapping for a
serial unidirectional multipath point-to-point transmission network, and IEC 61850-
9-2 defines the mapping into a process field bus based on IEC 8802-3.

(4) Testing
To guarantee the interoperability and conformance among the multiple devices in
the substations, IEC 61850-10 presents standards on the techniques, levels, envi-
ronment, and equipment requirements for testing the conformance of the substa-
tion and devices.

IEC 61850 is the most comprehensive standard series for current substation
communication networks and systems. Compared with previous substation commu-
nication standards, IEC 61850 has several outstanding technical features: multiple
functional layers in the substation, an object-oriented information model, decou-
pling of functions and communications, the substation configuration languages,
and the object-oriented data description.

Currently, IEC is devoted to integrating IEC 61850 and IEC 61970 (standards for
communications between substations and control centers) to build IEC 61850+,
which will be used for the following communication procedures: the procedure from
the process level to the bay level, the procedure from the bay level to the substation
level, and the procedure from the substation level to the control center. As the basis
for constructing seamless communication systems for power systems, IEC 850+
will be broadly applied to the automation of distribution systems, electric energy
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metering systems, distributed energy resources, automation systems of solar
power, and hydro plants and wind farms. As a result, IEC 850+ will become the
most complete and important communication standard. (The IEC will not develop
other established communication standards.)

3.2.2.3 Operation and management automation
Another important aspect in digital substation construction is the operation and
management automation, meaning that different operations and management sce-
narios in the substations are accurately simulated by performing comprehensive
analysis and data mining on the operational status of the substation and the histori-
cal data based on intelligent devices, Internet-capable communication, and stan-
dardized models. The utilization of operation and management automation will
help improve situational awareness in equipment maintenance and management,
increase the accuracy of accident investigations, and improve the technical analysis
of equipment to effectively enhance the reliability of substations. The research in
this area is still in the initial stage. A brief introduction of the direction of related
research is given [20] as follows:

(1) Status inspection and condition-based maintenance
During the maintenance procedure for the primary equipment of the power system,
technical development is trending to convert an accident-triggered maintenance
mode into a periodic maintenance mode and, further, into a condition-based main-
tenance mode [20]. Currently, most power system operations are based on periodic
maintenance, whose core principle can be described as follows: maintenance must
be performedduring a fixed period, and the systemmust recover aftermaintenance.
Practical experiences tell us that the periodic maintenance rule may result in a large
waste of funds and resources because much of the maintenance is unnecessary. In
contrast, the core concept of condition-based maintenance is described as follows:
maintenance is performed when the estimated or monitored system conditions indi-
cate that maintenance is needed and the system must recover after maintenance.
Condition-based maintenance will significantly reduce the number of unnecessary
maintenance plans and detect hidden deficiencies in the current system in a timely
manner to avoid device/system accidents. Thus, condition-based maintenance is an
essential approach to improve power system reliability and realize scientific man-
agement of the system.

Apparently, condition-based maintenance must be carried out with an accurate
device state estimation. All the intelligent devices in the digital substation are capa-
ble of sampling and transmitting their operational states and device parameters in a
real-time fashion; this capability is necessary to achieve condition-based mainte-
nance. The device states, which include the current operational parameters and
conditions, preventive test results, historical operational states of the device, and
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maintenance records, need to be monitored. Moreover, a tremendous amount of
raw data is analyzed and summarized based on a state inspection. Accurate
reports on the potential device/system deficiency and faults are provided by
applying power system fault detection techniques.

State inspection is an important functionality for digital substations. State in-
spection can provide data and information, which can be applied for device fault
detection, condition-based maintenance, and the optimization of substation and
power system operation. Such functionality can lead to significant economic and
social benefits.

(2) Condition-based digital risk management system
Condition-based risk management (CBRM) is applied to estimate the device opera-
tional states and to investigate the reliability of the power system operation from
an industrial application point of view [21]. The CBRM will provide qualitative and
quantitative guidance for current and future device maintenance and overhaul
schedules. Therefore, CBRM will help the company set short-term and long-term
operational maintenance targets and provide decision support to implement con-
dition-based maintenance.

The CBRM system framework includes the following three aspects:

(i) Assessment basis
For CBRM, information and measurements of the target device need to be col-
lected and managed carefully. Then, a comprehensive analysis of the fundamen-
tal operational parameters, test results, fault information, and device deficiency
is performed by applying statistical principles. Furthermore, the status of the de-
vices and the risk of the grid are assessed according to material aging principles
and field operation experiences.

(ii) Assessment procedure
The assessment procedure of the CBRM framework consists of two parts: condition
assessment and risk assessment. The CBRM will perform an assessment to quantita-
tively estimate the current and future device conditions of the primary equipment.
The obtained results will be used to predict the outage rate of each power system
device, quantify the various risks of each device, and provide different maintenance
strategies and plans in consideration of various indices.

(iii) Application of the assessment results
Based on the CBRM assessment results, the device management officers and deci-
sion-makers are provided a straightforward understanding of the device conditions
from a macro point of view. Appropriate guidance for device management and oper-
ational plans, such as condition-based maintenance and technical improvement,
may also be given to achieve a reasonable and optimal adjustment. Furthermore,
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those assessment results may help verify the performance of previous mainte-
nance activities and technical improvements.

In the CBRM framework, the health condition of each device is measured in
terms of a health index (HI) and probability of faults (POFs). The risk is in the unit
of monetary currency. The corresponding definitions are given as follows:

(1) Health index
The HI is a score ranging from 0 to 10 to quantify the device conditions. This score
can be obtained based on the quantification of device information, engineering
theory, and field operation experiences.

(2) Probability of faults
The POF refers to the probability that a fault occurs in each individual device and is
a numerical representation to reflect the fault possibility trend. The higher the POF
is, the more likely the device is to experience a fault. The POF is determined based
on the HI, and their relationship is approximated by an exponential function.

(3) Risk
Risk is calculated by the POF, the expected postfault impacts, and the relative im-
portance of the device in the power system. This metric quantitatively represents
the degree of risk for the device in a unit of monetary currency.

3.3 Digital power plants

3.3.1 Definition

The construction of digital power plants aims to improve the performance of con-
ventional power plants, particularly thermal power plants.

The key issues to be addressed include inefficient management, high-energy
losses, high pollution, unreliable ancillary systems, high outage rates, low auto-
matic protection rates, and redundant staff.

There is no uniform definition for digital power plants. In reference [22], ther-
mal power plants can be regarded as digital thermal plants when plant-level,
unit-level, and device-level inspection and management are digitalized. This ref-
erence also states that the most important step in constructing digital power
plants is to widely promote the utilization of field bus control systems (FCSs). Ref-
erence [23] focuses on describing digital power plants from the point of view of
management and application. Reference [23] also considers that the goal of digitali-
zation for the thermal power plant is to achieve the measurability of plant manage-
ment. The final goal of constructing digital power plants is to improve the overall
economic efficiency. Scientific plans and designs for all activities in power plants
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are provided based on advanced information technology and management con-
cepts. Thus, information technology, industrial production, and management are
integrated.

Similarly, in reference [24], an analysis of the essential characteristics of a digi-
tal power plant is performed, and the detailed features vary among different plants
with distinct digitalization depths and widths. A power plant has the characteristics
of a digital power plant when each layer in Figure 3.2 is digitalized.

What are the essential characteristics for a digital power plant that serves as an
important regulation module in the realization of the multi-index optimization of
SPS operations? What are the objectives of those optimizations? We think that a
digital power plant should adopt digitalized modeling and sampling procedures to
obtain information of all types and utilize Internet techniques to achieve informa-
tion exchange and multiplatform resource sharing. These improvements will pro-
vide decision-making support for power plant production plans and operations.
These improvements will also help increase electricity generation, reduce produc-
tion costs, and lower environmental impacts and device outage rates. Therefore,
compared with conventional power plants, digital power plants are more secure,
more efficient, and more environmentally friendly.

3.3.2 Fundamentals of constructing a digital power plant

Currently, many studies on digital power plants adopt a multilevel, multilayer
structure. In reference [22], the plant control and operating system are divided
into three levels. In reference [24], the plant activities are divided into five levels:
Internet level, management and information systems (MIS) level, supervisory infor-
mation systems (SIS) level, distribution control systems (DCS) level, and FCS level.

Figure 3.2: Diagram representation of the five layers of data/information flow for a digital
power plant.
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Finally, in reference [23], the power plant is divided into two basic platforms (web
and database platforms) and three management areas (production control, plant
level control, and overall management areas).

In this book, the content for constructing a digital power plant is divided into
three levels based on reasons such as the scope, purpose, and data source: direct
control, plantwise production control, and production administration and deci-
sion-making levels. The structures of these three levels are applicable to thermal
power plants and other generation units, such as hydro, nuclear, and wind power
resources.

3.3.2.1 Direct control level
The direct control level is directly related to the production equipment and is also
responsible for receiving and implementing commands from the plant-level produc-
tion control level and sending real-time data of units/ancillary devices to the other
two levels [25]. Currently, the DCS technique is adopted at the direct control level.
The trend of future techniques is the FCS technique.

The DCS is based on utilizing microprocessors and consists primarily of distrib-
uted process control, operation management devices, and communication systems.
The basic DCS control strategy is to perform distributed controls such that the risks
in the systems or the production processes are reduced, and the information is shared
for the centralized management. Thus, the DCS allocates the control functions into
several process control stations, and the monitoring operations are performed in the
monitoring station.

The DCS was introduced in 1970 and has been successfully applied to process
control areas for almost 40 years. China started to adopt the DCS in steam turbines
and boilers at the end of the 1980s, and DCS significantly improved the automation
level of these devices. Since the middle of the 1990s, DCS techniques have been ap-
plied to the power system area, with the application of monitoring and control devi-
ces in microcomputer protection systems and the incorporation of microcomputers
with other automation equipment. The power system information is transmitted to
the DCS via hardwire to ensure the reliability, instantaneity, and certainty of the in-
formation. As such, the DCS enables the overall controls and monitoring of the boil-
ers, generation units, electrical devices, and ancillary equipment; and this mode of
operations is widely used in all new thermal power plants in China. The DCSs in
some old thermal power plants, which are still in good condition, have been modi-
fied. After 2000, the connection style between the electrical devices and the DCS
changed from hardwire to “hardwire+ wireless communication” with the develop-
ment of Internet-based communication technology. Most information is transmitted
via the Internet, while electrical interlock and control information, where high reli-
ability, instantaneity, and certainty are required, are transmitted by hardwires.
Such a combination makes full use of the strong data transmission capability of
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Internet technologies and guarantees reliable and high-speed data transmission.
This method is widely accepted in the industry.

The development target of the DCS is the FCS, which is derived from the DCS.
Generally, the nature of the FCS is to utilize intelligent field devices to realize on-
site data processing. The primary features for the FCS include the following [24]: (1)
complete digitalization (i.e., all the on-site inspection and control devices have their
own processors and outputs are in the form of digital serial codes, (2) complete
openness (i.e., all the interfaces, external connections, and mutual communications
are uniformly standardized to realize the interchangeability of devices from dif-
ferent companies and the generalization of equipment supply sources), and (3)
completed distribution (i.e., regular control functions are allocated to intelligent
on-site devices). Compared with the DCS, the FCS obtains more information from
the field and requires fewer communication wires. On the one hand, the transmission
capacity of the communication wires is improved. On the other hand, intelligent
on-site devices are used in the FCS; thus, control system functions are indepen-
dent of the computers or meters in the control center, and the functions can be
realized in the field so that the information iteration between fields and the con-
trol center is reduced.

3.3.2.2 Plantwise production control level
The plantwise production control level is responsible for monitoring the plant-level
production process and serves as the bridge between the production administra-
tion and decision-making level with the direct control level [26]. At the direct con-
trol level, the commands are broken down and allocated to control the production
according to the control information in the production administration and deci-
sion-making level and the up-to-date states of each generation unit. At the produc-
tion administration and decision-making level, the data obtained from the direct
control level are organized, analyzed, displayed, and saved to provide the neces-
sary data and information to the production administration and decision-making
level.

The functions of the production control level are completed by the SIS at the
plant level. The SIS at the plant level manages and supervises production in real-
time and determines the globally optimal real-time production schedules. The SIS is
based on the DCS. By applying advanced computer network and database techni-
ques, real-time information is shared within the plant. Therefore, SIS is capable of
optimizing the plant production procedure so that the reliability and efficiency of
the plant are improved. However, in China, there are currently only a few power
plants that incorporate the SIS, and the functionalities in use or in the plan in-
clude the following:
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(1) Production process information inspection, collection, and analysis
The SIS collects real-time information from each production process control system
within the plant such that the system can monitor the plant-level production status.
Further analysis is performed based on the collected information in the SIS. Then,
professional reports and analysis results are provided to management to supervise
the whole production procedure.

(2) Optimized allocation among the unit outputs
Optimized allocation of each generationunit output is an important approach to im-
prove the economic efficiency of the power plant. Based on the commands from the
automatic generation control systems or other administrations, the SIS can deter-
mine the optimal generation unit set and calculate the output of each generation
unit to minimize the daily consumption of coal by considering the unit fuel con-
sumption curves and other reliability metrics. Then, the SIS will deliver the computed
dispatch results to the control systems of coordination (CSC) of each generation unit
and the digital electrohydraulic control devices of the steam turbines to adjust the
production plans in real-time. The CSC of each generation unit will respond to the
demands from the power grid on the premise of guaranteeing the secure, efficient,
and reliable operation of each unit.

(3) Calculation and analysis of the performance in the plant and unit levels
The SIS are also responsible for calculating and analyzing each performance
index of the power plant [26]. The plant-level indices include plant operation
costs, coal consumption rate for electricity generation, energy production, plant
auxiliary power consumption rate, fuel level, oil level, water supply level, steam-
water quality, ancillary device steam consumption, and equipment reliability. The
unit level indices consist of boiler efficiency, turbine heat loss rate, the efficien-
cies of the high-pressure, medium-pressure, and low-pressure cylinders, main
steam pressure, main steam temperature, reheated steam temperature and pressure,
reheater pressure loss, boiler-extracted smoke temperature, oxygen content in the
boiler-extracted smoke, the carbon content in the dust, the steam consumption rate
of the pump-turbine drivers, the electricity consumption rate of the plant, vacuity in
the condensers, supercooled degree of the condensate, supplied water temperature,
terminal temperature differences among the heaters, cooling water flow rate in the
overheaters and the reheaters, heat rate of the fuels, auxiliary steam consumption
rate, unit water supply rate, and steam leakage in the shaft packing.

The economic efficiency indices include the controllable and noncontrollable
loss differentials. The controllable loss differentials include main steam pressure
and temperature, reheated steam temperature, boiler-extracted smoke temperature,
oxygen content in the smoke, the carbon content in the dust, the steam consump-
tion rate of the pump-turbine drivers, electricity consumption rate, vacuity in the
condensers, supplied water temperature, terminal temperature differences among
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the heaters, and the cooling water flow rate in the overheaters and the reheaters.
The noncontrollable loss differentials cover reheater pressure losses, heat rate of
the fuels, the efficiencies of the high- and medium-pressure cylinders, auxiliary
steam consumption rate, unit water supply rate, supercooled degree of the con-
densate, and steam leakage in the shaft packing. The appropriate and reasonable
conversion of the loss differentials mentioned above into the operational costs is
helpful to accurately analyze the operational costs of each generation unit.

(4) Equipment state inspection
Equipment state inspection refers to evaluations of the operation status of devices
based on real-time operational device information, historical data, and environ-
mental factors. Based on the obtained results, alarms may be automatically triggered
for the occurrence of abnormalities, and fault information can be recorded in real-time.

(5) Fault diagnosis and maintenance guidance
Fault diagnosis is based on the information obtained from the equipment status
inspection process of the structure and the environmental parameters. This
diagnosis aims to achieve fault prediction, fault judgment, and fault analysis.
Then, the nature, category, location, degree, and cause of the fault are confirmed.
Additionally, corresponding trends and consequences, strategies to control and
remove the faults, and approaches to recover the system are generated by the fault
diagnosis process. Based on the status information of the primary/ancillary devi-
ces obtained from the online supervision systems, SIS is capable of performing on-
line detection of equipment faults. When the fault is detected, detailed coping
strategies are provided to guide operators and maintenance staff to adjust the op-
erations and implement maintenance.

3.3.2.3 Production administration and decision-making level
The production administration and decision-making level are responsible for the ad-
ministration and supervision of the whole plant production and management process
[27]. The responsibilities include production procedure management, human resource
management, fund management, appropriate utilization of supplies, and cost account-
ing. Furthermore, at this level, the requirements of operational targets, production
goals, and development plans are made based on the company’s actual conditions to
achieve global optimization. Then, a closed-loop administration is formed [23]. Two
primary functions at this level are decision-making and production management.

The production administration and decision-making level, which can be con-
sidered the decision-making hub of the digital power plant system, provides
decision support for operating and managing the power plant. Therefore, this
level should have the following functionalities: (1) commercial operation manage-
ment, which supports the overall budget, cost management, and computation of
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operational costs in real-time; (2) closed-loop production and operation management,
which is able to precisely supervise the budget-making process, plan an implementa-
tion procedure, and provide a performance evaluation and summary; and (3) electric-
ity transaction management, which can provide information on submitted price
offerings in the competitive electricity market and some other decision support.

The production administration and operation decision-making level complete
its production administration function by applying power plant enterprise resource
planning (ERP) systems. The main content of this level is the optimization of the
performance indices of the power plant unit and the integration of production plans
and strategies. Specifically, based on the operation index information given by the
ERP system, the managers in the production administration office can make specific
production plans and implement these plans by using the plant-level production
management system in the SIS.

3.4 Digital transmission lines

3.4.1 Definition

A transmission line can be considered a digital transmission line when the follow-
ing conditions are satisfied: (1) all the primary state parameters of the high-voltage
transmission lines are measured, transmitted, processed, and exported digitally; (2)
a uniform data model and information communication platform are constructed,
which enables the real-time monitoring, visualization and analysis of the opera-
tional status of the line; and (3) a decision support system is developed, which
helps support the line planning, design, operational management, and mainte-
nance scheduling activities.

The transmission line is the most important component in the power grid.
High-voltage transmission lines are typically located outdoors or in highly
polluted environments. Therefore, dirt retention, lightning, insulator defects, icing is-
sues, swinging, overloading, and overheating may result in the opening act of line
breakers, power grid outage, and power interruption. The reliability of the system
operation is affected, and the quality of the electricity transmission is reduced. Thus, it
is necessary to monitor the real-time operational status of each high-voltage transmis-
sion line and provide the obtained information for operators to perform maintenance.

Currently, most system operation centers have no state inspection system specified
for transmission lines. A periodic manual patrol for cleaning and maintenance is
used for transmission line operational maintenance activity. These activities cost con-
siderable manpower and material resources, yet the effects are unsatisfactory. The
construction of digital transmission lines enables the realization of scientific manage-
ment and decision-making systems for transmission lines. Digital transmission lines
help line operators to be aware of the main states and parameters of the transmission
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lines and their corresponding variation over time. As a result, evidence is provided
for scheduling transmission line maintenance plans and cleaning events, which can
have great economic benefits. Digital transmission lines also provide technical infor-
mation about the transmission lines to the system technology engineers for scientific
decision-making. The values of the construction of digital transmission lines are re-
flected in the following three aspects:
(1) The capability of contingent preventive strategies will be significantly improved.

The real-time transmission line state inspection system is capable of obtaining
more helpful information to prevent accidents and disasters such that the poten-
tial post-contingency losses are minimized, and the transmission line security
and reliability are greatly improved.

(2) The operation and maintenance costs decrease, and the economic and operation
indices improve. Periodic maintenance is changed to condition-based mainte-
nance by real-time state monitoring. Many resources are saved, and the trans-
mission line reliability is improved.

(3) The digitalization of transmission lines provides scientific support that contrib-
utes to line planning, design, operation, maintenance, management, and deci-
sion-making processes. Thus, the management of transmission lines is improved.

3.4.2 Fundamentals of constructing digital transmission lines

The introduction of digital transmission lines is inevitable. Digital transmission is
the result of power system operation and development during a certain period and
serves as an important component in SPSs. Generally, there are several primary as-
pects in the construction of digital transmission lines:

3.4.2.1 Transmission line state inspection
Constructing digital transmission lines requires monitoring their main states, pa-
rameters, and operational status in real-time. The further visualization of digitalized
line states and parameters is beneficial to the scientific and digitalized management
of transmission lines [28]. In fact, the parameters that need to be monitored may
vary over different locations. For instance, it is necessary to monitor the insulator
pollution level, enhance the inspection of the lightning protection capability in re-
gions with strong thunderstorm activities, and measure the temperatures of the trans-
mission lines with heavy loading during the summer seasons. The transmission line
state and parameter inspections are the prerequisites and grounds to realize intelli-
gent management of the lines.

The transmission line states can be categorized into several groups: thermal,
mechanical, insulation, and external environmental states. Each group may con-
tain multiple states and parameters. It is not necessary to monitor every state and
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parameter for each transmission line. However, some important states and param-
eters must be monitored. Currently, the line states and parameters that need to be
monitored include the following:
(1) insulation states, which refer primarily to the lightning protection device status

and insulator pollution levels;
(2) thermal states, which include the temperature of the transmission lines, line-

fitting devices primarily, and insulators;
(3) mechanical states, which include line-icing conditions, line swing, and wind-

age yaw levels, foundational stresses of towers, tilt degree of towers, and the
extent of vibrations; and

(4) external environmental factor inspection, which includes covering detection of
weather condition, and surveillance camera systems. For example, manual van-
dalism events may be inspected by video surveillance.

The insulation states, thermal states, and external environmental factors are the
key points of monitoring based on empirical operational experiences because most
transmission line contingencies are caused by the worsening of the states or param-
eters mentioned above.

To enhance the line state monitoring capabilities, an inspection system based on
wireless communication and networking technology is applicable for high-voltage
transmission lines. The inspection system is integrated with the power plant/SAS
to constitute a comprehensive state monitoring system for the whole power grid.
Such a system can basically eliminate the need for manual patrols and manual flash-
over point detection. Thus, this system provides benefits for precontingent preventive
detections and post-contingent reparations. Specifically, the state inspection and vi-
sualization systems include several key subsystems:

(1) Lightning location system
The lightning location system is an online system based on Internet technology [29].
This system is used to automatically detect lightning activities over a wide area of
the power system footprint in real-time.

As shown in Figure 3.3, The lightning position system includes lightning detection,
location calculation, and lightning information services. The lightning position system
contains multiple lightning detection stations over the grid, the central station at the
control center site, multiple user terminals, and the communication web. High accu-
racy and efficiency are required in lightning detection and position calculation. For
ease of use, lightning event data are processed, presented, and displayed in the infor-
mation server. The system is capable of receiving, storing, processing, displaying,
and sending lightning information in real-time. The system can also present light-
ning parameters, such as position, time, strength, polarity, and movement of the
thunderstorm.
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The construction of the lightning position system is beneficial for the system
operators to identify a lightning-caused fault location as well as the correlations be-
tween line-tripping behaviors and lightning activities. The construction of this sys-
tem is also useful for analyzing and diagnosing transmission line contingencies and
transmission line lightning protection design and operation [30].

(2) Online transmission line pollution inspection system
The pollution level on the transmission line surfaces is highly affected by the envi-
ronmental pollution levels in the area where the line is located [31]. The accumu-
lated pollution on the insulator surface may become wet so that the insulation
becomes less effective. Then, an external flashover breakdown may result. Since
short circuit faults caused by pollution flashovers may not be cleared successfully,
these faults may result in a wide-area power outage. Past experience shows that
power systemaccidents causedbypollution flashovers usually lead to a longoutage
time and high economic loss. This type of accident is one of the hidden threats to
power systems. The historical data show that power system contingencies caused
by pollution flashovers are the second most frequent among all the different types
of contingencies. Moreover, the losses caused by pollution flashovers are ten times
more than those of lightning accidents.

The online transmission line pollution inspection system is shown in Figure 3.4.
A set of online inspection devices is installed at a certain distance, and they
are used to measure the surface pollution information. Each online inspection de-
vice sends a real-time measurement to the power grid control center based on the
wireless network, such as the General Packet Radio Service/Global System for Mobile
Communications (GPRS/GSM) network. The analysis is performed in the power grid

Figure 3.3: Overview of the lightning monitoring system.
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control center by using all the data obtained from the whole grid. Then, the insulator
pollution distribution and pollution levels are identified. Other parameters, such as
the location temperature, wind speed, and rainfall, can also be measured by this de-
vice. These measured parameters will offer support for operators and pollution clean-
ing staff. Moreover, the pollution accumulation procedure may be reproduced via
specific software. In this way, the time when the pollution level reaches a certain
threshold is estimated, and the insulator cleaning schedules will correspondingly be
determined. The online inspection system has two major parts: distributed transmis-
sion line pollution inspection with centralized data management and pollution alarms.
These two parts will contribute to improving the scientific management of transmis-
sion lines.

The digitalization of pollution monitoring in the construction of the online
pollution inspection system has important significance. Digitalization will help to
determine the appropriate transmission line cleaning periods, provide scientific
guidance for increasing creepage distance and pollution protection, and plot the
regional pollution distribution map. Furthermore, suggestions for the design and
pollution protection management of transmission lines are also provided.

(3) Transmission line temperature measurement system
The temperature measurement system consists of a series of online temperature
measurement devices [32]. Each device is installed on the overhead line and at the
line connectors in every local meteorological region. The temperature measure-
ment devices are used to measure the average temperature, node temperature, en-
vironmental temperature, and line currents under local weather conditions. Then,
the measured data are sent to the main data analysis center via wireless communication

Figure 3.4: Overview of the online transmission line pollution inspection system.
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devices. The transmission line temperature is useful for determining the line current ca-
pacity and allowable line sagging degree; thus, this temperature is an essential parame-
ter for regulating the transmission line power flow capacity. Currently, remote online
temperature measurement systems are available at home and abroad.

Data analysis is performed based on the measured environment temperature
and SCADA data so that the real-time status of the transmission lines is reported,
and technical supports for improving the transmission line capacity and alarm ca-
pability is provided. This technique has potentially broad application in the study
of line maintenance. The power system coordinators and operators can be aware
of the ongoing changes in the transmission line power flows and the margin be-
tween the thermal limits and the maximum energy flow rate, thus providing the
scientific basis for the dynamic capacity-increase technology of transmission
lines. The transmission line operation and maintenance department can perform
statistical analysis using real-time loading data and relative historical data to
make scheduling plans for transmission line maintenance.

(4) Automatic weather condition measurement system
The issues of insulator pollution, line temperature, insulation conditions, swinging,
and icing are directly affected by the local weather and environmental conditions.
The measurement of the locational wind speeds, wind direction, environmental
temperature, solar insolation, and other weather information can offer scientific de-
cision support for transmission line operation and maintenance.

The weather information measurement system consists of several weather data
collection stations. The locations and numbers of stations are determined by the
meteorological areas according to line corridors. The location should be close to the
local temperature measurement devices. The weather data, such as environmental
temperature, locational wind speed, wind direction, rainfall, and solar insolation,
are measured by the devices, and the data are then returned to the main station
analysis center via the wireless network.

The meteorological administration has already set up a comprehensive network
of locational weather data measurement stations, which can provide relatively com-
plete locational weather information. Therefore, the power sector may directly install
the automatic weather information receiving terminals provided by the meteoro-
logical administration and pay for the maintenance fees to use the available weather
data. Thus, there is no need to build a brand-new meteorological information system.
Consequently, professional and accurate meteorological data may be provided for a
fraction of the cost.

The automatic weather condition measurement system can collect, store, display,
remotely transmit, and process meteorological data. This system has three main com-
ponents: the central supercomputers of the meteorological information network, mete-
orological data measurement devices, and sensors. The central supercomputers have
multiple functions, for example, managing the meteorological information collection
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network, meteorological information database, and statistical analysis and visual-
izations. The meteorological data measurement devices are also well equipped to
measure, time-tag, store, display, and transmit the local weather data. Until De-
cember 2012, the Chinese Meteorological Administration could provide short-term
weather forecasts for every 9 km over the nation. This ability is definitely an ad-
vantage for us to improve the forecast accuracy of the weather conditions along
the main transmission lines.

(5) Video surveillance and automatic alarm systems for transmission lines
Transmission towers and lines are often damaged by natural or outside forces,
such as heavy snow, earthquakes, mudslides, and crimes. The damage may also
be caused by misbehaviors during nearby construction. Thus, it is necessary to de-
velop video surveillance and automatic alarm systems for transmission lines to re-
duce the damage caused by natural or outside forces. The systems can also help
line operators find the nature, location, and impacts of damage as soon as possi-
ble, thereby helping to ensure the reliable and secure operation of power systems.

Advanced digital video compression techniques, low energy consumption
methods, GPRS/Code Division Multiple Access (CDMA) wireless communication
technologies, and solar power generators can be utilized with video surveillance
and automatic alarm systems. On-site video records and environmental information
are sent to the control center via the GPRS/CDMA network. This information can
also be sent to specific cell phones of line managers via multimedia messages. In
this way, the transmission lines and the environment are supervised throughout
the whole day. The workload of inspectors is reduced, and the security and stabil-
ity of the transmission line operation are improved.

Theutilizationof videosurveillanceandautomatic alarmsystemsaims toachieve
supervision of the following situations: (1) tower base erosion conditions caused by
floods; (2) supervision of broken lines or broken strands due to heavy icing or snow
cover; (3) unfavorable geological conditions or any other emergency; (4) tilting or
collapse of towers; (5) corona and creepage on insulator surfaces and external
flashovers; and (6) scissor crossing and sagging overhead transmission lines, ero-
sion of earth wires, swinging situations, and potentially criminal activities.

Based on video surveillance and automatic alarm systems, new line patrol ap-
proaches may be found, and a rapid way to find the deficiency or fault of the device
is provided. The on-site video surveillance device can also receive commands from
the control center at any time to obtain the audio and video records of transmission
lines. These are benefits that manual patrol approaches cannot match.

Based on the subsystems described above, we can build a comprehensive trans-
mission line state inspection system consisting of multifunctional probe groups,
data storage and transmission terminals, on-site sensor power supplies, data commu-
nication networks, data processing systems, control center monitoring platforms,
information inquiry systems, and alarm terminals. The on-site multifunctional probe
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groups will be used to measure the line status and parameters. The latter is converted
into digital signals that are then stored. Next, based on the user specified settings, the
stored data will be transmitted to the data processing center via the wireless data
communication network. Finally, the processed data are sent to servers in the control
center. The system is summarized in Figure 3.5.

3.4.2.2 Digitalization of the mobile inspection and management
for the transmission lines

Based on the digitalization of the main line states and parameters, personal digi-
tal assistant (PDA), GIS, and global position system (GPS) technologies are pro-
vided to patrolmen for digitalizing the mobile inspection system and management
activities.

(1) Transmission line mobile inspection
Transmission line mobile inspection technology has been applied in some electric-
ity utilities. Mobile inspection technology makes full use of the PDA, equipped
with Bluetooth GPS and a GPRSmodem. The Bluetooth GPS is used to receive satel-
lite signals. The data are exchanged between the PDA and Bluetooth GPS. The
GPRS modem is used to synchronize the data exchange and provide the precise lo-
cations of the patrolmen and terminal devices. By utilizing the PDA, Bluetooth
GPS, GPRS, and other advanced techniques, there is no need to manually record the
observed results during patrol activities. Thus, the patrol activity efficiency is im-
proved substantially.

The transmission line mobile inspection system structure is shown in Figure 3.6,
which can also read and display the patrol information on the GIS supervision plat-
form. The towers or facilities with an identified deficiency are highlighted. Then, line

Figure 3.5: Overview of the online transmission line state inspection system.
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operators and maintenance engineers are urged to perform the necessary maintenance
work. Apparently, the GIS can also be used by supervisors to verify whether the patrol-
man is on duty. Real-time inspection of the moving subjects is performed so that the
management and patrol quality can be highly improved.

(2) Transmission line management digitalization
Transmission line devices have highly location-dependent characteristics. The applica-
tion of GIS and GPS technologies will improve the situational awareness of line opera-
tors. Furthermore, a comprehensive management system can perform data collection
and environmental factor analysis functions to help support decision-making pro-
cesses for digitalizing daily transmission line management.

First, it is possible to directly present and digitally manage the transmission
line information with GIS technology. With the collaboration of MIS and GIS tech-
nologies, the line information may be verified on the GIS. Furthermore, the line
environments and the condition of the facilities near the lines that are inspected
are updated as background graphics in the GIS. In this way, the transmission line
management is visualized.

Then, the inspection and reproduction of the transmission line equipment, opera-
tional status, and operational environments are realized based on GIS technology. The
GIS is integrated with the lightning position system, line pollution inspection system,
and management system. For instance, the information of the lightning position sys-
tem may be displayed on the GIS so that the lightning activity distribution, location,
and movement, direction, and strength are clearly shown. Thus, the disaster prob-
ability can be evaluated by analyzing the information.

Furthermore, GPS and GIS can also be used for developing 3D transmission line
management systems [33]. The data obtained from the background systems are

Figure 3.6: Overview of the transmission line mobile inspection system.
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organized, integrated, and transformed. Finally, the data are published on the
client-side of the 3D geographic information browsing tools. A schematic diagram
of the digital management system is shown in Figure 3.7.

3.4.2.3 Condition-based maintenance for transmission lines
The digitalization of the transmission lines enables the inspection of the transmis-
sion line states and the visualization of the operational status; the applications of
the PDA, GIS, and GPS technologies enable the digitalization of the intelligent pa-
trol activities and regular management of transmission lines. These achievements
will enable fast and accurate measurement for obtaining the technical parameters
of transmission lines, finding potential defects, and performing a statistical analy-
sis. Furthermore, these achievements can lay a foundation for condition-based main-
tenance [34] and intelligent management.

Implementing condition-based maintenance for overhead transmission lines re-
quires two things: First, clear transmission line management content and rules are
required. Information management platforms related to device maintenance should
be developed. By using the GIS line/substation geographic information management
system, the GPS, the GPS-based line patrol system, and other inspection subsystems,
the transmission lines are maintained and managed in terms of periodic mainte-
nance, patrol, technical supervision, and security assessment. Second, expert anal-
ysis and decision-making systems are indispensable. The precise criteria are proposed
by analyzing many raw data. A predictive analysis of device defects is performed,
and reasonable maintenance plans are made by considering actual production,
operational experiences, and algorithms. As a result, a safe and reliable operation of

Figure 3.7: Overview of digitalized transmission line management system.
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devices are guaranteed. Furthermore, production costs are reduced. The two aspects
shown in the following should be noted during implementation:
(1) In the condition-based maintenance management system, the condition infor-

mation directly reflects the operational status of every device in the system. It
also provides a scientific basis for analysis and maintenance scheduling. The
obtained condition information consists of two parts: steady-state information
and dynamic information.

(2) In the expert analysis and decision-making system, an expert database should
be developed to provide authorized guidance on condition-based maintenance.
In addition, the knowledge and experience of experts, national standards, pro-
fessional rules, and operational experiences are also included in the database.
With the development of device and maintenance technology, corresponding
correction and amendments are necessary for an expert database.

Based on mastering the general device states, data analysis and condition
identification are performed with the help of expert systems. Furthermore, re-
search results related to statistics, mathematics, physics, and high-voltage
engineering are used. The above systems should be able to build an intelligent
decision-making module for transmission lines to estimate the remaining life-
time of devices, predict accident risk probabilities, and make maintenance
strategy plans.

3.5 Summary

In this section, the fundamental facilities for an SPS are introduced. They include
digital substations, digital power plants, and digital transmission lines. Unlike
traditional power system facilities, new technologies such as uniform modeling,
high-performance data collection and communication, comprehensive data analy-
sis, and decision optimization are widely used in digital substations, power plants, and
transmission lines. Hence, the capabilities of self-decision-making and coordinative
control (or the intelligence of the system) are improved. All the facilities discussed here
are the “sense organ” and “limbs” for the SPS. The “brain” and “central” pieces
of an SPS are the SEMS, which will be discussed in later chapters.
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Chapter 4
Basic platforms of smart power systems

4.1 Introduction

As depicted in Figure 2.1, the basic supporting platform of the smart power system
(SPS) is composed of the basic communication platform and the data-sharing plat-
form. Based on these platforms, the data can be shared independently of their sour-
ces and applications. Furthermore, the data-sharing platform must be built upon
the basic communication platform. This chapter provides a brief introduction to
these platforms.

4.2 Basic communication platform

4.2.1 Requirements of the basic communication platform

4.2.1.1 Method of description
For describing the communication needs of the SPS, this book introduces the fol-
lowing six dimensions:

(1) Extensibility
Extensibility measures the system’s ability to extend the range of use of the commu-
nication channels. In other words, extensibility characterizes the system’s ability to
support an increasing number of applications, application data flow, and frequency
bandwidth of callings.

(2) Availability
Availability is an important indicator of the system’s reliability and is usually de-
scribed by the percentage of services provided by the channels per unit time.
Availability is an aggregation of indicators, including the required capacity of the
channels, the setting of redundancy, and the resilience of the network (capability
of self-healing).

(3) Performance
The performance indicator comprises a collection of indicators, including bandwidth,
throughput, accuracy, latency, and delay jitter. Usually, the response latency indica-
tor is the main concern. The so-called response latency is the time that elapses be-
tween a sent request and the received response in a communication node. This
indicator is not very scientific because it includes the transmission delay on the lines
and the time to process the information. Therefore, “message delay” is used instead in
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the following context. Message delay refers to the time needed to send the data from
the data transmission platform via the communication device to the communication
channels.

(4) Security
The most basic security indicators include the confidentiality, integrity, and reachabil-
ity of information. Confidentiality means that information cannot be intercepted by
unauthorized persons during communication; integrity means that information is not
tampered with during communication and ensures that the information received
is consistent with the information sent; and reachability means that authorized
data communication can be completed. Security is guaranteed through encryption, in-
trusion detection, and authorization management.

(5) Management
The management of communication infrastructure typically includes configuration
management, security management, and audit management.

(6) Communication modes
Communication usually takes the form of point-to-point, multicast, or broadcast
communication.

4.2.1.2 Communication subjects and contents
The construction of the basic communication platform closely links the subsystems,
power facilities, and equipment, which are diversely distributed in geography and
have different physical functionalities. These subsystems and equipment include
the dispatch control centers of the transmission and distribution systems (referred
to as the control centers below), substations at all levels, large-sized and medium-
sized power plants and small decentralized renewable energy sources, switching
equipment and end-users, and a variety of external business systems (such as the
company’s management information systems and power market system). In addi-
tion, the internal communication among some subsystems should also be consid-
ered within the scope. This section discusses the performance requirements needed
for the communication infrastructure to implement communication among the
subsystems.

(1) Communication among control centers
Communication among control centers includes the communication between supe-
rior and inferior control centers and the communication among the control centers
at the same level. Communication with superior control centers is performed to re-
ceive assigned load and generation quotas while submitting part of the operational
data to the superior management. Communication with inferior control centers is
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performed to dispatch load and generation quotas while collecting important opera-
tional parameters from inferior dispatch networks. Communication with the same level
counterparts is performed to exchange operation parameters.

The communication and exchange of data among control centers are intended
to guide the daily production of grids under management, improve the promptness
(real-time performance or capability) and accuracy of the analysis, and calculate
the operation states (in the system) to ensure the global security and economic oper-
ation of the power system. Specifically, the data from other dispatch centers will help
improve the accuracy of applications such as state estimation, dynamic power flow,
fault analysis, and critical control decision-making. In practice, the above data ex-
change is realized primarily through texts, spreadsheets, and dispatch phone calls
(with recordings). In the future, to meet the development needs of the smart energy
management system (EMS), data among all dispatch centers should be exchanged
through digital communication in accordance with standardized protocols.

(2) Communication between a control center and power plants
Communication between a control center and power plants is performed to meet
both upstream and downstream needs: on the one hand, the control center assigns
production tasks and plans as well as control commands to power plants; on the
other hand, the power plants send the operational parameters of power generation
facilities to the control center.

Communication with power plants is the premise of the output regulation of
power plants. In the normal operational state, the control center can send orders to
the power plants to adjust the plant output, allocate load in a reasonable manner,
and improve the economy of system operation; in a state of emergency, the control
center can also directly control the switching of generation units to maintain the
stability of the power grid.

The traditional methods of communication with power plants include control-
ling operating units via telephone (or “remote control”mode) and using telemetry
and remote communication mode (or direct exchange of data with the plant moni-
toring host) to collect various operational parameters within the plant. In SPSs, all
the above communication should be achieved through digital monitoring and data
exchange. The method used to conduct dispatch should be chosen based on a bilat-
eral agreement.

(3) Communication between a control center and substations
Data exchange is needed between a control center and substations to ensure the se-
cure, stable, and optimality-approximating operation of the power grid. The ex-
changed information includes upward messages from substations to the control
center and downward control commands from the control center to substations. The
upward messages include measured values of substations, electric energy con-
sumption within a certain period of time, state information, and sequence of events;
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downward control commands include switching operation orders, protection setup
modifications, real-time operation parameter callings, and other control commands
issued by the control center regarding power quality, load flow, and grid stability.

The above information greatly affects the operation of the power grid; therefore,
the security of the communication is very important. In the traditional mode of opera-
tion, since decisions are often made by the operation personnel, the decision latency
depends on people’s response time, which does not require high-speed communica-
tion. However, with the development of technology, the decisions of control centers
are increasingly made by computer software; thus, the requirements for communica-
tion latency have become stricter.

(4) Internal communication platform of a control center
Aswell known, communication isneededamongdifferentapplicationsystemswithin
a control center, such as communication among the supervisory control and data ac-
quisition (SCADA) system, human-computer interface, and databases, for both EMS
modules and distribution management system (DMS) modules. All exchanged data be-
long to the category of real-time production dispatch data.

The control center is usually located in a safe and secure physical environment,
with a high trust relationship among its application modules. Therefore, the secu-
rity requirements on the communication platform itself are not too high. However,
the exchanged data significantly influence the grid operation; thus, policy-based
access control and audit functions should be in place.

As the exchanged information contains critical operation parameters and com-
prises a very large amount of data, the internal communication platform of the con-
trol center should have a short communication latency and high bandwidth. With
the development of technology, the ultra-real-time simulation system of the control
center will propose higher requirements for the quality of service (QoS) on the com-
munication platform.

(5) Communication between a control center and distributed generations
Communication between a control center and distributed generations (DGs) is simi-
lar to that between a control center and power plants. Compared to the impact of
the main power plants, the impact of DGs on the operation of the power system is
much smaller. Therefore, there is no need to include all DGs in the scope of direct
control. Directly controlled DGs have consistent communication requirements with
the control center similar to those for the main power plants.

(6) Communication between a control center and users
Communication between a control center andusers takes twomain forms, namely,
meter reading for large customers and direct control of the user loads (under
authorization).
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(7) Communication between a control center and field equipment
In a few circumstances, a control center can directly control important flexible alter-
nating current transmission system (FACTS) equipment, which in most cases is con-
trolled via a substation. FACTS equipment can effectively improve the distribution of
power flow and dynamic characteristics of the system, and a change in the operation
states of FACTS equipment may affect the security and stability of the entire system.
To avoid misoperations, the control commands issued to FACTS devices by the con-
trol center should be accurate and prompt, with high reliability and responsiveness
in the corresponding communication process.

(8) Communication inside substations
The contents and performance requirements of such communication have been dis-
cussed in the chapter on digital substations.

(9) Communication between substations and field equipment
In addition to the FACTS equipment mentioned previously, the field equipment that
communicates with a substation also includes protection devices. This type of com-
munication requires high reliability.

(10) Communication between substations
To meet the needs of stability and reliability at the grid system level, it is neces-
sary for the comprehensive automation systems within the substations to com-
municate with one another. The data to be exchanged may include data sampling
information, phasor measurement results, and real-time control commands. As a
complement to the centralized control by the control center, coordination can be
decentralized among the substations based on the above data exchange. The core
content is that the substations analyze the obtained data in real-time, make control
decisions on the spot, and coordinate with other substations during the execution of
control commands.

(11) Communication between substations and users
For demand-side management, such as automatic meter reading and real-time pric-
ing, there shouldbedata communicationbetween the end-users and thedata acquisi-
tion devices of the grid company. The number of data nodes and the amount of data
involved are very high and have high requirements for remote configuration and
management. Although collecting electricity consumption data from users is less de-
manding in terms of promptness, the security requirements are high, as the data are
closely related to the economic interests of the users and the generation management
of the power plants. Accordingly, the communication infrastructure between substa-
tions and users should have access controls, auditing, antivirus, integrity checking,
encryption, and other functions.
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(12) Communication among field devices
For reliable and accurate protection and control, there is a need for high-speed data
exchange among intelligent electronic devices (IEDs), including the exchange of mea-
surement data, circuit breaker status, the operation states of devices, and synchronous
sampling information. In terms of the operation and control of primary equipment, dif-
ferent aspects of the performance of such communication should be at a high level;
otherwise, faults (such as protection failure or malfunctioning and device control
failure) can occur, thereby endangering the secure and stable operation of the
power system. In previous engineering practice, high-performance communication is
often achieved through the use of dedicated communication lines or directly merging
related IEDs into a single unit, thereby entailing relatively high equipment costs and
inflexibility to extension. With the advances in communication technology, field-bus
and network (Ethernet) technology have become mature enough to achieve high-
performance communication, providing a more affordable and reliable solution for
communication among IEDs.

4.2.1.3 Requirements for performance and functions
The above analysis demonstrates that communication is needed among different
parts of SPS with various contents and methods. Table 4.1 summarizes the perfor-
mance that needs to be achieved in the communication processes mentioned above
and their corresponding functional configurations.

4.2.2 Architecture and technology of the basic communication platform

Thearchitecture of thebasic communicationplatform in theSPS is shown inFigure4.1.
The platform is composed of four parts: the basic transmission network, data network
platform, clock synchronization system, and security management system.

The basic transmission network covers multiple communication nodes and pro-
vides basic channels for the application systems and the data network platform. The
transmission media include optical fibers, cables, microwaves, power line communi-
cation, satellite communication, and other means. Among these media, optical fiber
communication provides high-quality dedicated real-time communication channels
and is easy to repair. Thus, it is gradually becoming a mainstream technology.

The data network platform provides communication channels with shared band-
width and automatic routing, which are suitable for the transmission of large flow,
non-real-time application data by means of point-to-point or broadcast communica-
tion. Therefore, the data network platform is the main medium of information trans-
mission and sharing in electricity production and management systems.

The clock synchronization system provides a frequency synchronization signal for
the synchronous transmission network to maintain link docking among synchronous
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transmission devices. Due to the increasing demand for real-time capacity in data ac-
quisition and remote control, the clock synchronization system has a prominent role
in the SPS. The accuracy of synchronization among different network devices in differ-
ent regions may directly affect the accuracy of analysis, evaluation, and decision
-making of the dispatch system.

Since all the data are digitally collected and processed in the SPS, the security
of the communication system guarantees the secure and reliable operation of the
entire power system. The security management system ensures the reliability and
security of the operation of the communication network, which consistently per-
forms intrusion detection and anomaly detection.

In summary, in the SPS, each part of the basic communication platform has a sig-
nificant function. The following paragraphs further introduce the time synchroniza-
tion system, basic transmission network, and data network platform.

4.2.2.1 Time synchronization system
The synchronous transmission network includes a frequency synchronization net-
work and a time synchronization network. Since the frequency synchronization net-
work and time synchronization network share consistent reference sources and
precision requirements, it is an inevitable technology trend that the reference sour-
ces of two synchronization networks are being merged into one reference source or
that two reference sources provide backup to each other. That is, both reference
sources provide the time synchronization signal and the frequency synchronization
signal simultaneously. As a result, the allocation of resources in the synchronous net-
work is optimized, synchronous network investment is saved, and network mainte-
nance and management are simplified.

(1) Frequency synchronization technology
The present structure of the frequency synchronization network includes four
modes: the master-slave synchronization mode, quasi-synchronization mode, mu-
tual synchronization mode, and hybrid synchronization mode.

Figure 4.1: Architecture of the basic
communication platform.
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(i) Master-slave synchronization mode
A master reference clock and several slave clocks are set up in the network, and the
frequency of the signals of the slave clocks is controlled by the master reference clock.
The master-slave synchronization mode is further divided into a direct master-slave
synchronization mode and a hierarchical master-slave synchronization mode. In the
hierarchical master-slave synchronous network, the timing signal is transferred
hierarchically from the master reference clock to the inferior slave clocks, with
each inferior slave clock acquiring the synchronization signal directly from its
superior. The advantages of themaster-slave synchronizationmodeare as follows:
First, there is no cyclical slide under normal circumstances; second, the require-
ments for the performance of the slave clocks are low; and third, the cost of estab-
lishing the network is low. However, this mode has several disadvantages: an
unreliable transmission link may affect the transmission of clock signals, the
length of the transmission link is limited due to phase noise superposition, and
timing loops may be generated.

(ii) Quasi-synchronization mode
This mode sets up independent high-precision clocks at each node in the network.
These clocks have a uniform nominal frequency and tolerance. Each clock operates
independently without controlling one other. Although the frequencies of each clock
cannot be absolutely identical, the fluctuation error still meets the indicator require-
ments due to the high-enough frequency precision. The advantages of this mode are
its simplicity and flexibility. The drawbacks are the high requirements for clock per-
formance, high cost, and cyclical slides. A data transmission network that adopts this
mode of synchronization is called a quasi-synchronous network.

(iii) Mutual synchronization
In the absence of a master reference clock in the network, each clock receives timing
signals sent from other nodes and locks its own frequency at the weighted average of
the frequencies of the timing signals received. In terms of advantages, this synchroni-
zation mode has high reliability and low requirements for the clock performance at
each node. In terms of disadvantages, the steady-state frequency is related to network
parameters,whicharedifficult todetermine inadvance. Therefore, a change in thenet-
work parameters will affect the clock frequency and lead to changes in system perfor-
mance or even system instability.

(iv) Mixed synchronization mode
In China, the mixed synchronization mode is widely used at the current stage. This
mode divides the entire network into several synchronous areas. A master reference
clock is set up in each area, and slave clocks are set up at each synchronous node.
Nodes are synchronized within each area through the master-slave synchroniza-
tion mode, while areas are synchronized through the quasi-synchronization
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mode. Through this approach, the number of clock series is reduced, thereby
shortening the transmission distance of the timing signals. Furthermore, the
mixed synchronization network is much more reliable than a simple master-slave syn-
chronization network due to the reduction in effects related to the transmission dis-
tance and external disturbances on the synchronization reference signals. When
the master reference clocks in synchronous areas have high precision, the fluctua-
tion error of links among the areas is negligible.

(2) Time synchronization technology
The present mainstream time synchronization technologies include global position-
ing system (GPS) and related technologies, Internet time synchronization technol-
ogy, automated computer time service (ACTS), time synchronization technology of
shortwave timing and longwave timing, and synchronous digital hierarchy (SDH)
network time synchronization technology.

(i) GPS and related technologies
GPS technology is currently a relatively mature time synchronization technology
that is used worldwide. However, there are three problems with this technology:
First, the GPS system is controlled by the US military. The precision (P) codes are
open only to authorized users and the US military. The coarse/acquisition (C/A) codes
for civilian use are two orders of magnitude lower than the P codes in terms of time
synchronization precision, and their security is not guaranteed. Second, GPS signals
are wirelessly transmitted and are susceptible to external interference. Third, the tim-
ing signals of GPS receivers are output via nonstandard interfaces. Common network
devices (such as switches) have no such dedicated interface. Similar to GPS technol-
ogy, other timing and positioning systems include GLONASS (GLObal NAvigation Sat-
ellite System) of the former Soviet Union, the BeiDou system of China, and the Galileo
programof the EuropeanUnion.Usersmay choose a systemaccording to their specific
situations. It is estimated that the BeiDou system of China will cover the globe and
may be used to replace the GPS system of the USA by the end of 2014.

(ii) Internet time synchronization technology
Time synchronization on the Internet is achieved through the Network Time Protocol
(NTP) and the Precision Time Protocol (PTP). The standard NTP employs standard Re-
quest for Comments (RFC) 1350 standards, while the simplified NTP (SNTP) adopts the
RFC 1769 standards. The time resolution of the NTP is 200 ps, which provides 1–50 ms
time calibration precision, but experiments have shown that this technology achieves
a calibration precision of only a few hundred milliseconds or even on the order of
seconds at an intercontinental scale. As prescribed by the Institute of Electrical and
Electronics Engineers (IEEE) 1588 standards, the PTP is used for sub-microsecond
synchronization of clocks in sensors, actuators, and other terminal devices in stan-
dard Ethernet or other distributed bus systems adopting multicast technology.
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Compared with the NTP, the PTP improves the synchronization precision and conver-
gence speed, thereby enabling high-precision synchronous control based on the indus-
trial Ethernet. Unfortunately, the PTP has not yet been widely used.

(iii) ACTS technology
ACTS technology requires relatively simple equipment: just phone lines, analog
modems, common personal computers, and simple client software. Due to the
feedback technology provided, the transmission delay in phone lines can be par-
tially offset. Currently, this technology is mainly used to calibrate the timing of
personal computers. Calibration of the clocks of other local devices requires
further development of interface hardware and corresponding software. ACTS
technology is not real-time. The National Institute of Metrology and the Shaanxi
Astronomical Observatory provide this kind of timing service.

(iv) Shortwave and longwave timing time synchronization technology
The technology of using radio to broadcast timing signals has the advantages of wide
coverage, relatively simple receiving and sending equipment, affordability, and so on.
In contrast to Internet timing technology, it can be used to calibrate local clocks in
real-time. Currently, in China, only the Shaanxi Astronomical Observatory provides
shortwave timing signals. Internationally, the Loran-C (long-range navigation) system
is used in longwave timing. The domestic signal stations are located in the coastal
area and are mainly for military use and navigation, not civilian use.

(v) SDH network time synchronization technology
This technology embeds the time-coding signals that are synchronized with a cesium
clock into the free bytes of the communication network while keeping the message
structure consistent with the international standard protocol. Therefore, as long as the
information in the free bytes is not blocked, the long-distance transmission of synchro-
nous time-coding signals can be achieved. There are three methods for transmitting
standard time based on the SDH network: the unidirectional method, two-way
method, and common-view method.

(3) Construction strategy of the clock synchronization system
Currently, the clock synchronization parts of application systems are separately de-
veloped in the systems. The use of clock sources is not uniform, and the devices to
be synchronized are incompatible with the synchronization interfaces. As a result,
time setting is not accurate, application obstacles may occur in the systems, and
calibrating time in the whole network is difficult.

For security and reliability of synchronization of entire networks in a variety of
complicated situations, it is necessary to construct a clock synchronization network
independent of the business network to support clock synchronization of the entire
power system.
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As described earlier, the development direction of the clock synchronization
system is the merging of the time synchronization and frequency synchronization
systems. In other words, it is necessary to set up three systems: the wireless
synchronization network, the terrestrial synchronization network, and the local clock
source system. These three systems mutually calibrate, thereby providing a unique,
precise, and synchronized timing signal for the whole grid and thus guaranteeing a
uniform time setting for the entire network.

The wireless synchronization system adopts satellite synchronization technol-
ogy and currently uses GPS satellite timing signals as the clock source. With the
establishment and improvement of China’s “BeiDou” satellite synchronization
system, this system will become the clock synchronization source of the wireless
clock system of the SPS, thereby providing one path of wireless timing signals to the
ground nodes.

The terrestrial synchronization system employs a cesium clock and high-grade
time servers to provide ground frequency and time synchronization signals for the
whole network. The transmission link uses a synchronous or asynchronous data
transmission link network. One path of ground timing signals is provided for each
ground node.

Each ground station is equipped with a set of time servers with a local fre-
quency for calibration. The three paths of clock signals are put into the calibrator to
calibrate the timing signals by the majority principle, thereby excluding the de-
graded synchronization signals and achieving the purpose of reliable and accurate
timing of the entire network.

4.2.2.2 Basic transmission network
The smooth operation of the SPS relies heavily on the communication system and
requires that the communication system be built on a solid physical basic network
platform. The platform is supposed to have high reliability, with qualities such as
resistance to electromagnetic interference and voltage flicker. In addition, the plat-
form should be compatible with a variety of services, such as voice, data, and video
communication.

Optical fiber is almost always the best choice, whether it is evaluated from a
technical point of view or in terms of cost performance. Additionally, the power sys-
tem has a unique advantage in the development of optical communication. For in-
stance, the existing channel resources of cables and transmission lines of different
voltage levels can be well utilized without the acquisition of new land, thereby
avoiding complex social issues and shortening the construction period. Addition-
ally, compared with other options, investment in optical fibers offers cost savings.

The construction of optical fiber networks should be divided into multiple lev-
els, namely (in descending order), the regional power grid, provincial grid, munici-
pal grid, county grid, substations, and feeders. In terms of construction, priority
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should be given to the first three levels with unified planning. Network construc-
tion below the municipal level can be conducted in accordance with the actual
situation, following relevant regulations.

It is suggested that optical fiber connections having 48 or more cores be used be-
tween regional and provincial grids. Moreover, monocyclic or polycyclic connection
methods can be considered in topology design to maximize system reliability. The
connections between provincial and municipal networks can combine both ring and
star topologies. For critical sites, two or more access lines must be provided. Sites
with star connections are usually not sites with heavy data traffic, but other forms of
backup communication mechanisms should still be present. Grids below the county
level can be laid out following the principles used for municipal grids. In areas where
conditions permit, optical fibers should be installed on feeders, and various terminal
units should be installed on poles.

To further improve the reliability of the basic communication network, other
supplementary forms of communication may also be introduced in necessary areas,
such as the following:

(1) Power line carrier (PLC) technology
Using the phase conductor of overhead lines as the transmission medium, a PLC
transfers analog or digital voice, telegraph, remote motion control, and remote pro-
tection information through a power line. This technology boasts the benefits of
high channel reliability, low investment costs, immediate effectiveness, and syn-
chronization with the construction of the power grid.

(2) Microwave communications technology
This technology offers the benefits of large communication capacity, low investment
costs (approximately one-fifth of the investment cost of cable), fast construction
speed, and resilience to natural disasters. This technology can serve as a backup and
supplement a trunk optical fiber network to restore communication when the trunk
network is hit by a natural disaster. This technology can also be used in areas and
situations that are unsuitable for optical fiber (such as remote mountain areas and
islands).

(3) Satellite communications technology
Based on the development of terrestrial microwave communication, global satellite
communication can be achieved using relay stations in space. This technology
has the benefits of a long communication distance, large coverage area, and high
communication flexibility. Because the cost of satellite communication does not
depend on the communication distance, satellite communication is extremely
cost-effective for outlying cities, rural areas, and areas with poor transportation.
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(4) Wireless communication technology
General packet radio service and code division multiple access technologies are
wireless communication technologies.

4.2.2.3 Data network platform
The data network platform provides a bearer platform of data services for produc-
tion systems. This platform meets the needs of the production application system,
the data-sharing platform, the informationalization of business management, and
personal multimedia applications. Compared with a dedicated line network, the
data network has the following advantages:
(1) Bandwidth sharing, which improves transmission efficiency
(2) Intelligent business routing, which increases channel invulnerability
(3) Smart management, which involves diversifying the means of monitoring

Currently, the mainstream technologies used in the data network include asynchro-
nous transfer mode (ATM), Internet protocol (IP) over SDH (packet over synchro-
nous optical networking and synchronous digital hierarchy (POS)), Gigabit Ethernet
(GE), and Resilient Packet Ring (RPR). The basic principles, advantages, and disad-
vantages of each technique are discussed further.

(i) ATM technology
ATM technology is a connection-oriented communication technology that employs a
fixed-length information unit as the basic unit of data transmission. A virtual channel
is established before data transfer occurs, and the subsequent data transfer is accom-
plished through this channel. The transfer and forwarding of information units are
performed by ATM switches. The ATM switches first analyze the header information
in the unit and then, based on the content of the header, forward the unit to the next
ATM switch or the final destination. Thus, ATM switches can achieve high-speed
transfer and forwarding of information units.

By using the information unit as the basic transmission unit and connecting
through virtual channels, an ATM network possesses a good flow control mecha-
nism and QoS while suffering little signal transmission delay. This technology is
therefore suitable for supporting and dispatching critical services in the network.

The disadvantages of ATM lie in its protocol complexity, extra expense, and
costly devices; it also requires a special operation to accomplish the conversion be-
tween information units and data packets to support IP applications. In practice,
ATM devices face problems associated with a low port rate (typically 155 Mbps but,
in some cases, 622 Mbps), unaffordable prices, unstable performance, and suspended
technology development.
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(ii) POS technology
Currently, there are two methods for achieving POS technology: one is defined by the
Internet Engineering Task Force IP/Point-to-Point Protocol/High-Level Data Link Con-
trol/SDH (IETF IP/PPP/HDLC/SDH) framework, and the other is defined in the Inter-
national Telecommunication Union Telecommunication Standardization Sector
(ITU-T) X.85/Y.1321 IP/Link Access Procedure – SDH (LAPS)/SDH framework
structure.

POS technology can encapsulate an IP packet of any length into a fixed-length
SDH frame. This technology utilizes the existing SDH network to transmit the data
and solves the problem of long-distance data transmission in the absence of suffi-
cient optical fiber resources, thereby saving the original investment. In addition,
POS technology takes advantage of the resilience and manageability of the exist-
ing SDH network to protect communication channels. When a link fails, the POS
port can be switched to the protection channel in less than 50 ms. POS technology
employs a logical point-to-point connection in the physical SDH ring network,
thereby eliminating multistage connections.

The disadvantages of POS are as follows: POS encapsulates variable-length IP
packets into fixed-length SDH frames at the sending end and restores these frames
at the receiving end, and the decomposition and restoration of packages are com-
plex and costly. Additionally, the congestion control of POS is poor, and POS does
not provide quality assurance to end-to-end services; thus, POS is not suitable for
multi-priority parallel services.

(iii) Gigabit Ethernet
GE is compatible with fast Ethernet. More than 80% of the world’s network nodes are
Ethernet nodes. The implementation of GE has a directness, fastness, and gigabit
transmission speed. GE redefines the medium access control layer and introduces
“carrier extension” to access conflict detection, thereby compensating for the short-
comings of the original Ethernet (such as unreliable topology, as well as with respect
to multimedia applications and QoS). Currently, GE technology is not only a switch-
ing technology but also a bearer technology that has been widely used in metropoli-
tan area networks (MANs). GE has the benefits of a simple technical route and low-
cost equipment. In terms of the drawbacks of GE, it directly uses a bare optical fiber
connection with a transport layer, and consequently, it is difficult to achieve optical
quality, performance monitoring, and protection; fiber investment is wasted because
every two service access points require a pair of optical fibers, and the transmission
distance is limited such that the long-distance optical interface can generally
transmit only from 50 to 100 km; and in support of key services, there is no perfect
solution that would guarantee QoS and security. In addition, the establishment of
a GE network relies primarily on two-layer and three-layer routing, and the self-
healing and resilience algorithm is slower than other dedicated algorithms.
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(iv) RPR technology
RPR is a new packet-based transmission technology that combines the advantages of
Ethernet and SDH. RPR combines the efficient use of IP routing technology and band-
width, rich service integration capabilities, and the high-bandwidth and self-healing
capabilities of optical fiber loops to better meet the needs of multiple services of
MANs. RPR usually adopts a double ring structure, which is a ring topology com-
posed of two reverse-directed fibers (one clockwise and the other counterclockwise).
One node can reach another from both directions on the ring, so RPR is bidirection-
ally available. Each thread of fiber can be used to transmit data and control signals in
the same direction. The use of spatial multiplexing technology further increases the
efficiency of bandwidth usage on the ring.

RPR technology has the technical characteristics of spatial multiplexing, ring
self-healing protection, automatic topology recognition, multilevel QoS services, a
bandwidth fairness mechanism, a congestion control mechanism, and independent
physical layer media.

The disadvantage of RPR technology is that its standards were only recently
completed. At least temporarily, the standards are supported by only a limited num-
ber of mainstream manufacturers; in addition, there are no cross-ring standards, so
RPR information in a single ring cannot be passed across rings. As a result, it is diffi-
cult to meet the actual needs of a dispatch network (one ring cannot solely meet the
needs of services; tangent rings, intersected rings, rings with chains, and other com-
plex network topologies should be available). Therefore, RPR is less capable than
SDH in terms of establishing a network.

4.3 Data-sharing platform

4.3.1 The needs of the data-sharing platform

Although the data exchange infrastructure in the existing power system has been
achieved, to some extent, the sharing of data has not yet reached the performance
requirements of the SPS in terms of data consistency and validity. Therefore, it is
necessary to build a unified platform for data sharing. The requirements for data
sharing in SPSs concern the following: the range of data, the source of data, and the
usage of data. The range of data can be categorized as follows:
Class 1: Static data about the physical structure and characteristics of each compo-

nent of the power grid.
Class 2: Dynamic data on the operation states of the power grid. Generally, the

sharing of such data should occur in real-time. The sampling interval
may be in milliseconds (e.g., for protection) or seconds (e.g., for SCADA).
For some noncritical measurement information, a longer sampling interval
is possible (e.g., for user metering data).
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Class 3: Control strategy and operation parameter settings.
Class 4: Forecast and scheduling data without high requirements for promptness.
Class 5: Historical data, including data under normal operation and recorded fault

information (with an interval of nanoseconds).

The subjects of data sharing include control centers, power plants, substations, and
DGs. The source and usage of data are summarized in Table 4.2. In fact, there are
needs for data sharing between a control center (or substation) and users, but the
effect on the SPS is negligible, so users are not listed in the table.

4.3.2 The structure and technologies of the data-sharing platform

For the above communication demands, a data-sharing platform can be built, as
shown in Figure 4.2. On this platform, service applications can query, locate, and
access data through a universal data access interface. After receiving a request, the
data exchange platform first locates the data and calls the appropriate communica-
tion protocol. Then, the request is passed to the application that owns the data
through the basic communication platform. Finally, the data, which are represented
in the Common Information Model (CIM), are sent to the requesting application
through the data exchange platform.

During data exchange, the independence between the data access method
and the application is achieved through the universal data access interface. The
independence between the data representation and the application is achieved by
the CIM. The independence between data processing and data locating is achieved
by the data exchange platform. Data processing and data locating share a common
data-sharing mechanism, thereby improving the consistency and validity of the
data.

Table 4.2: The source and usage of data in the smart power system (CU table).

Subjects
Type

Control centers Power plants Substations Distributed generations

 U CU CU CU

 U C C C

 C U U U

 C U U U

 CU C C C

C, create; U, use; CU, both.
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4.3.2.1 Common Information Model
The CIM regulates the representation of data to ensure the uniqueness of the descrip-
tion. In other words, the model adopts a consistent manner to describe the same object.
Similar to those of the universal data access interface, its standardization efforts are re-
flected in two standards, namely, the CIM based on IEC 61970/61968 and the object
model based on IEC 61850. The CIM is mainly intended for EMS, DMS, and other ad-
vanced applications, while IEC 61850 is targeted at process-level applications. In addi-
tion to these three standards, there are some emerging compatible expansions of
standards. The information model covers almost all the application fields in the power
system and can be used to manage a regional grid and the entire grid. A brief introduc-
tion is given as follows:

(1) Data model associated with an EMS/DMS application
The CIM based on IEC 61970/61968 provides a description of the typical data in the
power system. A specific application generally will use only some of these classes.
The information models used by EMSs are organized in packages, including the core
package, domain package, load model package, measurement package, outage pack-
age, topology package, wire package, spare package, generation package, SCADA
package, protection package, and energy dispatch package. In addition, a DMS appli-
cation includes an asset package, user package, core-2 package, document package,
ERP support package, and work package. Moreover, there is a complementary market
operation package, which is mainly targeted at the US electricity market and may not
necessarily be suitable for China.

(2) Process-oriented data model
With the core of IEC 61850-7, the information of process-level devices is described
by using an object-oriented approach, and the main physical process-level objects
(including a number of primary equipment and secondary equipment for measure-
ment, control, and protection) and the communication network are abstracted as
corresponding logical devices. The primary aim of IEC 61850 is to model process-level
devices. By abstracting the substation, IEC 61850 defines approximately 80 logical

Figure 4.2: The structure of the data-sharing platform.
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nodes, which serve data objects (i.e., measurements and states in the traditional
sense) and expand to IEDs. The original IEC 61850 does not consider modeling power
quality. To compensate for this drawback, IEC 61850-7-3(-4) complementarily defines
the relevant logical nodes, data objects, and data types for the power quality model.
This work is based primarily on the assessment of power quality by using the root
mean square of variance. This approach also considers other power quality indica-
tors, such as voltage flicker, voltage dips, and frequency variation.

(3) Model related to wind generation
Similar to IEC 61850, IEC 61400 models the process information associated with wind
generation [35]. The standards are meant primarily for communication between a
wind turbine and other devices within the plant. IEC 61400 also considers communi-
cation with equipment and systems outside the wind plant. IEC 61400 focuses on the
specific data objects associated with wind power, which are more complicated than
those defined in IEC 61850.

(4) Model of distributed generation
This model mainly considers equipment for distributed power generation, including
diesel generators, wind power, and solar power. The object model of DG is developed
based on IEC Technical Committee 57 Working Group 17 (IEC TC57 WG17), which is
based on IEC 61850 and extends the model on the characteristics of distributed en-
ergy. IEC TC57 WG17 is currently a draft standard [36].

(5) Hydro model
The hydro model aims to describe the information of the flow characteristics, the
dam gates, and so on. This model is compatible with IEC 61850 and is reflected in
draft standards IEC 61850-7-410.

The development of the above models is based on the concept of object model-
ing and the core components of IEC 61850 whenever possible. Given the demands
being satisfied, these models maximize the use of existing public data classes and
logical nodes. Because the standardization is carried out by different working groups,
these information models have some overlap, and the coordination of these models
is currently underway.

4.3.2.2 Data exchange platform
Data exchange is one of the core functions of data sharing. Therefore, a unified data
exchange platform must be established. This “unity” comprises two aspects: First,
the information should be uniquely identified within the system. The identification
of the data used by the system is supposed to be developed and maintained by one
organization. This identification is the basis for exchanging and sharing data. Second,
the data should be represented uniformly. Therefore, it is necessary to establish
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unified, and unambiguous information representation rules in various depart-
ments and systems to standardize and normalize the classification and encoding
of data.

A model of the data exchange platform is shown in Figure 4.3. For data requests
from local and offsite applications, the data exchange platform has different re-
sponse approaches.

(1) Data requests from local applications
Requested local data sources can be directly accessed. Requested offsite data need to
be treated separately. If data are frequently requested, the data exchange platform
can construct a local mirror of the data; this mirror is synchronized regularly. Then,
accessing these data becomes no different from accessing local data. If there is no
local mirror of the data, the data exchange platform should access the data source in
accordance with the method written in the shared data directory, and then the data
are returned for the use of the local application.

(2) Data requests from offsite applications
These requests also need to be treated separately. For data that are requested regularly
for synchronization, the data exchange platform updates the data in accordance with
the exchange table. For data requests that occur randomly, the data exchange platform
should access local data after verifying the authority of the requests, and encapsulated
data are returned following the corresponding communication protocol.

For accurate data exchanges, the synchronization of shared data must be en-
sured; this synchronization is the responsibility of the data exchange platform
where the original data are located and should be completed based on the con-
tents of the data exchange table. Methods of synchronization include the variable
synchronous mode and timed synchronous mode. Moreover, the data exchange
platform must provide some basic services, such as data directory synchroniza-
tion, data exchange table synchronization, data encapsulation, and data access
management.

Figure 4.3: Data exchange platform.
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The shared data directory provides a directory of the data that can be shared
within the system and its methods of authorization and access. The update mecha-
nism of the directory can be aggregated or distributed, but the entire data exchange
system must maintain a complete data directory.

The data exchange table is used to maintain local information related to data
synchronization; this information includes the external data descriptions required
by local applications and the local data requirements of external systems. The syn-
chronization of data is kept between the two sides of the exchange without the need
to maintain a global data exchange table.

The encapsulation of data consists of two aspects: First, the encapsulation is
based on the CIM. Second, the data exchange platform is supposed to encapsulate
(or decapsulate) the data in accordance with the corresponding communication
protocols when exchanging data with other platforms.

Data access management includes the update and verification of authorization.
There are multiple ways to implement this type of management. For instance, au-
thorization updates can be performed along with the synchronization of the data
directory, or they can be performed asynchronously. Verification of data access can
be conducted when the data are accessed or can be carried out during an inquiry of
the data directory. (Consequently, unauthorized applications cannot know the rele-
vant data directory entries.)

The data exchange platform described above is merely a conceptual model. The
functions involved are only the basic ones; practical implementation would require
further refinement.

4.3.2.3 Universal data access interface
A universal data access interface provides a common data access mechanism that
should have the following three characteristics: independence of the specific appli-
cation; independence of the form and content of the data; and support for common
access patterns, such as a request/response mode and publish/subscribe mode. The
universality of the access mechanism is guaranteed through the development of
standards such as IEC 61970/IEC 61968/IEC 61850 [19, 36–41]. A related discussion
is provided below.

For EMS applications, IEC 61970 extends and defines the following four types of
data access interfaces based on the Data Access Framework (DAF), Data Access and
Integration Services (DAIS), and Historical Data Access from Industrial Systems
(HDAIS) data access interfaces defined by the Object Management Group (OMG).

(1) General data access (GDA)
GDA is a question and answer (Q&A)-oriented interface that supports the positioning
and inquiries of structured data (including data structures and actual data). GDA pro-
vides typical database functions for reading and writing data with neutrality toward
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platforms and data patterns. In addition, GDA provides simple event services that in-
form the end clients when the data change on the server-side in a timely manner.

(2) General event subscription (GES)
GES is an interface oriented toward the publish/subscribe mode and supports hierar-
chical browsing of structure and instance data. GES is mainly used for application inte-
gration, in which different applications can publish and subscribe to CIM-based data
through the interface provided by GES. Because GES is oriented toward the publish/
subscribe mode, it naturally has nothing to do with the characteristics of developers.

(3) High-speed data access (HSDA)
HSDA is an interface that is oriented toward both the Q&A mode and the publish/sub-
scribe mode. HSDA supports hierarchical high-speed browsing and querying of struc-
ture data and instance data. This interface focuses on the demand for high-throughput
data exchange and can support the exchange of tens of thousands of data within 1 s.

(4) Time series data access (TSDA)
TSDA is also an interface that is simultaneously oriented toward both the Q&A
mode and the publish/subscribe mode. This interface supports hierarchical high-
speed browsing and querying of structure and instance time series data.

For applications in the DMS, although the IEC adopts the CIM, the IEC does not use the
universal interface in the strict sense. Instead, the IEC defines interfaces for different
application systems that are oriented toward the exchanged data. Relevant regulations
on the interfaces are stated in the IEC 61968 standards and cover the applications of
asset management, construction andmaintenance, operation planning and optimiza-
tion, network expansion planning, customer support, and meter reading and control.

In the process control, data exchange is usually a series of operations, such as
sending and receiving data, reporting data triggered by an event, and keeping data
logs. In response to the needs of information exchange, IEC 61850 defines a set of ab-
stract services covering all aspects of data connection management and data collection.
In addition, to flexibly accommodate various bottom-level communication protocols
andmodes in practical applications, IEC 61850 currently defines twomapping pro-
tocols: Generic Substation Events, which is a transfer protocol among high-speed
devices, and Manufacturing Message Specification based on Transmission Control
Protocol/IP.

4.3.3 Real-time data sharing with a kernel of advanced state estimation

In the operation and control of the power system, the states of the power grid are
acquired in real-time; the real-time acquisition of these states is the basis for the
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real-time analysis and control of grid states. Due to the bulky size of modern power
systems, a few measurement points are insufficient to represent the overall opera-
tion of the power system; therefore, state estimation is necessary to analyze and
process the many measurements taken to obtain the whole picture of the system-
wide real-time operation status.

State estimation is a relativelymaturemodule in the EMS. Early state estimation
used mostly SCADA data as data sources, thereby accomplishing the function of
identifying the overall system operational status through bad data identification
and cleaning. With the advancements in measurement technology, wide-area mea-
surement systems have been promoted. The data accuracy and sampling rate have
been greatly improved, yet state estimation algorithms need to be further refined. It
is necessary to study and develop state estimation algorithms with high reliability,
high fake detection performance, high precision, and high response speed (i.e., an
advanced state estimation unit). Then, the data sharing of the genuine real-time op-
erational states of the power system may be realized. This approach can be used for
grid scheduling and dispatch.

The unit is the most demanding part in terms of promptness and accuracy in
the data-sharing platform of the SPS.

4.4 Summary

The global sharing of data is one of the fundamental functions onwhich the optimal
decision-making and coordinated control of the SPS relies. To this end, it is neces-
sary to establish a basic communication platform and a data-sharing platform. The
former is a physical transmission platform for the exchange of data, and the latter is
a logical transmission platform for the integration of data.

First, this chapter describes the functions, requirements, and implementation
architecture of the basic communication platform. The basic idea is to build a stable
and reliable clock synchronization system and then construct a high-performance
basic information transmission network. The ultimate goal is to provide data ex-
change and sharing hosting platform for a variety of production and application
systems (i.e., a data network platform).

Second, the data-sharing platform for the SPS proposed in this chapter achieves
transparency in the location and application of data while ensuring data consis-
tency. This platform provides a solid foundation for the construction of the SPS.
Additionally, a few key technical issues should be addressed in the operationaliza-
tion; these issues include uniform data representation, consistent data location, and
data access, real-time simulation based on mirrors, GPS-based data synchroniza-
tion, and unified data access authorization management. The solutions to these
problems should be started by considering the needs of the data-sharing platform
to determine its overall framework. Then, research on the framework should be
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conducted to address specific implementation issues, such as standardization, change
and interpretation mechanisms of data representation, formal methods of model
transformation, and determination and interpretation of communication proto-
cols. In addition, this chapter also notes the need to study the specific implemen-
tation of data transmission to uniformly manage data transmission links, data
sending and receiving, encryption and decryption, load balancing, and so on. Re-
search should be conducted to construct an intelligent power system and its com-
munications infrastructure.

The last part of this chapter raises a decisive issue in the construction of the
SPS; that is, traditional state estimation units are replaced with advanced state esti-
mation units (AEUs). Hence, a conceptual reform of the design of state estimation
units is required.
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Chapter 5
Standard indexes for smart power system operation

5.1 Introduction

The smart power system aims to realize the “multi-indicator optimality approximat-
ing operation”. The “multi-index” mentioned here mainly refers to the three major
categories of safety, quality, and economy. To realize “multi-indicator optimality
approximating operation”, it is first necessary to set up operational performance in-
dicators which define the targets and standards of power system operations. Then
according to variations of such operational performance indicators, dispatchers can
not only qualitatively but also quantitatively assess the state of the power system.
When one or a group of operational performance indicators deviate from its stan-
dard values, and such deviations exceed allowable limitations, the current state of
the power system may be identified as an unsatisfactory one. Based on the power
hybrid control method, this unsatisfactory state can be further defined as an event.
That is to say, an event occurs in the physical power system at this time, and proper
control measures need to be applied to eliminate the event.

This chapter is cooked to introduce valuable smart power system operational per-
formance indicators. Section 5.2 outlines the basic ideas and rules to create an index
system that standardizes the power system operations. Sections 5.3 and 5.4 elaborate
on the two types of important operation indicators in the smart power system:

(1) Safety indicators
Ensuring the safety of the power system is the priority of system operators. For as-
sessing the safety of the power system comprehensively, in section 5.3, a new mini-
mum radius method will be proposed for estimating voltage stability domains,
small disturbance stability domains, and transient stability domains. By solving the
minimum radius, the safety operation margin can be obtained in regards to voltage
stability, small disturbance stability, and transient stability. This method may in-
clude various operating constraints easily and be implemented for online applica-
tions while having no numerical convergence issues.

(2) Performance indicators of coordinated control of interconnected power
systems

By interconnecting area power grids, modern power systems gain remarkable enhance-
ment of efficiency and reliability for the sake of increasing complexity in the system
structure and operation. As the area power grids are managed by different utilities, the
coordinated control among them becomes very challenging. It is necessary to derive
suitable performance indicators, which can be used to not only define the responsibili-
ties of local utilities but also assess the effectiveness of the coordinated controls. For
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the coordinated active power as well as frequency controls, the performance indicator
with the name of the area control error has been widely adopted in automatic genera-
tion control systems. However, for the coordinated reactive power and voltage control,
few performance indicators are serving as similar standards. Filling this gap, a novel
indicator is coined for multi-area voltage control applications, which will be introduced
carefully in section 5.4.

5.2 Standard system of operational performance indicators

5.2.1 A standard index system

At present, there have been many works on designing operational performance indica-
tors of power systems, which cover multiple aspects such as voltage safety, transient
stability, voltage quality, operating economy, and equipment adequacy. However,
these indicators are often only used to assess the power system performance from a
certain angle, so they lack standardization and systematicness. Thus, it is necessary to
set up a standard system of performance indicators that categorizes and layers different
indicators for better understanding and controlling complicated power systems.

Establishing the standard system of performance indicators is a typical system
engineering job. First, the design requirement of this index system should be clari-
fied carefully. Then, its hierarchical structure can be outlined properly. Finally, the
operation data of the power system needs to be fully utilized to update performance
indicators and enhance their availability and practicality.

The purpose of establishing the standard index system is to help dispatchers and
managementpersonnel tounderstand the current state of thepower system ina timely
and comprehensive manner and identify vulnerabilities. Essentially, the index system
needs to answer the following three questions, such as: “How safe is the power sys-
tem? How high is the quality of its services? How efficient and valuable is the power
system?” The above questions involve three objectives of the smart power system,
such as long-lasting safety, high-quality service, and economical operations.

From the perspective of the hierarchical structure, the entire index system can
be divided into the following three levels:

(1) Basic indicator
Basic indicators are directly collected from the power system operating data or obtained
through simple calculations, which reflect the actual state of the power system directly.

(2) Advanced indicator
Advanced indicators are forged from basic indicators through data mining, statisti-
cal analysis, and other means, which reflect the mutual influence of different per-
formance indicators.
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(3) Comprehensive indicator
Comprehensive indicators are built based on basic and advanced indicators, which
reflect the system-level performance of the whole power system.

5.2.2 Components of the standard index system

The standard system of performance indicators of a smart power system should be
composed of three parts: the basic indicator, the advanced indicator, and the com-
prehensive indicator, which will be further explained below.

1. Basic indicator
(1) Basic indicators of power systemstate are directly related to power systemsafety,
operation quality, and economy. These standard indicators can be further divided
into real-time ones that reflect the current state of the power system and statistical
ones that reflect the operating status of the power system in a certain period. Table
5.1 lists the common basic indicators that reflect the real-time and statistical state of
the power system.

Table 5.1: Basic indicators of power system state.

Category : Safety-related indicators Frequency safety indicator

Voltage safety indicator

Active power safety indicator

Low-frequency oscillation indicator

Transient stability indicator

Category : Quality-related
indicators

Tie line power controllability

Annual load loss

Frequency quality

Voltage quality

Harmonic level

Category : Economic-related
indicators

Transmission grid loss

Hydro-energy Utilization

Thermal power plant coal consumption

Power generation cost

The proportion of Wind energy, Solar energy,
and small hydropower energy

Energy-saving and emission reduction
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(2) Basic indicators on the grid topology and power system equipment conditions
By analyzing features of the power grid under various operating conditions, system
performance indicators such as power distribution balance, network vulnerability, and
operation reliability can be obtained. Table 5.2 lists basic indicators of system topology
and power equipment conditions.

(3) The basic indicators of the automation system operation in the power system
Communication, automation, and automatic control systems play a particularly im-
portant role in smart power systems. Generally, such an automation system should
be highly available, reliable, and efficient to make the smart power system fully
monitored, closed-loop controlled, and well protected. Moreover, serving certain
functions and tasks, each automation subsystem must also satisfy specific perfor-
mance requirements and standards from which related performance indicators
can be derived for example, the accuracy of the load forecast and the pass rate of
the state estimation. Table 5. 3 lists some basic indicators for evaluating the auto-
mation system.

Table 5.2: Basic indicators of system topology and equipment conditions.

Grid topology related
indicators

Cluster coefficient

System fragility

Critical power transfer capacity

Branch importance weight

Shortest path length

The capability of islanding operation

Load related indicators Total load

Load types

Load distribution

Load growth direction

Bus-oriented load forecasting

Power generation related
indicators

Balance of power source distributed

The capacity of total power generation

The capacity of power inputs from external
sources

The proportion of various types of power
generations

The growth direction of power generation
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The above three types of indicators together serve as the foundation of the overall
standard index system and are coupled with each other closely, as shown in Figure 5.1.

2. Advanced indicators
The basic indicators can be used for assessing the operating performance of the power
system and discovering a direction to make it better. Furthermore, it is necessary to

Table 5.3: Basic indicators of the automation system.

AGC Online availability

Ramping limits

Command period

Successful execution rate

AVC Command period

Successful execution rate

Availability of actuators on substations

Number Limits of daily regulations

SCADA Sampling rate

Accuracy of measurements

Abundancy

Response rapidity

State estimation The acceptable rate of estimated states

Various Predict System Accuracy

Operation planning Optimality

Robustness

Basic indicators of 
power system state

Basic indicators of
system topology 

Basic indicators of 
the automation system

Figure 5.1: Coupling between basic indicators.
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explore and analyze the mutual influence of these indicators to identify critical factors
and control variables. Here, we introduce advanced indicators which are generated by
data mining and statistical analyzing basic indicators. These advanced indicators help
to render insights into system dynamics and form high-level operation standards.

Advanced indicators may also be correlations between different performance
indicators. For example, advanced safety indicators can be developed to quantify
the influences of power grid topology variations on the system stability after major
disturbances. Such indicators may also be extended to consider the safety influen-
ces of other factors such as the balance of power source distribution, generation ca-
pacity, penetration rate of renewable energy sources, and load growth patterns. We
will introduce some related works in section 5.3.

3. Comprehensive indicators
Facing so many basic and advanced indicators, system operators and managers may
lose their focus and become confused when there are conflicts and anomalies. Under
such a circumstance, comprehensive indicators become indispensable. These indica-
torsaredeveloped toassembleknowledgeand informationofbasic andadvanced indi-
cators. Then, one single comprehensive indicator may give an unambiguous reflection
of the status of the whole power system on a certain aspect.

4. Spatial and temporal expansion of the index system
Those aforementioned indicators can be expanded in both space and time dimensions
to satisfy power system analysis requirements of different areas and different periods.

1) Expansion in the time dimension and related analysis
As a power system is a continuous dynamic system, operators and managers must
understand its past operations and states to make better decisions for current regu-
lations. Therefore, it is necessary to design performance indicators of a smart power
system evaluated in different periods, which at least should include follows.

(1) Indicators of daily operations
By statistical analyses, indicators can be designed to measure the variations of the sys-
tem safety, economy, and service quality each day. Meanwhile, important correlations
and factors may also be defined as advanced indicators of daily operations, such as the
accuracy of the daily load forecast, weather condition, and festival load patter, etc.

(2) Indicators of monthly operations
Normally, seasonal weather and social activities influence both power generations
and consumption heavily. To adapt to seasonal changes, the system topology and
control strategy of a power system should be planned and adjusted carefully. There-
fore, monthly evaluations of system performances become very important for im-
proving operation plans continuously. Thus, indicators of monthly operations can
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be developed, which also cover the system safety, economy, and service-quality
features.

(3) Indicators of yearly operations
A power system always needs a long-term expansion plan, in which yearly load
growths and environment policy constraints are predicted, and the optimal location
and capacity of new generators and transmission lines are given. To prepare for such
an expansion, an assessment of yearly operations is indispensable, which helps to
discover the vulnerable and valuable parts of a power system at the same time. Thus,
indicators of yearly operations are of importance. Certainly, these indicators reflect
the safety, economy, and service quality of the power system. However, the economic
indicators have strong weights when comprehensive evaluations of yearly operations
are conducted.

2) Expansion in the space dimension and related analysis
As the interconnection between area power grids is strengthened, huge interconnected
power systems have appeared in the China, USA, and Europe. However, even closed to
each other, different areas may have strong variances in weather and conditions as well
as social and economic features. Consequently, every power system would be unique
regarding its topology, load pattern, power source composition, and operation strategy.
Then, it becomes reasonable to create specific basic indicators for area power systems
by modifying the standard ones used by the whole interconnected power system.

Moreover, the hierarchical dispatch mechanism is widely adopted by the intercon-
nected power system. Area dispatch centers carry out system performance assessments
periodically. To guarantee the fairness and transparency of such assessments, ad-
vanced and comprehensive indicators of area power system operations should be stan-
dard and comparable regarding their physical meanings and evaluation algorithms.

5.2.3 Workflow of indicator computations

Figure 5.2 illustrates a general workflow of indicator computations. Of course, the
computation procedure for updating a certain indicator varies remarkably. This
general workflow defines necessary steps to extract critical information from
power system states as follows.

(1) Data acquisition
The first step is to obtain the fundamental data of power system operations, includ-
ing ① the topology of the power grid, parameters and states of power equipment
from SCADA, PMU, and EMS systems; ② the price of electricity products, short and
long term energy contracts, and market restrictions from electricity trading systems,
③ operation states of various automation and information components.
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(2) Data preparation
Within the huge amount of power system data, errors and mismatches inevitably
result from unreliable data measuring and transferring. Directly using such raw
data, system indicators may not reflect the real status of the power system leading
to risky control decisions. Therefore, the preprocessing of the raw data is an impor-
tant step, during which state estimations are carried out to screen out bad measure-
ments and obtain trustable system states.

(3) Computation of basic indicators
Most basic indicators may be directly extracted from the measured and estimated
system states. Computation related to basic indicators is mainly associated with cu-
mulations and comparisons.

(4) Computation of advanced indicators
It is a critical step to compute the values of advanced indicators for building up the
standard index system. Compared to basic indicators, advanced indicators are gener-
ated by advanced statistical techniques such as data mining and knowledge dis-
coveries. Through processing basic indicators, deep insights of correlations between
the network topology, equipment status, automation flows, and power system states.

(5) Computation of comprehensive indicators
Comprehensive indicators recover the optimality of power system operations, from
comparing performances of different power systems or the performance of the same
power system in different periods. Especially, comprehensive indicators may adopt
fuzz classifications, where the power system status is identified as some macro state
abstractly representing system features and trends. Thus, comprehensive indicators
can aggregate information contained in basic and advanced indicators and give a
high-level view of the whole power system.

(6) Visualization of indicators
Through visualizing indicators regarding their spatial and temporal characteristics,
data, knowledge, and boundaries of power system operations can be interpreted
into human-friendly information, which supports multi-objective approximate opti-
mal operations. Therefore, visualizations of indicators are also very important as
such techniques enable the closed-loop control of the power system with human
operators.

(7) Application of indicators
The main functions of the aforementioned indicators are to identify events and guide
theoptimalcontroldecisions.Whenoneormultipleperformance indicatorsareexceed-
ing acceptable limits defined for them separately, an event may be identified, which
represents an unsatisfied system state. After that, suitable control commands will be
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generated by optimizations using the corresponding performance indicators as objec-
tives or constraints.

5.3 Safety indicators

Among all performance indicators, the security indicators are evaluated with the
first priority. As is well known, many factors affect the safety of a power system;
these factors include different types of disturbances, different disturbance intensities
and fault locations, and different load growth directions and speeds. In addition, as-
sessing the operational safety of power systems often involves very complex compu-
tational processes. The following introduces and describes several algorithms for
calculating dynamic indicators of operational safety of power systems.

In theory, given a specific disturbance as well as characteristics of it (given set of
changes in system operating parameters, such as the load and power generation var-
iations), a numerical calculation method can be used to find the corresponding safety
domain boundary of the power system. The fault set is usually determined by the N-1
or N-2 principle and can also be customized by the user. Here, three types of power
system security domains are considered: the static voltage security domain, small-
disturbance security domain, and transient security domain.

Static voltage safety domain and small-disturbance security domain can be formu-
lated as solvable region in the parameter space of high-dimensional nonlinear equa-
tions. Currently, it is difficult to analytically describe the boundary of the static voltage
safety domain and small-disturbance security domain. The transient safety domain
problem of a power system in the injected space is mathematically equal to the
parametric attraction region of high-dimensional nonlinear differential-algebraic equa-
tions (DAEs) at a certain equilibrium point. It is also very difficult to analytically solve
the transient security domain as well as its boundaries.

For solving the load safety margin, the available transmission power limits and
other safety indicators, power growth directions of loads and power generations are
specified in the simulation. Then, along with these directions, in accordance with a
certain step, the system load power and power generation are gradually increased
until the voltage instability, small-disturbance instability, transient instability, or
power flow solution violating operational constraints.

That is, the specified injection growth direction is used to find the security do-
main boundaries that constitute the system. In theory, a search for all possible
nodal power growth directions can figure out the security domain boundaries in the
injection space. However, this exhaustive search is computationally expensive and
difficult to use online.

The natural idea is to find the shortest path from current state X(t) to the safe do-
main boundary. Here, the security domain boundary exists for a particular group or a
specific set of disturbances.
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Based on the sensitivity of the safety indicator to the nodal injection power, this
section proposes a heuristic algorithm for estimating the shortest distance to the secu-
ritydomainboundary.Theprinciplesof thismethodareapplicable to thevoltage safety
domain, small-disturbance security domain, and transient security domain in the injec-
tion space. Because this method is a heuristic method, there is no numerical conver-
gence problem, and it is easy to consider various operating constraints.

5.3.1 Minimum radius of the voltage safety domain and its calculation method

5.3.1.1 Principle
The boundary C(Rn) of the voltage safety domain for a certain disturbance F in the
injection space is composed of all P* points; that is,

C= P*jf X,Pð Þ=0, g X,Pð Þ≤0,P 2 Rn� �
(5:1)

where P* is the load power vector for the node, X is the system state vector except
for the injected power P, f X,Pð Þ=0 is the power flow equation with consideration
of the disturbance F, and g X,Pð Þ≤0 is the operation constraint. Under the normal
operation condition, the voltage safety domain is composed of all the nodal injec-
tion vectors that satisfy the power flow equation and the operational constraints.
The voltage safety field Ω can be expressed as follows:

Ω= P jjj P −P0jj≤ r*, r* = jjP* −P0jj� (5:2)

where P0 is the power injection vector at T0 moment; P is the power injection vector
of the next time moment; it is clear that P −P0, which is the increment vector of the
power injection (see Figure 5.2); andP* −P0 =ΔP represents the power injection vec-
tor along the most dangerous direction. The norm of the vector ΔP is that is, the
modulus of the vector is represented by the scalar r as follows:

||ΔP||= ||P −P0||= r (5:3)

As above, r* represents the distance from the current operation point at T0 to the
safety boundary Ω along the direction as ΔP =P* −P0. As shown in Figure 5.3, r* can
also be called the minimum radius (distance) in the P* −P0 direction with point B
(point X0) as the center or the maximum allowable radius.

ΔP =P T0 +Δtð Þ−P0 T0ð Þ. The map on the plane
The problem is now clear; that is, the voltage safety conditions are deter-

mined by

r = ||P −P0||≤ r* (5:4)
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It can be seen that criterion (5.4) is a sufficient condition for the safety of the
power system and can be written in the following concise form:

Ω= Pj||P− P0||≤ r*, ||Pi||≥ ||P0
i ||

� �
i= 1, 2, . . . , ngf (5:5)

where i is the index of injection nodes, and Ω is the voltage safety domain. The con-
ditions in the above equation ||Pi||≥ ||P0

i || are not theoretically needed but rather are
for engineering practice. When voltage safety issues are concerned, increments of
loads are much more dangerous than reductions of loads.

Now, we will address the problem in which a power system has many nodes;
while the load on each node increases, there could be infinite directions of injection
power growth in theory. For solving one or a limited number of the most dangerous
directions of injection power growths, the computational effort tends to be unac-
ceptably large for online applications. Thus, several critical nodes and a limited
number of dangerous directions can be derived based on the experience and knowl-
edge the dispatching experts of the power system. As a result, the related computa-
tion is not excessive.

The following is a heuristic method based on the voltage stability quantization
index for estimating r*.

The eigenvalue of the Jacobian matrix of the power flow equation can represent
the degree of singularity. When the minimum modulus of these eigenvalues is close
to zero, the power system approaches voltage instability. Therefore, the minimum
modulus eigenvalue of the Jacobian matrix can be chosen as the quantization index
η of the voltage stability. Let the minimum modulus eigenvalue of the Jacobian ma-
trix of the power flow equation at the current operating point be

η0 = λ0min = min
i

λi J P0� �� �� �
(5:6)

where J P0ð Þ= ∂f
∂xjP =P0 , P

0 is the nodal injection power at time T0, P0 = P0
G,P0

L

� �T
, P0

G =
P0
G, 1,P0

G, 2, . . . ,P0
G,m

� �T is the power generation vector, and P0
L = P0

L, 1, P0
L, 2, . . . ,P0

L, n
� �T is

the load demand vector. Then, the sensitivity vector of the voltage stability index re-
garding nodal power injections can be presented as follows:

Figure 5.3: Diagram of the voltage safety
domain Ω boundary and the maximum
allowable radius r* (the U-point system
voltage shown in the figure is in an
unsafe state).
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S0 = ½S0G, S0L �T

= ∂η0

∂P0
G, 1

, ∂η0

∂P0
G, 2

, . . . , ∂η0

∂P0
G,m

; ∂η
0

∂P0
L, 1

, ∂η0

∂P0
L, 2

, . . . , ∂η0

∂P0
L, n

" #T
(5:7)

where ∂η0

∂P0
G, k

and ∂η0

∂P0
L, l

are items of vectors S0G and S0L, respectively, which are negative

and have the largest absolute values as follows:

∂η0

∂P0
G, k

= min
i

∂η0

∂P0
G, i

 !
(5:8)

∂η0

∂P0
L, l

= min
j

∂η0

∂P0
L, j

 !
(5:9)

According to equations (5.8) and (5.9), at T0, the most dangerous growth of nodal
power injections should be related to the kth generation unit and the lth load, respec-
tively. The following two vectors I*G,W , and I*L,W the most dangerous power injection
growth direction, as follows:

I*G,W = 0, . . . ,0, k,0, . . . ,0½ �T (5:10)

I*L,W = 0, . . . ,0, l,0, . . . ,0½ �T (5:11)

I0n = I0G ·W , I0L ·W
� �T

(5:12)

A step length is set as h, which is used to increase the power generation and load
demands proportionally. After a step-growth, the nodal power injections of the
whole power system become

P1 =P0 + k0 · h (5:13)

where h is small enough, P1 =P T0 +Δtð Þ, and k0 represent the power increment
along the most dangerous growth direction.

Then, with P =P1 used as a starting point, the sensitivity vector of the voltage sta-
bility quantization index onnode S1 is calculated again, and then themost dangerous
growth direction S1 at P1 is solved based on k1. The above process is repeated until
the power system loses voltage stability. When the power injection increases by step
u+ 1, the system is unstable, and the critical power generation and load level of the
system is

Pu =P0 + h
Xu
i=0

ki (5:14)

Along the most dangerous growth direction, the power generation and load margins are
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Pgen,margin = ||Pu
G||− ||P0

G|| (5:15)

Pload,margin = ||Pu
L||− ||P0

L || (5:16)

The minimum radius of the voltage safety domain in the injection space (see Figure 5.3)
is

r* = ||Pu −P0|| (5:17)

where jj � jj denotes the norm, Pcr
G =Pgen,margin + ||P0

G|| is the critical power generation
level, and Pcr

L =Pload,margin + ||P0
L || is the critical load level. The stability margins

shown in equations (5.15) and (5.16) are the minimum stability margins for the vari-
ous possible power generation and load growth direction; as long as the total load
growth of the system does not exceed the limit given by (5.16), the system is voltage
stable. The power generation and load stability margins shown in equations (5.15)
and (5.16) can be used as important indicators of safety monitoring. The above
method can approximate the nearest boundary of the voltage safety domain, during
which there are no numerical convergence issues.

5.3.1.2 The sensitivity of the Jacobian matrix feature root to node injection
The power flow equation can be

f Xð Þ=P (5:18)

where X is the node voltage amplitude, and phase angle and P is the node power
injection vector. The minimum modulus eigenvalue of the Jacobian matrix ∂f

∂X at the
solution X =X* is λ, the corresponding left eigenvector is w, and the right eigenvec-
tor is v. Then,

∂λ
∂P

= ∂λ
∂X

· ∂X
∂P

= ∂λ
∂X

∂f
∂X

	 
− 1

(5:19)

where ∂λ
∂X = ∂λ

∂x1
, ∂λ
∂x2

, . . . , ∂λ
∂xn

h i
. The function of the element x in the Jacobian matrix

can be derived from the sensitivity of the eigenvalues to the matrix parameter [42],
as below,

∂λ
∂xi

=
wT ∂2f

∂X∂xi
v

wTv
(5:20)

Equations (5.19) and (5.20) can be used to find the sensitivity of the Jacobian matrix
eigenvalues at X =X* to the injected power of the nodes.

5.3 Safety indicators 95

 EBSCOhost - printed on 2/14/2023 8:04 AM via . All use subject to https://www.ebsco.com/terms-of-use



5.3.2 Minimum radius of the small-disturbance safety domain
and its calculation method

5.3.2.1 Principle
The small-disturbance domain in the injection space is defined as

Ω= Pjξmin Asys Pð Þ� �
≥ ε, f X,Pð Þ=0, g X,Pð Þ≤0,P 2 Rn� �

(5:21)

where P is the power injection vector of the node in any direction, Asys Pð Þ is the system
matrix of the dynamic model of power system linearization (see equation (5.29)),
ξðAsys Pð ÞÞmin is the damping ratio of the dominant mode, ε>0 is the threshold for set-
ting the minimum damping ratio, and g x,Pð Þ≤0 is the constraint inequality of system
operations. The small-disturbance safety domain Ω consists of all possible nodal power
injections that make the dominant system mode greater than the damping ratio, and
the solution of the power flow equation satisfies the operation constraint. Then, Ω can
be expressed as below,

Ω= fPj||P −P0||≤ r*g (5:22)

The symbols used in the formulas are the same as those used in Section 5.3.1 and
are not repeated. The eigenvalue equation and the operation constraint are a set of
linear and nonlinear equations. Similar to that described in Section 5.3.1, there exits
the most dangerous direction of the nodal power injection growths. In this direc-
tion, from the point P0 in the injection space, the distance to the boundary of Ω is
the shortest, as shown in Figure 5.3; that is, P =P* makes

r* = r* P*� �
= min

P
r Pð Þ (5:23)

Finding the maximum allowable radius r* of the small-disturbance security domain is
significant for monitoring and forecasting small disturbance stability issues, especially
for low-frequency oscillations. Usually, in the study of low-frequency oscillation prob-
lems, the main concerns are the margins of power generation and load in the most
dangerous direction, so the safety domain can be further outlined as

Ω= Pj||P −P0||≤ r*, ||Pi||≥ ||P0
i ||

� �
i= 1, 2, . . . , ngf (5:24)

where i is the node index.
Similar to the approach described in Section 5.3.1, to reduce the computational

effort, we can develop a heuristic algorithm disturbance for estimating the sensitiv-
ity of nodal power injection regarding the small-disturbance safety index.

The damping ratio of the dominant mode of a power system indicates the dis-
tance from the current system state to the small-disturbance safety domain bound-
ary. Generally, if the damping ratio of the dominant mode is close to zero, the
system tends to be unstable even facing small disturbances. Thus, the damping
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ratio of the dominant mode is chosen as the quantization index η of the small-
disturbance safety, which can be evaluated as below,

η0 = ξ0min =mini ξ i Asys P0� �� �� �
(5:25)

where P0
G = P0

G, 1,P0
G, 2, . . . ,P0

G,m
� �T is the nodal power injection vector P0 at T0,

Asys P0� �
, is the coefficient matrix of the linear dynamic model of the power, system

P0
G = P0

G, 1, P0
G, 2, . . . ,P0

G,m
� �T is power generation vector, and P0

L = P0
L, 1, P0

L, 2, . . . ,P0
L, n

� �T is
the load demand vector.

Then, the sensitivity vector of the stability quantization index to the nodal
power injection can be expressed as

S0 = S0G, S0L
� �T = ∂η0

∂P0
G, 1

, ∂η0

∂P0
G, 2

, . . . , ∂η0

∂P0
G,m

; ∂η
0

∂P0
L, 1

, ∂η0

∂P0
L, 2

, . . . , ∂η0

∂P0
L, n

" #T
(5:26)

An iterative search can be carried out using the above sensitivity vector to determine
the minimum load margin considering the small-disturbance stability constraint.
The search algorithm is similar to the one introduced before for seeking the minimum
load margin constrained by the voltage stability. To save pages, it is not elaborated
here.

5.3.2.2 The sensitivity of the dominant mode damping ratio to node injection
A mathematical model of a power system can be written in the following DAE form:

_x= f X,Y,Pð Þ
0= g X,Y ,Pð Þ

(
(5:27)

where x is the state variable, y is the output variable, and P is the nodal power
injection.

To make the above equation linearized, we have

Δ _x= f x Pð ÞΔX + f y Pð ÞΔY
gx Pð ÞΔx + gy Pð ÞΔy=0

(
(5:28)

where f x = ∂f
∂X and, depending on the nodal injection power P, f x Pð Þ denotes the

Jacobian matrix of f for x.
The output variable y is eliminated using the second expression in equation

(5.28) as follows:

Δ _x= f X Pð Þ− f Y Pð Þ gY Pð Þð Þ− 1gX Pð Þ
h i

ΔX =Asys Pð ÞΔX (5:29)

where, depending on the nodal injection P, Asys Pð Þ is the system matrix of the power
system linearization model. Since the relationship between Asys Pð Þ and the nodal
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injection is too complex, it is difficult to analyze the sensitivity of the dominated mode
damping ratio to P, which can be obtained by the following numerical perturbation
method:

∂ξmin

∂Pi
= ξmin P+ Iihsð Þ− ξminðPÞ

hs
, i= 1, 2, . . . , n (5:30)

where ξmin is the damping ratio of the dominant mode Asys Pð Þ; hs is the perturbation
step, and Ii is the unit vector, where the subscript i indicates that its ith component
is 1 to determine its direction of growth.

5.3.3 Minimum radius of the transient safety domain and its numerical
approximation

5.3.3.1 Principle
For a particular fault F, the transient security domain in the injection space is de-
fined as

Ω= Pjη Pð Þ≥ ε, g X,Pð Þ≤0,P 2 Rnf g (5:31)

where P is the node injection vector, η Pð Þ is the transient stability index under fault
F, and g x,Pð Þ≤0 is the operation constraint (including before and after failure).

The transient security domain Ω is composed of all possible nodal power injec-
tions determining the system states which are able to maintain transient stability
after fault F and can be expressed as follows:

Ω= fPj||P −P0||≤ r* P* −P0� �
= r* P*� �g (5:32)

Themeanings of the symbols in the formula are similar to those used in Section 5.3.2
and are not repeated. The scalar function r* P*−P0� �

= r* P*� �
represents the radius of

a circle centered at P0 along the direction as P*–P0 in the domain Ω is.
Both theory and practice tell us that there is a dangerous direction of nodal

power injection growths that weaken the transient security of a power system terri-
bly. In this direction, from P0 to the boundary of Ω, the shortest distance can be
estimated as below.

r* = r P*� �
= min

P
r Pð Þ (5:33)

where r*represents the minimum permissible transient stability margin in the nodal
injection space. Therefore, for a given power system with the initial nodal power
injection as P0, it can endure at least an increment of nodal power injection as r*

without losing stability. Such an increment can happen in the most dangerous di-
rection while allocating the total r* injection power on all nodes arbitrarily. Gener-
ally, we care only about the transient stability margin in the direction defined by
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the predicted load growth and corresponding power generation regulation, so the
domain Ωmay be further limited to

�Ω= Pj||P− P0||≤ r*, ||Pi||≥ ||P0
i ||,

� �
i= 1, 2, . . . , ngf (5:34)

where i is the number of nodes with power injections.
Currently, many analytical methods (such as BCU, EEAC, PEBS, and hybrid

methods (HMs)) can provide transient stability quantitative indicators. Here, an HM
is used to estimate the power system transient stability quantitatively.

In this HM, the time-domain simulation is carried out to give system post-fault
trajectories, upon which the transient stability quantization indicator is evaluated.
It combines the advantages of time-domain simulation and analytical methods (en-
ergy function methods). The time-domain simulation may adopt various and compli-
cated system models and describe system dynamics accurately, while an analytical
method can provide a system stability indicator. Here, a new hybrid method is devel-
oped, which takes the synthetic energy of synchronous machines as an indicator of
system transient stability. Thus, in the following context, this method is abbreviated
as SHM.

In a synchronous coordinate system, the rotor angle, rotor speed, and rotation
inertia of generator i are denoted as δi, ωi, and Mi, respectively, and MT =

Pn
i= 1 Mi;

then, the rotor angle and speed of the inertia center are

δcoi =
1
MT

Xn
i= 1

Miδi

ωcoi =
1
MT

Xn
i= 1

Miωi

In an inertial center coordinate system, the kinetic energy VKE, i tð Þ and the potential en-
ergy VPE, i tð Þ of generator i at moment t in the transient dynamic can be calculated by

VKE, i tð Þ =
1
2
Miω~2

i tð Þ (5:35)

VPE, i tð Þ=
ðeδifδi, s eωideδi (5:36)

where eδi = δi − δwi and eωi =ωi −wwi are the rotor angle and speed, respectively, of gen-
erator i in the inertial center coordinate system; and (δ) ̃i, s is the stable equilibrium
point after a fault in the inertial center coordinate system.

After the fault is cleared, the excess kinetic energy of the power generation unit
will gradually be converted into potential energy. Due to the total energy conserva-
tion after the fault, the potential energy reaches the maximum value when the ki-
netic energy reaches the minimum value. For any power generation unit, it loses
stability (synchronization) if the excess kinetic energy cannot be completely converted
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into potential energy. A critical power generation unit refers to the first one losing syn-
chronization after the fault.

For the unstable scenario, the SHM gives a quantitative indicator of transient
stability as follows:

η= −Vmin
KE, i

where Vmin
KE, i is the minimum kinetic energy of critical generator i after a major fault.

The reason for choosing a negative value of Vmin
KE, i as the quantitative indicator of sta-

bility is that after the fault, the excess kinetic energy of the generator cannot be
transformed into potential energy; that is, the kinetic energy Vmin

KE, i>0 when the gen-
erator is in its “potential bowl” for the critical steady-state.

For the stable scenario, the SHM also provide a quantitative indicator of tran-
sient stability as follows:

η=Vmax
PE, i −VPE, i tclð Þ−VKE, i tclð Þ (5:37)

where tcl is the clear fault time; VPE, i tclð Þ and VKE, i tclð Þ are the potential energy and
kinetic energy of generator i, respectively; and Vmax

PE, i is the maximum potential en-
ergy of the generator i during a constant fault, which can be evaluated as follows.

Do not clear the fault utile t = tcl, critical: Set an appropriate tcl, critical so that the ki-
netic energy Vmin

KE, i =0 (i.e., the critical steady-state) when the generator i moves to
its “potential bowl” edge with the maximum potential energy Vmax

PE, i.

Additionally, after setting an operation condition with the nodal power injec-
tion P0, the corresponding SHM stability margin under a fault F is

η0 = η P0� �
(5:38)

Then, the sensitivity of the power injections to the transient stability quantitative
indicator can be presented as follows:

S0 = S0G, S0L
� �T = ∂η0

∂P0
G, 1

, ∂η0

∂P0
G, 2

, . . . , ∂η0

∂P0
G,m

; ∂η
0

∂P0
L, 1

, ∂η0

∂P0
L, 2

, . . . , ∂η0

∂P0
L, n

" #T
(5:39)

An iterative algorithm can be used to seek the minimum load margin constrained by
the transient stability using the above sensitivity formulation. This solution is similar
to the one used for searching the minimum load margin considering the voltage sta-
bility constraints.

5.3.3.2 The sensitivity of the energy margin to nodal power injection
It is very difficult to solve the sensitivity defined in (5.39) analytically. Here, a nu-
merical perturbation method is used to estimate this sensitivity approximately.
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∂η
∂Pi

= η P + Iihið Þ− η Pð Þ
hs

, i= 1, 2, . . . , n (5:40)

where η is the quantitative indicator of the system transient stability provided by
the SHM; P is the nodal power injection vector; hs is the perturbation step; and Ii is
the unit vector, where its i component is 1 to determine its growth direction.

5.3.4 Numerical studies

5.3.4.1 An example of the shortest radius of the voltage safety domain
The IEEE 30-node system, as shown in Figure 5.4, is used in the following tests. The
initial power generation is set as 165.67 MW, while the initial load is 164.3 MW. The
minimum modulus of the Jacobian matrix eigenvalues is 0.2179. According to the
sensitivity of the minimum modulus eigenvalue of the Jacobian matrix to node ac-
tive power injection, the load andpower generation growth that ismost unfavorable
to the system voltage stability in the initial state are the load growth of node 21 and
the power generation growth of node 25.

The maximum load margin is solved as 31 MW, which is approximately 18% of the ini-
tial load, calculated by 32 iterations using the method introduced in this book. This re-
sult is of importance because that no matter what proportion of the increased 31 MW
load is distributed to load nodes and which generator supplies the increased 31 MW
load, the system remains to be voltage stable certainly. The obtained minimum load
margin can be used as an important indicator for monitoring the voltage stability level.

For investigating the influence of the operating constraints, the shortest radius
of the voltage safety domain is solved under different voltage constraints as shown in

Figure 5.4: IEEE 30-bus system.
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Table 5.4, where the power generation and load increase step size is set as 1 MW, and
the minimum voltage constraints of all nodes are gradually tightened from 0.90 to 0.95
(the voltage of thePVnode is all taken as 1.0). Obviously, with the tightening of voltage
constraints, the shortest radius of the voltage safety domain should also shrink.

5.3.4.2 A case study of the shortest radius of the small-interference
security domain

Numerical simulations are carried out on the two-region system shown in Figure 5.5
with a base power of 100 MVA. In the following, if there is no description of the
power, it is the standard per unit value.

The system has seven generators and three loads. The initial power generation is
30.98, the initial load is 30, and the initial damping ratio of the system matrix is
0.2468. From the initial state, the upper limit of the power increase in the most dan-
gerous power increase direction is set to ΔPmax

allow. If the upper limit of the power is not
exceeded, the node injection power increase will not destroy the small-disturbance
stability of the system.

Clearly, when the iteration at step W reaches ΔPmax
allow = 0, we find the shortest

radius in the small-disturbance stabilitydomain.For the systemshown inFigure 5.5,
power growths on nodes 14 and 22 tend to degrade system stability significantly.
The power growth step is set as 0.5, while the damping threshold is set as 0.05, and
the numerical perturbation step is set as 0.05. After five iterations of calculation,
the minimum load margin is 250 MW. That is, no matter what proportion of the
added 250 MW load is distributed to each load node and no matter which power
generation units bear the added 250 MW load, the system always remains to be sta-
ble with small disturbances. The obtained minimum load margin can be used as an
important indicator for monitoring and analyzing the small-disturbance stability of
the power system.

The location of the “most unfavorable node” for each iteration from the initial
state is likely to change. As shown in Table 5.5, the unfavorable nodes for the first
iteration are 14 and 22, while at the 5th iteration, power increments on nodes 4 and 25
become more dangerous.

Table 5.4: The minimum radius of the voltage safety domain.

Voltage
constraint (pu)

Minimum
radius/MW

Voltage
constraint (pu)

Minimum
radius/MW

.  . 

.  . 

.  . 
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5.3.4.3 An example of the shortest radius of the transient security domain
For the system shown in Figure 5.5, a fault happens on the bus bar 24. At t = 0 s, a
three-phase short circuit occurs, which is then is cleared at t = 0.1 s. The stability
margin of the system is 0.2468 in the initial state. In the initial state, the increase of
the injected power on nodes 14 and 22 is the most dangerous, which can quickly
deteriorate the transient stability of the system. Take the load and generation power
increase step size as 0.5, and the numerical perturbation step size as 0.05. After five
iterations of calculation, the minimum load margin is 200 MW, which means that
no matter what proportion of the added 200 MW load is distributed to each load
node and which power generation units bear the added 200 MW load, the system
will maintain transient stability. The obtained minimum load margin can be used as
an important indicator for monitoring and analyzing the transient stability of the
system. The most dangerous power increase position for the transient stability of
the system at each iteration is shown in Table 5.6.

Table 5.5: Each iteration of the system of small-disturbance stability of the nodes with the most
unfavorable load and most unfavorable power generation.

Number of iterations The most unfavorable
load node number

The most unfavorable power generation
unit node number

  

  

  

  

  

Table 5.6: The most unfavorable transient load and power generation unit node numbers.

Number of iterations The most unfavorable
load node number

The most unfavorable power generation
unit node number
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5.4 Coordinated control performance indicator of interconnected
power system

Many new problems need to be studied to improve the dynamics and dynamic behav-
ior of interconnected power systems. In European countries and the United States, the
interconnected power systems are often governed by different main power companies
optimize. These interconnected power systems often face challenges in coordinated
controls and operations, whose performances should be quantitatively evaluated by
suitable indicators.

At present, there are already A1, A2, CPS1, CPS2, and other standard indicators
for active power control of interconnected power grids, which will be briefly intro-
duced in Section 5.4.1. However, there are no corresponding mature indicators for
the control of reactive power and voltage in interconnected power grids. For this
reason, using the basic idea of area control error (ACE) indicator inactive power con-
trol for reference, this book proposes a voltage zone control performance indicator
that solves this problem well. See section 5.4.2 for details.

5.4.1 Interconnected power grid active control performance indicator

5.4.1.1 Regional control deviation indicator
The ACE is defined as the sum of the line power deviations and the frequency differ-
ences of the control areas. The formula is as follows:

ACEi =ΔPT − 10BiΔf

= ðPa −PsÞ− 10Biðfa − fsÞ (5:41)

where Ps is the active power exchange planned, which is positive if it flows out of
the regional power system; Pa is the actual exchanging active power between the
area i and other areas; Bi is the frequency response coefficient of regional power
system i, whose unit can be MW/0.1 Hz. According to the power system frequency
response characteristics, Bi should always be negative; fa is the actual frequency of
the power system, and fs is the rated frequency of the power system.

5.4.1.2 A1 and A2
The North American Electric Reliability Council, now known as the North American
Electric Reliability Corporation (NERC) launched A1 and A2 in 1973 [43]. The A1 stan-
dard requires that the area control error (ACE) be zero again within 10 min after the
last zero crossing; that is, the time interval between the two zeroes cannot exceed
10 min.

The A2 standard requires that the average of the ACE indicator in the control
area must be less than the given value every 10 min. The given value is given by
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Ld = 0.025ð ÞΔL+ 5 MWð Þ (5:42)

where ΔL in the formula can be given by either of the following algorithms:
(1) The maximum value (increase or decrease) of the amount of electricity change

in the control zone during the peak loading period of winter or summer in two
adjacent hours

(2) The average value of the change in the amount of electricity in any 10 hours of
the control zone in a year.

In general, Ld of each control area is adjusted once a year.
By applying the A1 and A2 standards, the ACEs in each control area can be kept

close to zero, thus maintaining the balance among the electricity load, the planned
and actual active power exchanges. However, the A1 and A2 standards do have
some shortcomings as follows:
(1) The main purpose of controlling the ACE is to ensure the quality of the system

frequency, but the A1 and A2 standards do not reflect such requirements.
(2) The A1 standard requires that the ACE should always cross zero, thereby increas-

ing the unnecessary regulations of corresponding generators in some cases.
(3) Since the 10 min average of the ACE is strictly controlled, it is difficult for one

regional power system to provide enough power support without modifying the
exchange plan when an accident occurs in another regional power system.

For these reasons,NERCbegan tomodify performance indicators of coordinated fre-
quency control in interconnected power systems in 1983. Finally, after years of ex-
ploration, in 1996, CPS1 and CPS2 were announced as new and standard indicators.

5.4.1.3 Introduction of the CPS1 and CPS2 standards
Now, it is widely accepted that for the automatic generation control(AGC), basic per-
formance criteria are set to keep CPS1≥ 100% and CPS2≥ 90% within a certain pe-
riod. The following is a brief introduction of the CPS1 and CPS2 indicators.

(1) CPS1
Unlike the A1 standard, the CPS1 does not imply that the ACE reaches zero within a
certain period, thus reducing many unnecessary regulations. At the same time, the
CPS1 raises explicit requirements on the frequency quality of the system.

The CPS1 can be calculated using the following formulas:

CF = AVGPeriod
ACEi
− 10Bi

� �
1
×ΔF1

	 

ε21


(5:43)

where ACEi is the average value of ACE of the control zone i; Bi is the frequency
deviation coefficient; ε1 is the root mean square value of the frequency deviation of
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the interconnected power grid in 1 min, and ΔF1 is the minute average frequency
deviation of the interconnected power system NERC gives the control performance
indicator as CPS1 evaluated by (5.44),

CPS1= 2−CFð Þ× 100% (5:44)

When the CPS1 of a control zone is greater than 200%, it means that this zone is
helpful to the frequency quality of the entire interconnected power grid during this
period; when the CPS1 is between 100% and 200%, it indicates that the control be-
havior of this zone is effective, ensuring that grid frequency and tie-line power con-
trol quality do not exceed the allowable range. NERC requires that the CPS1 index
should be greater than or equal to 100% for a period.

(2) CPS2
The CPS2 indicator is similar to the A2 indicator, which describes the variation
scope of the ACE. The difference is that compared with A2, the CPS2 is designed to
relax restrictions on the ACE variation limits, thereby facilitating mutual supports
between regions in case of emergency. The formulation of CPS2 is as follows:

CPS2= 1−
VI

N −Nu

� �
× 100% (5:45)

where VI is the sum of the frequency offset values generated within every 10 min
counted in a month. It can be calculated by the following formula.

VI=
XN −Nμ

i= 1

VI10−min (5:46)

where N is the number of 10 min cycles and Nµ means the number of such cycles
that are not to be evaluated during the month.

Additionally, a new operation standard can be established incorporating the
CPS2 indicator, which can be presented as follows.

VI10−min =0, if AVG10−min ACEið Þ≤ L10

VI10−min = 1, if AVG10−min ACEið Þ> L10

where AVG10−min ACEið Þ represents the average of the i-region frequency control de-
viation in 10 min and L10 is determined by the following equation:

L10 = 1.65ε10
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
−10Bið Þ −10Bsð Þ

p
(5:47)

where the value of ε10 is the control target value of the root mean square value of the
10-min average frequency deviation of the interconnected power grid in a given year.
Bi is the frequency deviation coefficient, and Bs is the sum of the frequency deviation
coefficient of each control zone. NERC assumes that the average of the 10 min ACE
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should follow a normal distribution with a mean as σ = ε10
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
−10Bið Þ −10Bsð Þp

. Then, it
can be known that the probability of an acceptable frequency variation in the range
of −1.65σ, 1.65σð Þ is 90%, which coincides with the operational constraints of the
CPS2 indicator.

5.4.2 Research on the reactive power control performance
of an interconnected power grid

As described in section 5.4.1, the area control error and frequency performance in-
dicators can be used for coordinating automatic generation controls. Power system
reactive power/voltage control requires a similar indicator. In this regard, this sec-
tion presents a regional voltage control deviation indicator (VACE).

Since the FrenchElectricity Company (EDF) in 1972 began to propose and imple-
ment “secondary voltage control,” automatic voltage control (AVC) systems have
been widely used in domestic and international power grids to optimize the voltage
quality, improve the system safety level, reduce net losses, and reduce dispatcher
labor intensity [44, 45]. The currently implemented AVC systems are often operated
independently for area power systems only. It assumes that adjacent areas or differ-
ent levels of power grids are relatively weak in reactive power coupling. Thus, the
coordination between AVC systems has not been fully considered. However, with
the development of the power system, the number of tie-lines between areas is in-
creased, strengthening active and reactive power exchanges at the same time. Con-
sequently, it is difficult to ensure the weak coupling between reactive power
control areas. Failure to carry out proper coordination will cause the following
problems: (1) Control oscillation may occur, or even cause oscillation instability;
(2) The dynamic reactive power reserve in each area is unreasonable, which will
not only cause the power generation unit in some areas to lose the voltage regula-
tion ability, which in turn weakens the voltage stability of the whole power system,
and also increases the system network loss.

To solve the above problems, EDF and some scholars proposed the coordinated
secondary voltage control (CSVC) in the mid-1980s [45, 46], which aims at optimiz-
ing the voltage profile of the whole system by regulating the reactive power output
of all generators.

For the multi-level dispatch system in China, Sun Hongbin et al. [47] proposed in
2007: The upper-level power system dispatching center guides the lower-level ones
through regulating coordinated variables of voltage controls; the lower-level power
grid conducts automatic voltage controls to not only meet objectives of local
power systems but also track the set value of the coordinated variable given by the
upper-level dispatch center in real-time. The above scheme divides the voltage
control responsibilities of different areas and different levels by coordination vari-
ables. Thus, the amount of information exchanged during coordinated controls
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tends to be small and does not involve the specific control logic of local AVCs. Ob-
viously, it can be seen that carefully choosing coordination variables becomes crit-
ical for enhancing the efficiency and effectiveness of coordinated voltage controls.
Conventionally, the gateway voltage and reactive power (power factor) are taken
as the coordination variable. Coordinations using such variables may encounter
the following problems: (1) The gate voltage or reactive power is determined by
the behavior of multiple interconnected systems, which may not be suitable for
assessing the control performance of a single area fairly; (2) The use of these coor-
dination variables cannot avoid the aforementioned issues of control oscillation
and unbalanced reactive power reserve.

This book adopts new ideas to solve the above problems: (1) The voltage ACE
(VACE) is proposed, which can distinguish between reactive power disturbances in
this area or adjacent areas, and measure the influences of local control actions on
reactive power flows in adjacent areas; (2) Unless reactive power disturbances occur
in this area, local reactive power regulations should be as few as possible, so as to
clarify control responsibilities of interconnected area power systems.

5.4.2.1 Sensitivity analysis of tie nodes
Without loss of generality, suppose that an area power system (denoted as I in
short) is connected to the external power system (denoted as E in short) through M
tie lines, as shown in Figure 5.5.

Regardless of the changes in the reactive load and generation in the E area, the
I area will be affected by the voltage variations of the tie line nodes. Therefore, it is
necessary to analyze the influence of such voltage variations on the voltage of the
tie line node i in the I area and the reactive power flow of the tie line. Then, the
VACE indicator can be defined accordingly.

First, we examine the effect of the voltage change at node e on the voltage of
tie-node i. The influence of the voltage on the reactive power change can be deter-
mined by the Q-V iterative equation used in the fast decoupled power flow calcula-
tion as shown in (5.48) [48],

Figure 5.5: Area power system with external
connections.
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where B is the nodal susceptance matrix. The subscript i represents the tie-line
node on the side of the I area on behalf of the tie-line node on the side of the E area;
the subscript D represents all the PQ nodes in the I area except the tie-line node; G
represents all the PV nodes in the I area except the tie-line node and slack node; R
stands for all nodes in the E area except the tie line node.

The node with the subscript D in equation (5.48) can be eliminated as follows:
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where

eBi =Bi −BiDðBDÞ− 1BDi

When a reactive power disturbance occurs in the E region, the reactive power gener-
ation and load in the area I can be assumed to remain unchanged, that is,

ΔQi =0 (5:50)

ΔVG =0 (5:51)

Substitute (5.50) and (5.51) into equation (5.49) to obtain the relationship between
the voltage changes of node i and e as follows:

ΔV i = −gB− 1
i BieΔVe (5:52)

The sensitivity matrix of the voltage of node i on the voltage of node e is Cie =− eB− 1
i Bie.

Suppose that there are multiple connection lines in parallel connecting two
boundary nodes, the susceptance matrix of boundary nodes of area I and E is

Bie = −

bl1 � � � 0

..

. . .
. ..

.

0 � � � blm

2664
3775
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where bl1, bl2, . . . , blm is the susceptances of tie lines. Now, make

bl = −Bie

Let’s examine the influence of the voltage change of the tie line node e in area E on
the reactive power of tie-line node i in area I. The reactive power flowing into the
node i in area I through the tie line can be obtained by the following formula

fQlk = blk +bckð ÞV2
ik + glk sin θikek −blk cos θikekð ÞVikVek, k= 1, 2, . . . ,m (5:53)

where bck is the 1/2 charging susceptance of each tie line; glk is the conductance of
each tie line; θikek is the vector phase angle difference between the two ends of the
kth line; and Vik and Vek are the i-node and e-node voltage values, respectively.

As the angle difference between the ends of the line is generally small enough,
it can be approximated that sinθik, ek ≈0 and cosθik, ek ≈ 1; then, equation (5.53) can
be simplified as fQik = blk + bckð ÞV2

ik −blkVikVek, i= 1, 2, . . . ,m (5:54)

Equation (5.54) is approximately linearized at a rated operating point V0
ik =V0

ek= 1 pu
or in a sufficiently small neighborhood of the other specified operating point I area.
Then, we have

ΔfQik = 2 blk +bckð ÞΔV ik −blkΔVek −blkV ik, (5:55)

By substituting (5.52) into (5.55), the relationship between ΔfQQi and ΔVe can be ob-
tained as

Δ eQi = blCie −bl + 2bcCieð ÞΔVe (5:56)

5.4.2.2 Voltage area control error indicator, VACE
The area control error (ACE) [49] is defined in AGC as follows:

ACE= PT −Prefð Þ+B f − frefð Þ (5:57)

When B is equal to the natural frequency characteristic coefficient, the ACE can dis-
tinguish the location of a frequency disturbance. Each area is responsible for main-
taining local power balance and providing temporary supports to neighboring areas
in case of an emergency. Similar to the ACE, a linear combination of the boundary
node voltage and the reactive power of the tie line is given in (5.58), which defines
the VACE indicator

VACEI = eQi − eQiref

� �
+EI V i −V irefð Þ (5:58)

where eQiref and V iref are the set value of the node voltage and flow-in reactive power
of the local side of the tie line.

110 Chapter 5 Standard indexes for smart power system operation

 EBSCOhost - printed on 2/14/2023 8:04 AM via . All use subject to https://www.ebsco.com/terms-of-use



VACEl can also be written in incremental form; that is,

VACEI =Δ eQi +EIΔV i (5:59)

where

Δ eQi = eQi − eQiref .

The expression of EI is derived by substituting (5.56) into (5.59):

VACEI = blCie −bl + 2bcCieð ÞΔVe +ElCieΔVe

= blCie −bl + 2bcCie +ElCieð ÞΔVe (5:60)

Choosing an appropriate EI makes: For any external reactive power disturbance, the
value of VACE in this area does not change, that is

VACEI =0 (5:61)

From equation (5.60), we can obtain

blCie −bl + 2bcCie +EICie =0 (5:62)

where

EI =blCie
− 1 −bl − 2bc (5:63)

By substituting (5.52) into (5.63), we have

EI = eBi −bl − 2bc (5:64)

The meaning of selecting parameters according to formula (5-64) can ensure that no
matter how the reactive power of the external area E fluctuates, as long as the reactive
power distribution of the I area remains unchanged (the Q of the PQ node or the V of
the node does not change), then the VACE of area I remains unchanged.

The VACE indicator has the following properties:
(1) The VACE indicator is positive, indicating that the voltage in this area is low com-

paredwith the reference valueor toomuch reactivepower is absorbed from theout-
side, while the reactive power compensation is insufficient; the VACE indicator is
negative, indicating that the voltage in this area is too high or the reactive power is
injected to the outside massively, while reactive power compensation is excessing;

(2) If the VACE indicator is equal to 0 after control, it means that the influence of
local reactive power changes on adjacent areas has been eliminated. Ideally,
when the adjacent areas are controlled to maintain their respective VACE indi-
cators near 0, these areas are regulating their reactive power flow indepen-
dently while the boundary node voltage and reactive power of the tile lines
reach the reference set value.

(3) VACE has the same unit as reactive power, and the calculation is simple and easy
to assess.
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5.4.2.3 Coordinated AVC based on the VACE index
With the VACE indicator, the area AVC system takes charge of not only regulating
the system voltage profile but also maintaining the VACE indicator within a range
close to 0 to coordinate other areas’ control actions.

First, the control sensitivity of reactive power outputs of generators in area I to
the VACE indicator is derived. It is not hard to derive the following relationship.

Δ eQi = bl −bl
gB− 1
e bl + 2bc

� �
ΔVi (5:65)

From (5.59) we can have

ΔVACEI =Δ eQi +EIΔV i

Substituting (5.71) and (5.64) into the above formula makes the following equations
available:

ΔVACEI = bl −bl
gB− 1
e bl + 2bc

� �
ΔV i + eBi −bl − 2bc

� �
ΔV i

= eBi −bl
gB− 1
e bl

� �
ΔV i

Then, we can define

CVACEi = eBi − bl
gB− 1
e bl (5:66)

which is the sensitivity of the voltage of boundary node i on the VACE indicator.
Further, with the sensitivity matrix CiG, the sensitivity of the VACE indicator to

each AVC generator can be obtained as follows:

CVACEG =CVACEiCiG (5:67)

Therefore, to control the VACE in a range close to zero, the AVC system in each area
does not need to change the original optimization objective. Only the following con-
straints need to be added to the optimal control formulation of local AVC systems.

−δ≤VACE+CVACEGΔVG ≤δ, δ>0 (5:68)

where δ is the maximum deviation allowed by the VACE indicator. δ should take the
appropriate value according to the actual situation. If the value is too small, the new
optimization problem may be unsolvable; if the value is too large, the goal of coordina-
tion will not be achieved.

5.4.2.4 Case study
The case study uses the New England 39-node system (see Figure 5.6). The whole
system can be divided into two interconnected systems connected by three tile-lines
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such as 1-2, 3-4, and 16-17. As shown in Figure 5.8, the upper area (above the dotted
line) is abbreviated as A, and the lower area is abbreviated as B.

First, we verify the effectiveness of the VACE indicator. The reactive load of PQ
nodes 7, 15, and 24 is gradually increased by 10 Mvar (0.1 pu) in the 10 time steps.
Then, the reactive power disturbance happens in area B in the following 10 time steps
while voltages of PV node 37 and 38 increase 1kV (0.01 p.u.).

As shown in Figure 5.7, when the reactive load in the B zone gradually increased,
the VACE value exhibited a linear increase. It means that the reactive power supply
in area B is insufficient, and too much reactive power is absorbed from the adjacent
area. At the same time, since there is no reactive power disturbance in area A, its
VACE indicator remains constant. When the setting value of the generator terminal
voltage in the A area gradually increases, the VACE value of theA area decreases line-
arly, which means that the area reactive power supply is so excessive that too much
reactive power is injected into the adjacent area. At the same time, there is no reactive
power disturbance in theB area,while theVACE indicator of area B remains constant.
Moreover, it can be seen from Figure 5.8 that the VACE indicator of the 1-2 tie-line in
areaBhas always remainedunchanged. This is because node 39 (PVnode) connected
to node 1 blocks the influence of the reactive load disturbance on it.

The following is a comparison of the control performances with and without co-
ordination using the VACE indicator.

A

B

Figure 5.6: IEEE 39 bus system divided into two regions.
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Assuming that both areas are equipped with an AVC system, a conventional
secondary voltage control algorithm is used. The key nodes selected in area A are
nodes 3 and 27, and the generators on nodes 30 and 37 are regulated by the AVC
system. The key nodes in area B are nodes 7 and 13, and the generators one the
node 39, 32, 33, 34, 35, and 36 are controlled.

Scenario A: For each time step of the simulation, two AVC controllers of areas A
and B solve their local optimal control strategies the control commands and simul-
taneously execute corresponding controls in the next time step.

Figure 5.7: Dynamics of the VACE index of area A.

Figure 5.8: Dynamics of the VACE index of area B.

114 Chapter 5 Standard indexes for smart power system operation

 EBSCOhost - printed on 2/14/2023 8:04 AM via . All use subject to https://www.ebsco.com/terms-of-use



Scenario B: Coordinated by the VACE indicators, corresponding constraints are
added to optimal control formulations of the AVC system of both areas. Then, proce-
dures in scenario A are carried out properly.

At the 20th time step, the reactive load of node 15 in area B suddenly in-
creases by 100 Mvar (1 p.u.), and the two area AVC systems take action at the
same time.

Representing by the key node voltage profiles, the control performances of the
voltage controllers in the two areas before and after the coordination are shown in
Figure 5.9 and Figure 5.10. It can be seen that with coordination, the key node volt-
age is much closer to the set value than the one with uncoordinated controls. Mean-
while, the voltage fluctuation during control processes is relatively small when the
coordination is conducted by using the VACE indicator.

In the absence of coordination, the generators in the two areas have more obvi-
ous control oscillations, which disappear after nearly ten adjustments. When co-
ordination is used, the control oscillations are significantly suppressed in 3
adjustments. Meanwhile, the voltage variations of key nodes are eliminated rap-
idly, while fewer adjustments of reactive power generations are required. Since
the VACE-based coordination restricts influences of local reactive power genera-
tions on the adjacent areas, unnecessary overshoot and repeated adjustments
are reduced.

The generator reactive power margins of both areas are shown in Figure 5.11. With-
out coordination, area reactive power margins are unbalanced, where the reactive
power generation in area A is close to its lower limit, and the reactive power genera-
tion in area B is close to its upper limit. After using the VACE indicator to coordinate,

Figure 5.9: Comparisons of the voltage of node 13 with and without coordinated controls.
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the reactive power margins of the two areas tend to be more balanced. Consequently,
the active power loss of the entire system is reduced, and the loss is reduced by 0.1
MW, which is equivalent to 0.2% of the overall power generation.

It can be seen from this example that the coordination of area AVC using the
VACE indicator can enhance the performance of system-level voltage and reactive
control, that is, optimizing reactive power reserve, suppressing control oscillations,
and reducing network losses. If there is a superior dispatch center optimizing and
issuing optimized VACE indicator reference for each tie-line, reasonable reactive
power support between area power systems can be achieved as well as the balanced
reserve of area reactive power generation capabilities.

In summary, the proposed VACE indicator has a clear physical meaning and
can quantitatively describe the mutual influence between voltage control areas.

Figure 5.10: Comparisons of the voltage of node 27 with and without coordinated controls.

Figure 5.11: Comparisons of reactive power margins with and without coordinated controls.
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Using VACE, the control performance, and fairness of the coordinated voltage con-
trol of interconnected power systems can be enhanced remarkably.

5.5 Summary

Defining operation performance indicators is indispensable to realize the “multi-index
self-approximate optimization” of the smart power system. This chapter introduces the
standard operation performance index system of smart power systems. First, the
design method of the power system operation performance indicators is introduced.
From the perspectives of ideas, compositions, and computation processes, various
power system operation performance indicators, as well as their interrelationships,
are described comprehensively. Furthermore, this chapter proposes several novel
safety indicators and coordinated control performance indicators of interconnected
power systems. Theoretical analyses and numerical simulations are also presented to
validate the proposed indicators.

It should be pointed out that to achieve “multi-index self-approximate optimi-
zation,” the SEMSof the smart power systemneeds continuously evaluate operation
performance indicators and identify unacceptable system states according to over-
threshold events of these indicators. When such events happen, it is necessary to
execute necessary control actions to readjust system states and eliminate these
events eventually. It can be seen that only by combining with the hybrid control
theory, the operation standard index system of the smart power system can play an
important role.
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Chapter 6
Event analysis and processing technology

6.1 Introduction

The goal of a smart power system is to achieve multi-index optimality-approximating
operation of a power system. Chapter 5 introduces how to use the standard indicator
system of power system operation to quantify multiple indices, and this chapter
introduces how to use event analysis and processing technology to achieve multi-
index optimality-approximating operation of power systems.

The power hybrid control theory (PHCT), introduced in Chapter 2, is the theoret-
ical basis of the optimality-approximating operation of power systems. According to
the PHCT, power systems will be under optimality-approximating operation condi-
tions as long as the power systems are running in an event-free state. In contrast,
once these systems are in an unsatisfied state (i.e., an event state), auto control
measures should be taken to make the power systems return to the event-free state.
Therefore, the optimality-approximating process of power systems is exactly the
process of event analysis and processing. Thus, two key technological problems
need to be solved:
(1) Reliability of data. Achieving the optimality-approximating operation of power

systems implies achieving closed-loop automatic control of power systems.
Closed-loop automatic control requires data to have high credibility. Taking
control measures based on insufficiently credible data may lead to unknown
consequences. As is well known, the processing unit to improve data credibility
is called “state estimation.”Aweighted least squares (WLS) algorithm isusually
used in traditional state estimation systems. Since the results are susceptible to
bad data, the algorithm cannot meet the requirements of closed-loop automatic
control. For solving this problem, a new state estimation algorithm based on
new ideas is proposed in Section 6.2.

(2) Desirable convergence, reliability, and rapidity are crucial for analyzing and
calculating power systems. The optimal power flow (OPF) calculation is the
most frequently used calculation method in event analysis and processing. The
convergence of the OPF calculation is generally poor. Hence, the computing
speed is slow, thus making the OPF calculation difficult to apply in closed-
loop automatic control. For this problem, a new OPF algorithm is proposed in
Section 6.3.
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6.2 Advanced State Estimation (ASE) algorithm

Power system state estimation using a WLS estimation algorithm was first proposed
by F. C. Schweppe [50, 51]. For data that follow the normal distribution,WLS estima-
tion is the minimum variance unbiased estimator, and its mathematical model and
calculation are simple. A disadvantage is that, in practical situations, the distribution
of the measurement errors is always far from the normal distribution, thus leading to
a loss of the excellent characteristics of WLS estimation. Moreover, the results of WLS
estimation are not immune to large deviations in individual measurements.

To overcome the shortcomings of WLS estimation, the robust estimation theory,
which is defined as an estimation method that can resist model deviations and obser-
vation disturbances, has been proposed [52]. The goals of robust estimation include the
following: estimation results are optimal or near-optimal under the assumed model;
when the deviation between the actual model and the assumed model is small, the ef-
fect on the estimation is small; and when the deviation is large, the effect on the esti-
mation is not catastrophic. The robust estimation methods for power systems mainly
include maximum likelihood (M) estimation [53], generalized M (GM) estimation [54],
and high breakdown contamination rate estimation [55] (the breakdown contamina-
tion rate is the ratio of the largest proportion of the number of measurements with
arbitrarily large gross errors that can be handled by the estimation method to the
total number of measurements). M estimation, namely, GM estimation, includes mini-
mum absolute value and weighted minimum absolute value estimation [56], quasi-
likelihood (QL) and QC estimation [57], and so on. For weakening the adverse impact of
a bad leverage measurement, GM estimation was proposed [54]. By increasing the spa-
tial information of the system structure to improve the robust structure capability of
the estimation, the breakdown contamination rate is improved. Since M estimation and
GM estimation cannot handle an abundance of bad data, and the breakdown contami-
nation rate is still low, Rousseeuw and Leroy proposed a high breakdown contamina-
tion rate estimation method [55], including minimum median squares estimation and
least trimmed square estimation. High breakdown contamination rate estimation im-
proves robustness by selecting the measurement information but does not take full ad-
vantage of all the valid measurement information. In addition, the computational
efficiency is very low, and the computing time increases exponentially as the size of the
system increases.

The above methods are based basically on the concept of the residual (the dif-
ference between an estimated value and a measured value), and their basic idea is
to make the estimated values an exact fit to the measured values by minimizing the
weighted sum of residuals. However, the measured values are not the true values
and also include uncertainties. A measurement point with the minimum residual in-
dicates that its estimated value is close to the measured value instead of the true
value. Moreover, because of the existence of measurement errors, the estimated
value may be far from the true value if a precise fitting between the estimated value
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and the measured value is pursued excessively. Therefore, an estimation method
that aims to minimize a certain norm of residuals is vulnerable to bad data. Addi-
tionally, the method is not robust.

The main reason for the above difficulties is the limitation of measurement resid-
uals. Any information about the true values of the measurement points cannot be in-
ferred from the residuals, thus making a quantitative description of the reliability of
the measurement results impossible. Therefore, after years of research, international
metrology scholars decided to use measurement uncertainty to characterize the reli-
ability of measurement results. Measurement uncertainty is a parameter associated
with measurement results and is used to characterize the dispersion of values reason-
ably attributed to measurement values.

Based on measurement uncertainty, a new kind of power system state estimation
method, named advanced state estimation (ASE), is proposed in this section. Instead of
pursuing a precise fit between estimated values and measured values, this method
maximizes the estimated values located in the measurement uncertainty interval of the
selected measured values (i.e., this method takes the maximum normal measurement
point rate as the indicator) by using the information of measurement uncertainty. The
method is robust, and the estimated results are not vulnerable to bad data. Further-
more, a load flow solution that satisfies various constraints and is closer to the actual
situation can be obtained using this method. Additionally, no bad data validations, ob-
servability validations, or manual setting of measurement point weights is needed; so,
debugging and maintenance work will be greatly reduced. In a concrete realization, the
proposed method can exhibit good convergence and a fast computational speed using
a modern interior-point algorithm [58].

The specific arrangement of the rest of this section is as follows: In Section 6.2.1,
the concept of measurement uncertainty is introduced, and the differences between
measurement uncertainty and measurement error are noted. In Section 6.2.2, the
main idea of the ASE method is presented, and in Section 6.2.3, the ASE method is
elaborated. In Section 6.2.4, the characteristics of the ASE method are summarized.
Finally, in Section 6.2.5, the ASE method is verified through a simulation case
study, and the results are compared with those of a WLS method and a QC method.

6.2.1 Measurement uncertainty

In 1993, the Guide to the Expression of Uncertainty in Measurement (GUM) was
issued by seven international organizations, including the International Stand-
ards Organization (ISO). Measurement uncertainty, reflecting the possible error
distribution, can be approximatively explained as the error limits under a certain
confidence level. Measurement uncertainty can be divided into two categories:
standard uncertainty and expanded uncertainty.
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Standard uncertainty is the uncertainty of a measurement, expressed as one
standard deviation. The measurement value is Zi; if the true value is �Zi and the un-
certainty under the confidence probability p is u, the probability that the true value
is located in the interval Zi − u, Zi + u½ � is p, which is given as follows:

Pð Zi −Zi
�� ��≤ uÞ = p (6:1)

When the uncertainty follows the normal distribution, p is 68.3%.
The expanded uncertainty, U, is a value defining the interval of measurement

results and is used to express the confidence range of the measurement results. This
value can be obtained by multiplying the combined standard uncertainty u with the
coverage factor k as follows:

U = ku, k 2 N (6:2)

When k is 3 and the corresponding uncertainty follows the normal distribution, the
confidence level P is 99.7%.

Conceptually, measurement uncertainty differs significantly from measurement
error. Measurement error is defined as the difference between a measurement result
and the true value. Because the true value is unknown, the error is an ideal concept
that generally cannot be actually known and is difficult to quantify and handle. The
measurement uncertainty u, which denotes the dispersion of the measurement val-
ues, shows how little is known about the measurement. This uncertainty is an inter-
val that takes the estimated value as the standard and can be obtained by analysis
and assessment; additionally, this uncertainty can be quantified and is easy to
handle.

If the information regarding measurement uncertainty cannot be obtained or if
someone wants to obtain the estimation state with the largest qualified rate during
the practical application, the expanded measurement uncertainty can be replaced
by the defined value of the qualified rate αi based on the industry standard. The
principle of selection of αi is as follows:

αi =
0.02× zibase, node i is the voltage measurement point

0.02× zibase, node i is the active power measurement point

0.03× zibase, node i is the reactive power measurement point

8><>: (6:3)

In (6.3), the reference zibase is defined as follows:
(1) For the measurement of voltage amplitude, zibase is set to 1.2 times the rated

voltage. For example, when the rated voltage is 500 kV, zibase is 600 kV; when
the rated voltage is 330 kV, zibase is 396 kV; and when the rated voltage is
220 kV, zibase is 264 kV.

(2) For the measurement of the power of a generator, zibase is set to the apparent
power of the generator.
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(3) For the measurement of power flow, zibase is set to 1,083 MV · A when the voltage
of the line is 500 kV; zibase is set to 686 MV · A when the voltage is 330 kV; zibase is
set to 305 MV · A when the voltage is 220 kV; zibase is set to 114 MV · A when the
voltage is 110 kV; and zibase is set to 69.7 MV · A when the voltage is 66 kV.

6.2.2 Main idea of ASE

In brief, the main idea of ASE is to maximize the normal measurement point rate
directly. The discussion is below.

The measurement equation of measurement points in power systems can be ex-
pressed as follows:

Zi = hiðxÞ+ ei, i= 1, 2, � � � ,m (6:4)

where X is the system state; Zi and hiðxÞ are the measurement value and measure-
ment function, respectively, of the measurement point i in the system; ei is the mea-
surement error of point i, andm is the number of measurement points in the system.

The absolute value of the measurement residual of point i can be obtained from
(6.4) as follows:

eij j= Zi − hiðxÞj j (6:5)

In practical applications, normal measurement points and abnormal measure-
ment points can be defined according to the relationship between the measure-
ment residual and the measurement uncertainty.

Definition 6.1 For measurement point i, the expanded measurement uncertainty
under the confidence probability p is Ui, and X is the system state. Zi and hiðxÞ de-
note the measurement value and the measurement function, respectively. If (6.6)
holds true, measurement point i is called a normal measurement point; otherwise, it
is called an abnormal measurement point.

hiðXÞ− Zij j≤Ui (6:6)

ASE adopts the following new ideas, which differ from those of the existing state
estimation methods:
(1) First, it is assumed that the measurement points containing bad data are only a

small fraction of all points. Apparently, this assumption meets the actual situa-
tion of the power system.

(2) The information of measurement uncertainty is introduced. The true measure-
ment values fall in the interval determined by the measurement uncertainty,
with a probability of approximately 1. For any given estimation state Xε, if the
measurement point i is a normal point, according to (6.6), the measurement
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value Zi of point i is considered to agree with the estimation; else, Zi is consid-
ered to disagree with the estimation.

(3) Instead of pursuing the minimum error between the estimated value and mea-
surement value, ASE considers a state in which most measurement points agree
with the estimation (namely, most measurement points fall within the selected
measurement uncertainty interval) as the most reasonable estimation state and
takes it as the final estimation result.

6.2.3 Introduction of the ASE algorithm

6.2.3.1 Evaluation function of measurement points
Definition 6.2 Assuming that X is the state estimation result, the relative deviation
di of X at measurement point i is defined as follows:

di = ðhiðXÞ−ZiÞ=Ui (6:7)

where Zi is the measurement value of point i, hið · Þ is the measurement function of
point i, and Ui is the expanded measurement uncertainty of point i under the confi-
dence probability p.

Definition 6.3 The measurement evaluation function, gðdiÞ, is defined as

gðdiÞ=
0, dij j≤ 1

1, dij j> 1

(
(6:8)

The shape of gðdiÞ is shown in Figure 6.1. When the absolute value of the relative
deviation of the estimation state dij j≤ 1, the measurement point i is a normal point,
and the value of gðdiÞ is zero. When dij j> 1, the point i is an abnormal point, and the
value of gðdiÞ is one.

Figure 6.1: The measurement evaluation
function gðdiÞ.
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Definition 6.4 If N is the number of normal measurement points in a certain power
system and m is the total number of measurement points, N/m is called the normal
measurement point rate and is denoted as Nm.

Definition 6.5
Xm

i= 1
gðdiÞ is defined as the evaluation indicator of the normal

measurement point rate, Nm, under-estimation state X.
According to (6.7) and (6.8), an estimation state that minimizes the evaluation

indicator of the normal measurement point rate maximizes the normal measure-
ment point rate Nm. Thus, the state estimation problem of seeking the maximum Nm

can be transformed into an estimation problem of seeking the minimum evaluation
indicator of the normal measurement point rate.

In practical applications, abnormal measurement points usually need to be di-
vided into wrong points and suspicious points. A point is considered a suspicious
point when dij j is slightly greater than 1. When dij j is significantly greater than 1,
the point is considered an abnormal point.

Definition 6.6 λ denotes a given constant greater than 1. If measurement point i
meets the condition of 1< dij j< λ, i is considered a suspicious point; otherwise, it is
considered an abnormal point.

To ensure that the measurement evaluation function g(di) is close to zero when
dij j≤ 1, g(di) is close to one when dij j≥ λ and g(di) is continuously differentiable
everywhere,

The curve of g(di) shown in Figure 6.1 is smoothed for practical applications.
Therefore, a practical measurement evaluation function f ðdiÞ is selected as follows:

f ðdiÞ= δðdiÞ+ δð−diÞ (6:9)

where δðdiÞ is actually the sigmoid function and is given by

δðdiÞ= 1
1+ e− kðadi + bÞ (6:10)

To make f ð± λÞ≈ 1 and f ð± 1Þ≈0, the parameters k, a, and b are set according to the
following rules:

a= 2
λ− 1

(6:11)

b= −1−
2

λ− 1
(6:12)

The practical measurement evaluation function f ðdiÞ (k= 3 and λ= 2) is shown in
Figure 6.2.
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The values of f ð± 1Þ and f ð± λÞ, with different values of k, are listed in Table 6.1.
Table 6.1 shows that the greater k is, the closer to zero (one) f ð± 1Þ (f ð± λÞ) is. How-
ever, when k is too large, it adversely affects the convergence of optimization prob-
lems whose objective functions are to minimize

X
i
f ðdiÞ.

6.2.3.2 Mathematical model
Since

Pm
i= 1 f ðdiÞ is approximately equal to the number of abnormal measurement m

points, seeking a system state with many normal points is almost equivalent to
seeking a system state where

Pm
i= 1 f ðdiÞ is small. Thus, the ASE model is developed

as follows:

min
x

Xm
i= 1

f ðdiÞ (6:13)

The real system state must meet power flow constraints and the upper and lower
limits of operational constraints. Then, the following state estimation model can
be obtained:

Figure 6.2: The practical measurement
evaluation function f ðdiÞ (k = 3, λ= 2).

Table 6.1: Values of the function f ðdiÞ.

k f ð± 1Þ f ð± λÞ
 . .

. . .

 . .

. . .

 . .

. . .

 . .
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min
x

Xm
i= 1

f ðdiÞ

s.t. di = ðhiðXÞ−ZiÞ=Ui,∀i= 1, 2, � � � ,m
gðXÞ=0

lðXÞ≤0 (6:14)

where gðxÞ=0 represents power flow constraints and lðxÞ≤0 represents actual physi-
cal constraints, such as the upper and lower limits of generator outputs.

6.2.3.3 Solution algorithm
By inserting (6.7) into the optimization indicator

Xm

i= 1 f ðdiÞ in (6.14), the following
state estimation model can be obtained:

min
x

Xm
i= 1

f ððhiðXÞ−ZiÞ=UiÞ

s.t. gðXÞ=0

lðXÞ≤0 (6:15)

This optimization problem can be solved in many ways. A modern interior-point al-
gorithm has many advantages, such as good convergence properties, high comput-
ing speed, and an insignificant increase in the calculation, with an increase in
system size. Therefore, here, we choose a modern interior point algorithm to solve
the problem. However, (6.15) is actually a nonconvex and nonlinear programming
problem. The modern interior-point algorithm can guarantee convergence; how-
ever, the algorithm cannot guarantee that the global optimal solution can always be
obtained. Furthermore, the estimation results depend on the initial values. Hence,
the initial values should be chosen properly. The analysis is given as follows.

As shown in Figure 6.2, the f ðdiÞ curve has four turning points symmetrically
distributed on both sides of the vertical axis that divide the horizontal axis into
three intervals: ð−λ, −1Þ, ð−1, 1Þ, and ð1, λÞ. To facilitate discussion, the two turning
points on the right part of the curve are labeled D−

i and D+
i , from left to right (see

Figure 6.2).
Under a certain system state X, the location of D+

i changes with the parameter λ.
When the value of λ decreases, D+

i approaches D−
i . Thus, when the value of λ is too

small, the distance D+
i ,D−

i j
�� , between D+

i and D−
i , will also be too short. Thus, for

most measurement points, when dij j>D+
i or dij j<D−

i , the evaluation ability of f ðdiÞ
is strong. However, the nonconvexity of f ðdiÞ is also strong, thus possibly leading to
the problem that the optimization has difficulty in converging. Conversely, if λ is too
large, the nonconvexity and the evaluation ability of f ðdiÞ become weak, thus reduc-
ing the ability of the function to significantly identify bad data.
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In specific applications, it is recommended to solve the problem in two steps.
First, choose a large number as the initial value of λ (such as λ = 5.0) for the optimi-
zation calculation. Not only is a large value beneficial in using the modern interior
point method to solve the problem, but the ability of the measurement evaluation
function to identify bad data is also maintained. Second, take the result of the first
step as the initial value, and decrease the value of λ (for example, λ = 2.0). Solve the
optimization problem again. Repeat this step, and a satisfactory estimation result
can be obtained.

6.2.4 Features of the ASE algorithm

Compared with previous state estimation methods, the method proposed in this
book has the following features:
(1) Measurement uncertainty information is introduced into the state estimation

model, which may fully consider the uncertainty of the measurement itself. The
new method does not pursue an accurate data fit between the estimation value
and the measurement value. For a measurement point that is abnormal, in this
method, regardless of how far the estimation value is from the measurement
value, the value of the objective function is one (see Figures 6.1 and 6.2). There-
fore, the estimation results are robust.

(2) The method can automatically detect bad data during state estimation. Abnor-
mal measurement points obtained during estimation can be regarded as de-
tected bad data.

(3) In practical applications, if the measurement uncertainty of measurement
points cannot be known, it can be replaced by the qualified range of measure-
ment points defined by industry standards. Thus, the obtained estimation state
has the largest qualified rate.

(4) The obtained state estimation result is a power flow solution that satisfies the
real constraints of all types of devices. Therefore, this method is more realistic.
Additionally, no bad data validations or manual setting of the measurement
point weights is needed in the calculation; so, the debugging and maintenance
work of the software is simple. The solution method is a modern interior-point
algorithm that exhibits good convergence and high computational speed.

6.2.5 Case study

The introduced state estimation method is applied to the IEEE 30-bus and 118-bus
systems, and the results are compared with those of the traditional WLS and QC
methods.
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6.2.5.1 Bad data validation capability verification
In this example, 2% Gaussian noise is added to the power flow results, and three
times the standard deviation is taken as the expanded uncertainty.

For the IEEE 30-bus system, the measurement settings are the same as those in
[60]. Six bad data points are included; they are listed in Table 6.2. As shown in
Table 6.2, the power flow measurements of lines 1-2 and the power injection mea-
surement of bus 1 are relevant bad data. The power flow measurements of lines
24-25 and the power injection measurement of bus 29 are irrelevant bad data
[60].

With the ASE method, six bad data points are detected and identified as abnormal
measurement points, while other data are regarded as normal points. The detected
abnormal points are listed in Table 6.3.

Similarly, the ASE method is applied to the IEEE 118-bus system; four relevant bad
data points are set; they are listed in Table 6.4.

Table 6.2: Bad data in the IEEE 30-bus system.

Data type Normal measurement
point (pu)

Bad data (pu)

P1−2 . .

Q1−2 −. .

P1 . .

P24−25 −. .

P29 −. −.

Q29 −. −.

Table 6.3: Abnormal data detected by the ASE method (IEEE 30-bus system).

Data type True value Measurement value Results of ASE

P1−2 . . .

Q1−2 −. . −.

P1 . . .
P24−25 −. . −.

P29 −. −. −.

Q29 −. −. −.
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With the ASE method, four bad data points are detected and identified as
abnormal measurement points, while the others are considered as normal points.
The detected abnormal measurement points are listed in Table 6.5.

6.2.5.2 Comparison with the WLS and QC methods
The ASE method is compared with the WLS and QC methods mentioned in [57] in
the above IEEE 30-bus and 118-bus cases. All three methods use a flat start. The pa-
rameters used in the QC method are the same as those used in [57]. The results are
shown in Tables 6.6 and 6.7. nbad denotes the number of bad data points detected
by the estimator. Both wrong and suspicious measurement points are included for
the ASE method. The deviations of the voltage amplitude and phase angle, namely,
EV and Eθ, respectively, are provided by [57], and their definitions are:

EV =
1
n

Xn
i= 1

ðVi − V̂iÞ2

Eθ =
1
n

Xn
i= 1

ðθi − θ̂iÞ
2

where n is the bus number; Vi and θi are the true values of the voltage amplitude
and phase angle, respectively; and V̂i and θ̂i are the estimation values of the voltage

Table 6.4: Bad data in the IEEE 118-bus system.

Data type Normal measurement
data (pu)

Bad data (pu)

P1−2 −. −.

Q1−2 −. .

P1 −. −.

Q1 −. −.

Table 6.5: Abnormal measurement points detected by ASE (IEEE 118-bus
system).

Data type True value Measurement value Results of ASE

P1−2 −. −. −.

Q1−2 −. . −.

P1 −. −. −.

Q1 −. −. −.
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amplitude and phase angle, respectively. The units of the voltage amplitude are per
unit, and the units of the phase angle are degrees.

Tables 6.6 and 6.7 show that the ASE method can precisely detect bad data in
both test cases, and the indices of voltage amplitudes and phase angles are better
than those used with the WLS method and the QC method. Especially for the IEEE 30-
bus case, the QC method can detect only three bad data points, and 15 good data
points are considered as bad data points (see Table 6.6). Due to the effect of bad data,
the deviations of voltage amplitudes and phase angles in the WLS method and the QC
method are large. The ASE method can precisely detect the six bad data points, and
the deviations of voltage amplitudes and phase angles are small. In the IEEE 118-bus
case, the QC method incorrectly identifies one datum as a bad datum, while the ASE
method detects all four bad data points with no errors (see Table 6.7).

6.3 An OPF algorithm based on the constraint transformation
technology

To introduce OPF into power system control, one of the problems that must be solved
is the challenge in obtaining a power flow solution that is better than the current state
when no feasible solution exists due to tight constraints. Consequently, a practical OPF
algorithm in which constraints in power systems are divided into hard constraints and
soft constraints is proposed in this section. Using the constraint transformation tech-
nology in the calculation ensures that the algorithm can still converge to a better solu-
tion than that at the current state, even if the constraints are too strict.

Table 6.6: Comparison with WLS and QC methods (IEEE 30-bus case with 6 bad data points).

Methods nbad EV Eθ

ASE (bad) . × 
−

.

WLS — . × 
−

.

QC (bad + good) . × 
−

.

Table 6.7: Comparison with WLS and QC methods (IEEE 118-bus case with 4 bad data
points).

Methods nbad EV Eθ

ASE (bad) . × 
−

. × 
−

WLS — . × 
−

. × 
−

QC (bad + good) . × 
−

. × 
−
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6.3.1 OPF model

The objective function of the OPF model is to minimize the generation cost; that is,

min f ðPÞ=
X
i2SG

ðaiP2
Gi
+biPGi + ciÞ. (6:16)

where f(P) represents the total generation cost function of the power system; PGi rep-
resents the output of the ith generation unit; SG represents the set of all generation
units; and ai, bi, and ci represent the coefficients of the output polynomial of the ith
generation unit.

The OPF model should satisfy the following constraints:

Power Flow Equation Constraints

PGi − PDi −
Pn
j= 1

ViVj Yij
�� �� cosðθi − θj − δijÞ=0

QRi −QDi −
Pn
j= 1

ViVj Yij
�� �� sinðθi − θj − δijÞ=0

8>><>>:
(6:17)

Operation Inequality Constraints

Vi ≤Vi ≤ �Vi, i 2 SN

PGi
≤ PGi ≤ �PGi , i 2 SG

QRi
≤QRi ≤ �QRi , i 2 SR

Iij ≤ Iij ≤�Iij, i, j 2 SL

8>>>>><>>>>>:
(6:18)

where Vi represents the voltage amplitude of the ith node and Vi, �Vi represents the
lower and upper limits, respectively, of the node; PGi denotes the active power of
the ith generation unit; PGi

, �PGi is the lower and upper limits, respectively, of the
active power of the ith generation unit; QRi represents the reactive power of the ith
reactive power resource; QRi

, �QRi represent the lower and upper limits, respectively,
of the reactive power of the ith reactive power resource; Iij is the current of branch
i− j; Iij,�Iij represent the lower and upper limits, respectively, of the current of
branch i− j; and SG, SN, SR, and SL represent the sets of generation units, nodes,
reactive power resources, and branches, respectively.

In the above optimization problem, the power flow constraints and generation
output constraints together called the hard constraints, should be satisfied. The
other constraints, such as the nodal voltage constraints and power limit constraints
of branches, are called soft constraints since a small violation will not lead to seri-
ous consequences for a power system during peak load time periods.

Therefore, the OPF model can be simplified as follows:
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min f ðXÞ
s.t. gðXÞ=0

hH ≤ hHðXÞ≤ �hH

hS ≤ hSðXÞ≤ �hS (6:19)

where f(x) is the generation cost function of the state vector of the whole power sys-
tem; hHðxÞ, which corresponds to hard constraints, represents the constraints of the
output of generation units; hSðxÞ, which corresponds to soft constraints, represents
the nodal voltage constraints and the power limit constraints of branches; and h
and �h represent the lower and upper limits, respectively of h.

By introducing the slack variables of hard constraints, sHl and sHu , and the slack
variables of soft constraints, sSl , and sSu, into the optimization problem, (6.19) can be
reformulated as follows:

min f ðXÞ
s.t. gðXÞ=0

hHðXÞ− sHl − hH =0 sHl ≥0

�hH − hHðXÞ− sHu =0 sHu ≥0

hSðXÞ− sSl − hS =0 sSl ≥0

�hS − hSðXÞ− sSu =0 sSu ≥0 (6:20)

A new objective function is built using the logarithmic barrier function

φμðxÞ= f ðXÞ−μ
X
i2H

lnðsHl ðiÞÞ+ lnðsHu ðiÞÞ
� �

+
X
j2S

lnðsSl ðjÞÞ+ lnðsSuðjÞÞ
� � !

(6:21)

where μ is a parameter greater than zero and declines toward zero during iterations.
According to (6.21), it is easy to know that when μ ! 0, φμðxÞ ! f ðxÞ.

By introducing the barrier function, the original optimization problem is trans-
formed into the following equations:

minφμðXÞ
s.t. gðXÞ=0

hHðXÞ− sHl − hH =0

�hH − hHðXÞ− sHu =0

hSðXÞ− sSl − hS =0

�hS − hSðXÞ− sSu =0 (6:22)
.
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The Lagrange function is defined as follows:

Lðx, y, zl, zuÞ=φμðXÞ− yTgðXÞ
− zHl ðhHðXÞ− sHl − hHÞ
− zHu ð�hH − hHðXÞ− sHu Þ
− zSl ðhSðXÞ− sSl − hSÞ
− zSuð�hS − hSðXÞ− sSuÞ (6:23)

where x, sHl , sHu , sSl , sSu are original variables and y, zHl , zHu , zSl , zSu are dual variables.
According to the first-order Kavrush-Kuhn-Tucker (KKT) conditions, the follow-

ing equation is obtained:

∇f ðxÞ−∇gðXÞTy−∇hHðXÞTðzHl − zHu Þ
−∇hSðXÞTðzSl − zSuÞ

gðXÞ
hHðXÞ− sHl − hH
�hH − hHðXÞ− sHu
hSðXÞ− sSl − hS
�hS − hSðXÞ− sSu
ZH
l S

H
l e−μe

ZH
u S

H
u e−μe

ZS
l S

S
l e−μe

ZS
uS

S
ue−μe

26666666666666666666666664

37777777777777777777777775

=0

(6:24)

Equation (6.24) is abbreviated as Kðx, μÞ=0. In (6.24), e is a column vector with a
length equal to the dimension of the corresponding constraint. The elements of e
are all one: ZH

l :=diagðzHl Þ, ZH
u :=diagðzHu Þ, ZS

l :=diagðzSl Þ,ZS
u:=diagðzSuÞ, SHl :=diagðsHl Þ,

SHu :=diagðsHu Þ, SSl :=diagðsSl Þ, and SSu:=diagðsSuÞ. The notation diagð · Þ denotes a diago-
nal matrix composed of the elements of the vector in the brackets.

According to (6.24), when μ ! 0, (6.24) will be the solution to the optimization
problem (6.19). When (6.24) is solved iteratively, the search direction, dx, can be
calculated by Newton’s method. The steps of the original and dual variables are set
to be different. αp denotes the steps of the original variables, and αd denotes the
steps of the dual variables. αp and αd are represented by the following equations:

αp = minð1,minðs + αpds≥0ÞÞ
αd = minð1,minðz + αddz ≥0ÞÞ

(
(6:25)
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where s and z represent the original variables and the corresponding dual variables,
respectively; and ds and dz represent the search directions of the original and the
dual variables, respectively. Thus, the newoperation state xðk + 1Þand the slack var-
iables can be obtained by iteration as follows:

xðk + 1Þ= xðkÞ+ αpdx
ssl ðk + 1Þ= ssl ðkÞ+ αpdssl
ssuðk+ 1Þ= ssuðkÞ+ αpdssu
sHl ðk + 1Þ= sHl ðkÞ+ αpdsHl
sHu ðk + 1Þ= sHu ðkÞ+ αpdsHu

8>>>>>><>>>>>>:
(6:26)

In the actual (practical) iterative process, the original variables are updated by
using the abovemethod. However, thismethod does not guarantee that the updated
solutions will lead to a smaller objective function or fulfill the constraints better.
Normally, we shorten the steps and recalculate if this happens. However, in many
cases, this approach is ineffective. Therefore, a better choice is to correct the feasi-
ble direction.

When correcting the feasible direction, the primary objective is to minimize the
extent to which the current operation point exceeds the soft constraints, and the op-
timization model is given as follows:

min f ðxÞ=
X
ss <0

ssk k1 +
ξ
2

x− xRk k22

s.t. gðxÞ=0

hHðxÞ− sHl − hH =0

�hH − hHðxÞ− sHu =0 (6:27)

where ξ is a given constant, ss = ½ssl , ssμ�T is the slack variable vector of the soft con-
straints, and xR is the variable x, before the correction along the feasible search di-
rection. To avoid a large increase in the objective function after the correction,
we add

ξ
2
x− xRk k22 to the objective function so that the distance between x and xR

(x before the correction) is not too large.
The model described in (6.27) is similar to that in (6.20), and the solution method

is the same. Therefore, it is not repeated here.

6.3.2 Workflow of the OPF algorithm

The above problem can be solved with the interior point OPF method based on a
filter set [61, 62]. The solution steps are summarized as follows.
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Step 1: Initialize the original and dual variables
Set the initial values of the original and dual variables of the optimization problem shown
in (6.22), that is, xð0Þ, ssl ð0Þ, ssuð0Þ, sHl ð0Þ, sHu ð0Þ and yð0Þ, zsl ð0Þ, zshð0Þ, zHl ð0Þ, zHh ð0Þ. Cal-
culate the objective function of the initial operation point, θ, and the extent to which the
constraints are exceeded, φ. φ is calculated by using the following equation:

φ=

gðXÞ
hHðXÞ− sHl − hH

hH − hHðXÞ− sHu
hSðXÞ− ssl − hS

hs − hsðXÞ− Ssu

�������������

�������������
1

(6:28)

The notation jj � jj1 denotes the 1-norm, and the definition is

φ=

φ1

φ2

φ3

φ4

φ5

������������

������������
1

=
X5
i= 1

φi

�� ��

Let F0:= fðθ,φÞ 2 R2g. Fk denotes the set of the pair of θ and φ (the filter set) in the
kth iteration.

Step 2: Judge the convergence by using the KKT conditions
If Kðx,0Þk k∞ < εtol, the optimal solution is obtained. Thus, the calculation stops and
the results are output. Else, the iterative process continues. εtol represents the toler-
ance defined by the user.

Step 3: Update μj
If
��Kðx, μjÞk∞ < κεμj (κε is a constant greater than zero), then update μ according to

the following equation:

μj+ 1 = max
εtol
10

,0.2*μj
� �

Step 4: Solve the problem by iteration
Calculate (6.24) using the Newton’s method and obtain the corrected search direc-
tion. The step is determined by (6.25). Calculate the corrected variables xðk+ 1Þ,
xðk+ 1Þ, ssl ðk+ 1Þ, ssuðk + 1Þ, sHu ðk + 1Þ, sHu ðk+ 1Þ and the corresponding θ,φ by using (6.26).
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If θ,φ 2 Fk, then go to Step 5; otherwise, accept this state and let

Fk + 1: = Fk ∪
θ,φð Þ 2 R2:θ≥ 1− γθ

� �
θðxkÞ

and φ≥φμj
ðxkÞ− γφθðxkÞ

( )

where γθ and γφ are constants, γθ 2 ð0, 1Þ and γφ 2 ð0, 1Þ.
Return to Step 2.

Step 5: Correct the feasible search direction
Solve (6.27). Correct the feasible search direction and return to Step 2.

6.3.3 Case studies

The interior point OPF program based on the filter set is written using MATLAB 7. The
test systems include the IEEE 9-bus system, IEEE 30-bus system, IEEE 57-bus system,
IEEE 118-bus system, IEEE 300-bus system, Shanghai 216-bus system (SHH216), and
the northeast 542-bus system (NE 542). The program runs on a computer with a Pen-
tium IV 3.0 GHz central processing unit (CPU) and 1 GB memory. The operating sys-
tem is Windows XP.

The basic parameters of the test systems are listed in Table 6.8.

In the case studies, εtol = 10− 6. The maximum number of iterations kmax = 50.
The test results with a flat start and hot start are listed in Tables 6.9 and 6.10,

respectively.
In the case studies, the proposedmethod is comparedwith the OPFmethod pro-

vided by the Power System Analysis Toolbox (PSAT). PSAT is a MATLAB toolbox for
comprehensive power system analysis. PSAT is powerful, and its computational

Table 6.8: Statistics of the test systems.

Test system Bus Generator Line Variable Equation Inequation

IEEE       

IEEE       

IEEE       

IEEE       

SHH       

IEEE       

NE     , , 
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speed is fast. Mehrotra’s predictor-corrector interior point method is used in PSAT.
The computing processes of Hessian matrices are optimized in version 2.0.0-b1.8 to
further improve the OPF calculation speed. The convergence conditions are set to
be the same for comparison. In all case studies, as long as the method converges,
the OPF result of the proposed method is the same as the result calculated by PSAT.
Due to space limitations, the calculation results are not listed here.

Figure 6.3 presents the relationship between the number of buses and the
elapsed iteration time. It can be seen that there is an approximately linear relation-
ship between the number of buses and the elapsed iteration time.

By analyzing the comparison results shown in Tables 6.9 and 6.10, the following
conclusions can be obtained:

Table 6.9: Calculation results for a flat start.

Test system Method proposed in this book PSAT

Iterations Computing time/s Iterations Computing time/s

IEEE   .  .

IEEE   .  .

IEEE   .  .

IEEE   .  .

SHH   . +

IEEE   .  .

NE   +  . +

Table 6.10: Calculation results for a hot start.

Test system Method proposed in this book PSAT

Iterations Computing time/s Iterations Computing time/s

IEEE   .  .

IEEE   .  .

IEEE   .  .

IEEE   .  .

SHH   .  .

IEEE   .  .

NE   . +
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(1) Calculation speed
Regardless of whether a flat start or hot start is used, the number of iterations of the
method proposed in this book decreases more significantly than that of the PSAT
method, with increasing test system size. Correspondingly, the calculation speed of
the proposed method improves more significantly.

(2) Sensitivity to dependence on initial conditions
The number of iterations and the elapsed time in PSAT differ greatly between flat
and hot starts, thus indicating that the method used in PSAT has greater sensitivity
to dependence on initial conditions. The method proposed in this book does not
have this problem.

(3) Convergence
Overall, both methods exhibit very good convergence for a hot start. The PSAT
method does not converge for the Shanghai 216-bus system and the northeast 542-
node system for a flat start. The method proposed in this book converges in nine
iterations for the Shanghai 216-bus system. When the proposed method is used to
test the northeast 542-node system, the feasible direction correction mode starts
after 15 iterations. After another 15 iterations, the method converges to a feasible
solution. Furthermore, the method converges to the final optimal solution after an-
other seven iterations. When using a hot start, the method used in PSAT does not
converge for the northeast 542-node system, while the method proposed in this
book converges for all test systems. The test results indicate that the convergence
and practicality of the method proposed in this book are better than those of the
method used in PSAT.

Figure 6.3: Relationship between the number of buses and the elapsed iteration time.
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6.4 Summary

In this chapter, key technologies for event processing and analysis in smart power
systems are introduced. The ASE method can provide accurate, comprehensive, and
timely information about the states of power systems (the state of the power system
is called the real state XTSðtÞ) for comprehensive state assessment and analysis of
various operation indices. Instead of minimizing the difference between the esti-
mated value and the measurement value, the ASE method takes maximizing the
normal measurement point rate as the objective, which is the key difference be-
tween the ASE method and the traditional methods. The proposed OPF algorithm is
effective and can be used to calculate global optimization control commands online
to achieve real-time closed-loop control of power systems.
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Chapter 7
Smart power system visualization

7.1 Introduction

For a smart power system, the optimal control adopted should not rely solely on
machine intelligence but on a combination of machine intelligence and the artificial
intelligence of system operators.

To this end, the smart power system discussed in this book has an inherent ad-
vantage. The theoretical basis (hybrid control theory) involves an event-driven ker-
nel, which is highly consistent with the daily operating behavior of system operators
based on events. Thus, both event-driven kernels and system operators adopt the
same control concept.

The combination of machine intelligence and artificial intelligence also relies
on excellent visualization. Excellent visualization systems should be able to provide
the most critical information in the most vivid way to the people who demand it
most, in due time, so that operators can always know the operating status of a sys-
tem, where they should intervene, and how they should intervene, to achieve a
strong combination of machine intelligence and artificial intelligence.

For the abovementioned requirements, smart power system visualization is
largely different from the current power system visualization in content and imple-
mentation, which is summarized as follows:
(1) Smart power system visualization is an active research field. Current visualiza-

tion technology mainly refers to the operating state visualization of the power
systems. Smart power system visualization includes not only the visualization
of system operation status but also that of the operation indices, events, control
commands, operation instructions, instruction execution effects, etc. The de-
tails are discussed in Section 7.2.

(2) Because the smart power system visualization of content and the effects thereof
are greatly enhanced, graph-generating and graph-drawing methods must also
be developed accordingly.

(3) Smart power system visualization places more emphasis on the automatic gen-
eration of topological graphics, which is a new requirement, inevitably caused
by the highly enriched visualization content. In the current visualization tech-
nology, basic graphics are manually drawn and maintained using graphic edi-
tors. This method not only creates a large working burden and easily introduces
errors but can also only generate static graphics and cannot dynamically gener-
ate new graphics based on the user’s demand. Moreover, graphical information
exchange among different application systems is also very difficult because
different systems usually need to maintain different graphic systems. The au-
tomatic generation of topological graphics can not only compensate for the
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abovementioned deficiencies but also improve visual effects. The specific de-
tails are described in Section 7.3.

(4) Smart power system visualization has placed stringent requirements on the speed
of graphic rendering, as a real-time dynamic display of the system operating status
is required so that “the operators can always know the operating status of the sys-
tem.” The drawing speed of the existing graphic technology cannot meet this re-
quirement for complex graphics. Taking the voltage contour map as an example,
based on the common regular grid methods, a workstation with a central process-
ing unit (CPU) of 2.0 GHz frequency and a memory of 2 GB requires 1 ~ 3 s to com-
plete a graph with a resolution of 800 × 800. Section 7.4 introduces a novel fast
graphic rendering algorithm based on the algorithm of grid merging voltage con-
tour interpolation and graphics generation; this algorithm provides a new way to
solve this issue. The method is proposed for high-voltage contours, but the under-
lying principles can also be applied to other similar situations.

7.2 Smart power system visualization content

Visualization in scientific computing (ViSC), hereafter referred to as visualization, is
defined as the use of the principles and methods of computer graphics to translate
large-scale data from science and engineering calculations into an intuitive form
(i.e., graphics and images).

In current studies, the visualization of power system operation mainly refers to op-
eration status visualization, including the visualization of topological graphics and op-
eration data. Indeed, the visualization of power system operation should also include
monitoring visualization; that is, operation state index visualization, event visualiza-
tion, control command visualization, operation instruction visualization, instruction
execution visualization, etc. This research field is still relatively small and should
focus on further development.

7.2.1 Operation state visualization

As previously mentioned, operation state visualization can be divided into two
parts: topology visualization and operational data visualization, which are de-
scribed as follows.

7.2.1.1 Topological graphic visualization
A power system is the physical manifestation of a complex network. Therefore, the
topological graphic visualization of a power system is the premise and founda-
tion for achieving the visualization of the entire operation of a power system. The
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topological graphics of power systems can be divided into two categories: single-
line diagrams and plant wiring diagrams, which are shown in Figures 7.1 and 7.2,
respectively.
(1) A single-line diagram shows the physical connection between power plants and

substations. The representation mainly includes power plants, substations, and
lines. In actual diagram drawings, line segments are commonly used to repre-
sent transmission lines, and dots or squares are used to represent substations.
A single-line diagram is sometimes superimposed on a background map with
geographic information, as shown in Figure 7.1. This method can truly and intu-
itively indicate the geographical distribution of a grid structure. Partial magnifi-
cation can be used to resolve densely distributed local elements.

(2) An electrical wiring diagram is used to represent the physical connections inside
power plants and substations. The representation mainly includes transformers,
breakers, switches, lines, reactances, and compensation devices. These objects
are generally represented by standard patterns in an actual diagram drawing.

7.2.1.2 Operation data visualization
There are two main types of operation data in power systems: bus-type data and line-
type data. The two different data types require different visualization expressions.

The easiest way to visualize bus-type data is to label the information near the bus
location. For example, a rectangle filled with blue and green colors placed in the vi-
cinity of a bus can be used to represent the bus voltage value between the maximum
and minimum limits. The amplitude and phase angle of the bus voltage can also be
represented by a histogram and a pie chart near the bus.

Another way to visualize bus-type data is to extend the data of several buses
defined within a finite range to the entire region using the spatial interpolation
method, and then use the visualization method of a 2D scalar field (e.g., color maps,

Figure 7.1: Example of a single-line diagram.
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Figure 7.2: Example of a plant wiring diagram.
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contour maps, and surface maps). These types of visualization methods are suitable
for cases involving many buses and continuously distributed values. The methods
also help the operator quickly grasp the distribution of the macroscopic data.

Line-type data refer to data associated with the transmission lines in power sys-
tems. Line-type data commonly include active power, reactive power, line loss, etc.
The visualization of directional line-type data (e.g., active power flow) generally in-
volves an arrow to indicate the direction, where the width of the arrow indicates the
power flow value and the rectangular base of the arrow represents the thermal limit
of a line’s active power.

7.2.2 From state visualization to monitoring and control visualization

A smart power system is committed to realizing the multi-index optimality-approximat-
ing operation of power systems. To this end, a set of automatic operation systems for
uninterruptedly monitoring the operation status of power systems is needed. The basic
functions of the system include the following:
(1) Generate the corresponding dynamic indices based on the operating state of the

power systems.
(2) Automatically generate events when the operating dynamic indices reach their

limits.
(3) Automatically generate control commands to eliminate the generated events.
(4) Automatically generate operation instructions based on the control commands.
(5) Monitor the execution effect of the operating instructions.

Therefore, smart power system visualization should visualize not only the dynamic
operating state but also monitoring and control, i.e, operating indices, events, con-
trol commands, operating instructions, and execution effects. Monitoring and con-
trol visualization helps operators intervene in automated systems and thereby
combines machine intelligence and the artificial intelligence of system operators.

Monitoring and control visualization is a novel technology, and currently, little
research has been carried out in this area. The following indices are discussed as
brief examples.

First, different visualization patterns are designed for different indices of the
dynamic operating state to indicate a more intuitive real-time operating state and
to exert control over power systems. Table 7.1 lists common operating indices and
their recommended form of visualization.

Second, the visualization of operating dynamic indices should not simply list the
abovementioned visualized indices randomly but rather systemize the indices and
organically integrate them into the corresponding topological graphics. Figure 7.3
illustrates the output of power generators and their remaining margins using three-
dimensional cylinders on a single-line diagram.
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Table 7.1: Common operating indices and recommended form of visualization.

Real-time operating dynamic indices Visualization

Global indices Frequency Dial plate

Grid loss Two-dimensional curve

Active power margin Three-dimensional cylinder and pie

Voltage margin Stable domain curve

Zone indices Zone active power margin Three-dimensional cylinder and pie

Zone reactive power margin Three-dimensional cylinder and pie

Tie-line active power Three-dimensional arrows and pipelines

Zone load forecasting Two-dimensional curve

Element indices Generation unit output Three-dimensional cylinder and pie

Bus voltage Three-dimensional color rendering chart

Thermal limit Flash warning

Remote signaling modification Fill flicker

Interface transmission capacity Three-dimensional cylinder and pie

Figure 7.3: Example of operation index visualization.
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7.3 Automatic generation of topological graphics

Graphical visualization of power systems refers to the visualization of power system
topology, operating state, and other information by using graphics or images to
help operators gain a timely and accurate understanding of the power system oper-
ating state [63–65]. Such visualization represents an important platform and means
for operators to monitor, analyze, and regulate power systems. Traditional graphics
are manually generated and maintained and have the following deficiencies:
(1) Traditional graphics require a great effort in development and maintenance and

can lead to committing errors; moreover, the burden and cost of development
and maintenance increase with the continuous expansion of the system scale.

(2) Interoperability is difficult. Due to the use of inconsistent graphic formats and
different levels of information security, the interaction of graphic information
between the different application systems is very difficult, and a set of graphic
systems must be maintained. Maintaining such systems not only increases the
cost of development and maintenance further but also causes data redundancy,
information inconsistencies, and inconvenience to daily operation.

(3) Upgrading graphical display modes is difficult. If a change is made in a graphical
display (e.g., a three-winding transformer drawing method is converted from one
form to another), all graphics need to be modified.

To solve the issues of interoperability, the literature [66, 67] has proposed a graphical
interactive standard form using Scalable Vector Graphics (SVG). SVG is an open stan-
dard text vector language for graphic description and can theoretically describe any
complex graphics. However, there is no objective definition for electrical equipment;
therefore, each manufacturer has a different element description of electrical equip-
ment. This variation makes it difficult to convert graphic information between different
application systems, even if the systems use the same SVG form.

The primary cause of the abovementioned issues is the relative isolation of the
corresponding model and graphics. If a graph can be automatically generated based
on a model, all the above-mentioned issues can be solved. Topological graphics are
the basis and carrier of the visualization of power system information, which must be
generated first. A brief description is provided below.

7.3.1 Basic concepts

The basic concept underlying the automatic generation of topological graphics is
that a graph is automatically generated according to a model, specifically, the Com-
mon Information Model (CIM).

The CIM is the standard issued by the International Electrotechnical Commission
(IEC); this standard defines all objects and their associated relationships in power
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companies. The CIM contains all the information indicated in the corresponding
graphics (e.g., the topology and wires in the CIM), which contain the model data
pertaining to the power devices and their connections in power systems.

All topological graphics (including single-line diagrams and plant wiring dia-
grams) are automatically generated based on the CIM. A GIS-based single-line dia-
gram can also be generated if GIS information is available. Figure 7.4 presents the
frame diagram of the automatic generation system of topological graphics. This fig-
ure shows that the data platform provides the necessary information for the auto-
matic generation of topological graphics in the form of standardized interfaces,
including network topology and real-time operation information.

Automatic generation of topological graphics can not only guarantee the real-time
tracking of the current topology and operating state of the power system, achieve
self-maintenance of graphics, and save greatly on manual development and main-
tenance costs, but also allow the graphics and system models to be more closely
coupled and interacted.

Automatically generated graphical information is actually a collection of graphic
primitives and their coordinate information; therefore, the generated graphics can be
displayed on any platform and do not depend on the graphical tools used by the
platform. The display style and the visualization effect of generated graphics are uni-
fied. If one is changed, the other will also be changed. Therefore, the display is easy to
customize according to the user’s needs. Moreover, graphical information can also be
exported to any graphic format. Given the abovementioned characteristics of graphics
tools, a variety of advanced visualization technologies (e.g., three-dimensional visuali-
zation technology) can be easily imported.

The concept of automatic generation of topological graphics provides a new
perspective for the visualization of power system graphics and provides advanced
technical support for developing smart operations. The following sections introduce
methods for automatically generating topological graphics for single-line diagrams
and plant wiring diagrams.

Figure 7.4: Frame diagram of system platform.
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7.3.2 Automatic generation of single-line diagrams

Automatic generation of graphics is widely used in the automatic circuit layout of
large-scale integrated circuits. The main research directions include the automatic
assignment of bus locations and the automatic routing of lines. Previous studies
[68, 69] have used the penalty function method for automatically assigning printed
circuit boards of ultra-large-scale integrated circuits. With respect to the automatic
routing of lines, common methods include the Lee algorithm [70, 71] and the High-
tower algorithm [72]. These algorithms can ensure that the lines neither intersect
nor go through the bus rectangle. The drawback is that the algorithms often create
serious issues ofmultiple line segments to avoid the intersection of lines and cannot
even complete connection in some cases.

With respect to the automatic generation of single-line diagrams, R. Klump,
D. Schooley, T. Overbye et al, proposed a method for automatically generating single-
line diagrams based on geographic information [73]. Y. S, Ong, H. B. Gooi, and
C. K. Chan proposed a method for generating a single-line diagram for a distribution
network [74]. On this basis, B. Qiu and H. B. Gooi developed a network-based system
for automatically generating single-line diagrams of distribution networks [75]. This
method can yield improved results when applied to distribution networks with a radi-
ation structure; however, it is not suitable for generating single-line diagrams of
transmission networks with a complex network structure.

To overcome this shortcoming, we propose a new method for automatically
generating single-line diagrams for transmission systems. The following sections in-
troduce the bus layout, line routing algorithms, and their actual applications thereof.
The software package developed in this book has been used in the actual operation of
power systems as a part of SEMSs.

7.3.2.1 Bus layout

(1) Problem model
A layout P has a total connection length L(P). After selecting the minimum total length
of the connection as the optimization target, the objective function is as follows:

L Pð Þ=
Xn
i= 1

Xn
j= 1

W i, jð Þd P ið Þ,P jð Þ½ � (7:1)

where n is the number of buses in the network, W(i, j) is the weighting factor of the
connection between bus i and bus j, and d[P(i), P(j)] is the distance between two
buses.

In actual calculations, the number of lines between bus i and bus j is often used
as the weighting factor, and the distance d[P(i), P(j)] between bus i and bus j is cal-
culated by equation (7.2):
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d P ið Þ,P jð Þ½ �= xi − xj +j jyi − yj
�� �� (7:2)

where xi, yið Þ and xj, yj
� �

are the coordinates of bus i and bus j, respectively, on a
two-dimensional plane. Therefore, the objective function of the optimization can be
obtained as follows:

min
Xn
i= 1

Xn
j= 1

W i, jð Þ xi − xj +j jyi − yj
�� ��� �

(7:3)

(2) Solution algorithm
The abovementioned problem is a large-scale combinatorial optimization problem,
which is difficult to solve. Therefore a heuristic method is adopted, which involves
obtaining the initial layout of the buses and then further optimizing the initial layout.

(i) Initial layout
The entire layout space is divided into a series of grids. A grid corresponds to a posi-
tion in the layout space in which only one bus can be arranged.

The distance d P ið Þ, P jð Þ½ � between bus i and bus j is redefined as follows:

xi − xj +j jyi − yj
�� �� ,

∞ ,

�
Buses i, j are in the feasible region
others

Furthermore, the entire layout space is used as the feasible region of layout P. Assum-
ing that the initial positions of all buses are in the feasible region of layout P, the fol-
lowing algorithm can be used to obtain the initial layout of a single-line diagram.
First, a bus is moved to the feasible region; then, for any bus that is still outside the
feasible region, we search the entire feasible region, move it to an unoccupied grid in
the feasible region, and make the penalty function reach the smallest value.

(ii) Layout optimization
The number of search levels is set to λ, and the target positions are selected as
A1,A2, � � � ,Aλ. All contents of the target locations A1,A2, � � � ,Aλ are exchanged. If the
objective function value drops after the exchange, the exchange with the largest de-
creasing value of the objective function is set as the formal exchange to form a new
layout. If the objective function value does not decrease during the exchange, the
original layout is maintained. The abovementioned steps are repeated until all the
buses are arranged.

In practical applications, it is appropriate to select two as the search level of the
algorithm to result in a faster calculation speed. The greater the number of search
layers that are chosen, the more time the algorithm requires and the better opti-
mized the objective function will be.
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7.3.2.2 Line routing
After all the bus locations are determined, it is necessary to determine the connec-
tions between the buses. Different types of buses, for example, power plants and
substations, may have different shapes. However, because the bus shape has little
effect on line routing, to simplify the problem, the specific shapes of the buses are
ignored, and the buses are represented by rectangles in the study of line routing.

Unlike in large-scale integrated circuits, power systems allow for a few line in-
tersections in single-line diagrams. For better visualisation effects, several princi-
ples should be followed: (1) the number of bent lines should be as small as possible,
(2) lines should not cross the rectangles representing buses, (3) no two lines should
overlap, and (4) the number of line intersections should be as small as possible.
Based on these principles, the corresponding line routing methods are given as fol-
lows, including the determination of routing modes and the avoidance method
when two lines overlap.

(1) Determination of routing modes
For clear and concise illustrations, only three connection methods can be used:
direct routing, double polylines, and four polylines, as shown in Figures 7.5–7.7,
respectively.

(i) Direct routing
Direct routing is appliedwhen two rectangles are vertically orhorizontally adjacent;
a line can be used to connect the two rectangles.

(ii) Double polylines

Double polylines are applied when two rectangles are not vertically or horizontally
adjacent; double polylines can achieve any type of connection between two
rectangles.

(iii) Four polylines
Four polylines are used for bus avoidance. As shown in Figure 7.7, Bus 1 and Bus 2
can be directly linked. For avoiding intersections with Bus 3, four polylines are used.

Figure 7.5: Direct routing.

Figure 7.6: Double polylines.
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(2) Routing avoidance algorithm
It is necessary to perform routing avoidance to prevent lines from overlapping, includ-
ing vertical avoidance or horizontal avoidance. The specific algorithm is as follows:
(i) Use two avoidance arrays and save the horizontal and vertical paths in the

graphics that have been arranged during line routing.
(ii) According to the method proposed in “(1) Determination of routing modes,” the

new line routing is arranged.
(iii) The avoidance arrays are checked, and it is determined whether the new lines

and the original lines overlap. If there is any overlap, left and right or up and
down, fine-tuning is applied to the positions of the new lines, and it is then de-
termined whether the graphic still requires avoidance. If so, the adjustment is
repeated until no avoidance is needed.

(iv) The routing path of the new line is determined and stored in the avoidance array.

In summary, the proposed line routing method is a heuristic method, and the calcula-
tion burden is much smaller than that of the Lee algorithm, the Hightower algorithm,
etc. Although there may be few line intersections in the generated graphics, the inter-
sections do not significantly affect the aesthetics and readability of the graphics.

7.3.2.3 Application example
Single-line diagrams of the IEEE 14-bus system and IEEE 39-bus system are ar-
ranged in this section. The diagrams of the IEEE 14-bus system and IEEE 39-bus
system are shown in Figures 7.8 and 7.9, respectively.

Figure 7.7: Four polylines.

Figure 7.8: Automatically generated single-line diagram of the IEEE 14-bus system (19 lines).
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7.3.3 Automatic generation of a main plant wiring diagram

A plant wiring diagram is the logical expression of the device connections in the
main network. Based on system reliability and security, a main plant wiring dia-
gram generally occurs in the form of typical wiring; that is, the equipment layout
mode in the wiring diagram is fixed for the same type of wiring. Therefore, the auto-
matically generated program design uses the method of “matching typical tem-
plate.” The program procedure is illustrated in Figure 7.10 and described as follows:

(1) Define the template for a typical wiring form
The template contains information on both internal attributes and external interfaces.
Internal attributes are abstract descriptions of the arrangement rules of the wiring form,
which represent the relative positions of devices (e.g., buses, circuit breakers, and
transformers) and the corresponding forms of connection. The external interfaces are
used to describe the individual characteristics of the corresponding wiring forms. Tem-
plate matching conditions are included and exhibit mutual exclusion and exclusivity.

(2) Analyze the CIM
By analyzing the CIM, the relevant connections are obtained. The CIM is read using
the Eclipse Modeling Framework. The device connection substring in a plant is ob-
tained by using the depth-first search algorithm.

(3) Match the typical wiring form
First, the plant is divided into a number of topological islands based on the volt-
age level. Then, by plug matching using a socket, according to the connection
characteristics of the devices in the topological islands, the coincident “template” is
found to complete the match.

Figure 7.9: Automatically generated single-line diagram of the IEEE 39-bus system (46 lines).

152 Chapter 7 Smart power system visualization

 EBSCOhost - printed on 2/14/2023 8:04 AM via . All use subject to https://www.ebsco.com/terms-of-use



(4) Generate the position coordinates of the devices
According to the matching “template” and the layout rules of its internal properties,
the equipment is arranged on a topological island, and the corresponding grid coor-
dinates are generated. The display area is divided based on the number and struc-
ture of the topological islands, and the grid coordinates of the devices are mapped
to the corresponding display area.

(5) Draw a plant wiring diagram
When a graphic primitive and its coordinate information are known, a plant wiring
diagram is drawn using a graphical development language.

The following two wiring forms (two-bus and four-segment, two-bus and four-
segment with dual-bypass buses) are used as examples to illustrate template match-
ing. The matching conditions and arrangement principles for the program design
are listed in Table 7.2.

Figure 7.10: Algorithm for automatic generation of the plant wiring
diagram.

Table 7.2: Example of template matching.

Wiring form Matching condition Layout principles

Two-bus and four-
segment

() Four buses
() No bypass buses
() Two buses have the same number
of branches
() Branches are directly connected to
the corresponding two buses

() Bus segments are horizontally
parallel.
() Two buses are arranged parallel.
() The layout of specific equipment is
based on single-bus segmentation
rules and double-bus rules.
() The segment breaker is in the
middle, and the breakers connected
to buses are arranged up and down
on the left and right sides.
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According to the template defined in Table 7.2 and according to the algorithm
illustrated in Figure 7.10, the wiring diagram is generated automatically. Figure 7.11
is an example of an automatically generated wiring diagram of the two-bus and
four-segment form with dual-bypass buses.

Figure 7.12 shows the software structure of the automatic generation of the plant
wiring diagram. The software is divided into four layers: the template layer is re-
sponsible for generating the template library containing the typical wiring forms;
the data-reading layer is responsible for reading the CIM files and the real-time
data; the analysis layer searches the topology information and matches the typical
template, and the drawing layer generates the graphic primitive and its coordinate
information, and draws the graphics.

Figure 7.11: Example of an automatically generating plant wiring diagram.

Table 7.2 (continued)

Wiring form Matching condition Layout principles

Two-bus and four-
segment with dual-
bypass buses

() Six buses
() Has two bypass buses
() The remaining four buses should
satisfy the matching condition of the
wiring form “two-bus and four-
segment.”

() Two bypass buses are horizontally
parallel on the top side.
() The switch connected to the
bypass bus is located below the
bypass bus.
() The rest buses and equipment
should be arranged based on the rule
of two-bus and four-segment.
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7.4 Fast graphic drawing algorithm

This section describes a fast graphical rendering method, namely, an algorithm for
the voltage contouring interpolation and the graphic generation based on grid merg-
ing. Although this idea is proposed for voltage contouring, it can also be applied to
other similar situations.

Currently, power system operators must often handle a tremendous amount of
bus data and cannot meet requirements based only on the visualization of form
and text [76, 77]. With the development of computer visualization technology in
recent years, voltage contouring based on geographical information has gradually
received increasing attention from electricians. Voltage contouring generally uses
color mapping to show the voltage value and treats the voltage magnitudes of key
buses as a continuous distribution in the entire system coverage area. Psychology
experiments [78] have shown that the color of voltage contours can arouse more
attention from the human eye than a traditional digital display and is more intui-
tive in expressing the overall voltage level of each grid area. Thus, voltage con-
tours can help operators find overvoltage buses and areas in a timely manner.

The principle of voltage contouring is to extend the geographically distributed
discrete data to the entire drawing plane by certain interpolation algorithms. The cur-
rent common interpolation algorithms for voltage contouring can be divided into two
types: methods based on irregular triangulation and methods based on regular grids.
Surface generation based on irregular triangulation is carried out in several steps:
Delaunay triangulation, triangular edge equivalence tracking, curve fitting, patch fill-
ing, etc. In the triangulation method, although the triangle is optimized, it is inevita-
ble that there are triangles with sharp edges and corners; thus, the sharp corners of
curves may appear in the contours. The contours do not make smooth transitions

Figure 7.12: Software structure of the automatic generation of a plant wiring diagram.
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easily, and the graphics are often less visually pleasing than those formed by the
method based on a regular grid [80]. The method based on a regular grid divides the
drawing screen into M ×N uniform grids. The size of each grid depends on the value
of the neighboring data points, with denser data points exhibiting greater weights.
This method yields more visually pleasing graphics.

Currently, the main issue affecting the actual application of voltage contours in
power system operation is the processing speed. Both interpolation and graphic
generation processes are time-consuming. For example, based on the current com-
mon regular grid methods for completing a single diagram with a resolution ratio of
800 × 800, using a workstation with a 2.0 GHz frequency CPU and a 2 GB memory
cost of 1–3 s, a single interpolation generally requires 0.5–1 s to complete, and a
single diagramgenerally takes 0.5–2 s to generate. This speed is far from the visuali-
zation requirements of the power system dynamic process and may adversely affect
the operating efficiency of other programs on the operation stations. Therefore, im-
proving the speed of voltage contouring interpolation and graphic generation is an
issue whose solution may provide high engineering value. A novel approach is pro-
posed by reducing the number of meshes that need to be interpolated and drawn.
This method can significantly improve the display speed of voltage contouring.

7.4.1 Interpolation algorithm analysis

Assuming that a display area is evenly divided into M ×M fixed-size grids, for any
grid point p on the plane, the task of the spatial interpolation algorithm is to calcu-
late the virtual value of p based on the distance from p to the actual electrical bus
and the voltage value of the actual electrical bus. The most classic interpolation al-
gorithm is the method involving the inverse of the square of the distance [81], which
is calculated as follows:

vp =

PN
i= 1

vi
d2piPN

i= 1
1

d2pi

(7:4)

where N is the actual number of buses, vi is the voltage magnitude of bus I, and dpi
is the distance from i to p. The reciprocal of the square is used as the weight because
the square calculation is faster than the calculation of other distance norms. To re-
duce the computational burden, one study [81] proposed considering only the influ-
ence of the data points located at a distance less than dinf (dinf is the preset distance
of influence) from p. Moreover, using the symmetry of the integer coordinate square
grid, the distance calculation is reduced to 1/8 of the original calculation.

To overcome the issues of noncontinuous computational results and poor visual
effects along the boundary of the affected area associated with the abovementioned
algorithm, one study [82] proposed a novel interpolation formula:
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vp =

Cv∞ +
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dpi <dinf

1

d2pi
−

1

d2inf

" #
vi

C + PN
i= 1

dpi <dinf

1

d2pi
−

1

d2inf

" # (7:5)

where v∞ =
PN

i= 1 vi
N and C is a smoothing constant, which can adjust the smooth-

ness of the interpolation results along the boundary of the affected area.
The two interpolation algorithms mentioned above can be expressed as follows:

vp =
XN
i= 1

αpivi =AVN (7:6)

where αpi is the influence weight of data point i to p. The value is a constant, related
only to the relative distance, and is independent of the voltage; thus, the value must
be calculated only once upon initialization. VN is the vector of bus voltages; that is,
VN = v1 v2 . . . vN½ �T . A is an M2 ×N constant matrix, and αi and αj are the ith and
jth row vectors, respectively, of the Amatrix (called the weighting vector in this book).
Because the affected area of the grid to be calculated is limited and the weighting vec-
tors are generally sparse, sparse techniques can be used for storage and computation.

The voltage difference dVij between two adjacent grids i and j is

dVij = αi − αj
� �

VN = ||αi − αj|| · ||VN || · cos θ (7:7)

where ||αi − αj|| is the Euclidean distance between the two weight vectors and θ is
the angle between the two vectors. The per-unit value of the bus voltage is generally
believed to not exceed 1.1. Let c= 1.1 and ||VN ||≤ c= 1.1. Then,

dVij ≤ c||αi − αj||≤ δ (7:8)

where δ is the threshold. Thus, we conclude that for a sufficiently small value
||αi − αj||, the difference between the voltage values of the two adjacent grids is al-
ways small, regardless of how the bus voltage vector VN changes.

7.4.2 Grid merging method

The interpolation calculation and the graphic generation associated with voltage
contouring are proportional to the number of grids M2. Increasing the number of
meshes can produce more delicate and visually pleasing diagrams but also steeply
increases the calculation time. While this approach can significantly increase the
calculation speed, the image quality is reduced, and jagged graphs are generated.

Another method for reducing the number of graphics to be calculated while
achieving satisfactory image quality is to draw and calculate only the grids near the
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actual electrical buses and ignore others. The drawback of this approach is that it is
difficult to determine the drawing boundaries, especially for dispersed buses or
those clearly divided into several groups.

By observing the completed rendering graphics, two extreme cases can be found: (1)
The distance between bus A and its multiple electrical buses is small. The numerical
change in the grids between A and neighboring bus C is significant, as long as bus A
slightly narrows the distance from bus C. (2) Other grids that are farther away from all
the buses or near a certain bus exhibit a very small change in values or almost no
change. Therefore, to generate graphics, different resolutions can be used to address dif-
ferent positions. According to equation (7.8), the voltage value after interpolation is nec-
essarily less than δ, as long as the distance of the weight vectors of the adjacent grids
times c is less than the threshold δ. Thus, grids with a small distance of adjacent weight
vectors can be combined into a large grid, herein referred to as a cell group. Moreover,
the entire area is covered with the color of the cell group to reduce the number of grids.

Because the grid merging result depends only on the distribution of the data
point positions, it is necessary to perform only one merging during graphic
initialization.

For better visual quality and efficiency, the grid merging algorithm should com-
ply with the following principles:
(1) The merged cell group remains rectangular to facilitate drawing.
(2) The numerical difference between any two points in the merged cell group is

smaller than the threshold δ.
(3) The total number of grids after merging should be as small as possible.

One efficient and practical grid merging algorithm is one in which only two traver-
sals are required for all the original grids. The algorithm is as follows:
(1) Calculate the weight vector αi of each cell of the original grid, based on the ap-

plied interpolation algorithm.
(2) For the ith cell Ci, calculate its weight vector distance among the four adjacent

cells. If the weight vector distance between the cell and an adjacent cell times c
is less than δ and neither cell belongs to any cell group, a new cell group Gk is
created, and the two cells belong to the new cell group. The weight vector of the
ith cell is selected as the weight vector of the new cell group.

(3) For the new cell group Gk, try to extend the group toward its surroundings. The
priority extends outward from the longer side of the rectangle so that the ex-
panded cell group can be as large as possible. Each cell at the new extended
edge must not belong to any existing cell groups, and the weight vector dis-
tance of each cell and cell group at the new extended edge times c should also
be less than δ.

(4) Repeat step 3 until no new edges can be expanded.
(5) Move to the I + 1 cell and repeat step 2.
(6) Finally, create a separate cell group for each unmerged cell.

158 Chapter 7 Smart power system visualization

 EBSCOhost - printed on 2/14/2023 8:04 AM via . All use subject to https://www.ebsco.com/terms-of-use



Subsequent interpolation and graphic generation procedures must handle all the
cell groups. The interpolation is performed based on the center of the merged cell
group (the intersection of the diagonals); all the cell groups are colored after the
diagram is generated. Because the number of cell groups is less than the initial
number of cells, the computational burden will be reduced.

7.4.3 Application examples

Here, a six-bus system is applied as an example (shown in Figure 7.13) to illustrate
the grid merging effect. Six buses are evenly distributed on a 2D plane.

The weighting vector is calculated using the classical algorithm described by equation
(7.5). Color mapping is based on the scheme described in [82]. To facilitate the display
of the combined effect, the size of the initial rectangular grid is 80 × 80. In grid merg-
ing, the threshold is selected as δ=0.0003, based on experience, thereby ensuring
that there is no visible trace of the change between adjacent patches. The result of
grid merging is shown in Figure 7.14, where the blank area represents the unmerged
cells; the rectangle of each black border represents the merged cell group. The figure
shows that the cell groups close to a bus or away from all buses have the largest
areas, and cell merging occurs less often in the transition zone between the buses.
Compared with the number of merged rectangles in traditional meshing, the number
of merged rectangles is significantly reduced.

Three initial grids measuring 80 × 80, 400 × 400, and 800 × 800 are selected to
test the improvement in the image calculation efficiency of the novel algorithm.
Table 7.3 provides a time comparison of the interpolation algorithm and the
graphic generation. The table shows that the novel algorithm improves the speed
dramatically.

Test environment: ThinkPad T60 notebook. CPU with a frequency of 1.83 GHz
and 2 GB of memory. All procedures are written in Java. The graphical display uses
Java OpenGL (Open Graphics Library) toolkit (JOGL).

Figure 7.13: Single-line diagram of a six-bus
system.
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Table 7.4 compares the numbers of rectangles that must be processed before
and after the algorithm is improved for different grid sizes.

Figure 7.14:Merged cell group of a six-bus system based on 80 × 80 initial grid.

Table 7.3: Time comparison of voltage contouring algorithms on a six-bus system for different
selected grid sizes.

Algorithm Time required for interpolation
calculation/ms

Time required for graphic
generation/ms

 ×   ×   ×   ×   ×   × 

Original algorithm      

Improved algorithm      

Table 7.4: Comparison of the numbers of rectangles that must be processed in different algorithms
(six-bus system).

Algorithms Number of rectangles to be processed in interpolation and graphics
generation

 ×   ×   × 

Original algorithm , , ,

Improved algorithm , , ,
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Table 7.4 indicates that the advantage of the improved algorithm is more dis-
tinct for larger grids. As the grid size increases, the difference in the number of rec-
tangles to be processed before and after the algorithm improvement becomes even
greater. The difference reaches even one order of magnitude.

The grid merging algorithm improves the calculation speed and ensures the
quality of the graphic display. As shown in Figures 7.15 and 7.16, the effect of grid
merging does not decrease for the 400 × 400 grid.

Using actual data as an example, the geographical wiring diagram of the
500 kV and 220 kV voltage levels of a power grid with 113 plants and substations is
examined. The test is conducted using an 800 × 800 rectangular grid. The results
are shown in Table 7.5.

Figure 7.15: Display effect of the original grid.

Figure 7.16: Display effect after grid merging.
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Test environment: CPUwith a frequency of 1.83 GHz and 2 GB ofmemory. All pro-
cedures are written in Java. The graphical display uses the Java OpenGL toolkit JOGL.

7.5 Summary

The operators of smart power systems still hold the highest decision power. Deter-
mining how to improve operators’ “right to know” and “rapid response capability”
are important issues in research on smart power systems. It is necessary to indicate
the real-time operation of power systems to operators in a timely and accurate man-
ner. Thus, smart power systems must develop advanced visualization technology.
This chapter begins with an analysis of the visualization content in smart power sys-
tems and introduces the method of automatically generating topological graphics of
power systems and plant wiring diagrams based on standard data models. Further-
more, to improve the drawing speed of 3D graphics, a fast graphics-drawing algo-
rithm based on power system characteristics is proposed.

Thus far, the basic principles, key technologies, infrastructure, and platform
design of smart power systems based on hybrid control theory have been presented.
These novel ideas, theories, methods, and technologies lay the foundation for the
construction of smart power systems. The next chapter will introduce how to build
a novel operation automation system based on power hybrid control theory and
other key technologies to realize the multi-index optimality-approximating opera-
tion of power systems and distribution networks. Both theory and practice have
shown that smart power systems are practical and effective and will become the fu-
ture direction of power system development.

Table 7.5: Comparison of graphic calculation times on a 113-bus system of a power grid.

Algorithm Time required for
interpolation calculation/ms

Time required for
graphic generation/ms

Number of rectangles
to be processed

Original algorithm ,  ,

Improved algorithm   ,
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Chapter 8
SEMS

8.1 Introduction

In the preceding chapters, the definition, theoretical foundation, infrastructure, basic
support platform, and several key technologies of smart power systems (SPSs) were
introduced. On this basis, this chapter discusses how to utilize the existing infrastruc-
ture and platform with the application of power system hybrid control theory and
other key technologies to develop a novel supervisory control and data acquisition
(SCADA) system, thus realizingmulti-index optimality-approximating operation
in power systems. We call this system the smart energy management system (SEMS).
The introduction is presented as follows.

8.2 Definition and characteristics of SEMS

8.2.1 Definition of SEMS

There is no doubt that the modern power system is the largest, most complex electro-
magnetic system with maximum coverage on the planet. Currently, the control and
dispatching of each power system rely mainly on the operator’s knowledge and expe-
rience and are complemented by an appropriate energy management system (EMS)
[83]. Most of the EMSs that are in operation in China were developed in the 1990s.
Due to the limitations of computer and control technology at that time, themain func-
tion of these EMSs is to help dispatchers understand the conditions of the power sys-
tem. In addition, some of the EMSs can make some suggestions for dispatch in some
respects. However, real closed-loop automatic control has not been achieved. Multi-
index optimality-approximating control has always been the long-term goal in
theory and engineering.

Power system hybrid control theory provides a new methodology for multi-
index optimality-approximating control. As described in Chapter 2, conditions
that do not meet industry standards but satisfy the dispatcher are defined as events;
thus, the generated events can be systematically analyzed and regulated. When all
events are eliminated, the system returns to a satisfactory condition.

Based on power system hybrid control theory, united automatic cooperative sci-
entific control canbeachievedbySEMSs,withinpower systems, to control various con-
trollable resources (including generators, capacitors, reactors, transformers, and a
variety of compensation, flexible AC transmission system (FACTS), and large storage
systems, etc. Alternatively, SEMSs can control various controllable resources (including
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generators, capacitors, reactors, transformers and a variety of compensation, FACTS,
large storage systems, etc.) within power systems unitedly, automatically, coopera-
tively, and scientifically) such that the power system is a multi-index optimal control
automation system.

8.2.2 Characteristics of the SEMS

The SEMS is based on power system hybrid control theory, and the essence of this
theory is event-driven. Therefore, SEMS has event-driven characteristics and attrib-
utes. Consequently, SEMS has the following characteristics:

The first characteristic is a digitized representation, which is the foundation of the
entire system operation. A digitized representation includes two aspects: the first is a
digital representation of a power system model, including physical conditions (i.e.,
static features) and operation states (i.e., dynamic features) of the power system;
the second is a digitized representation of the control flow based on events, including
the digital representation of events, control commands, operation commands, and the
control process.

The second characteristic is global data sharing, which is the basis for realizing
intelligent decision-making. For global sharing of data, it is necessary to build a
SEMS for a power system and its interconnection system, with a data-sharing plat-
form connected to its superior control center. Additionally, it is also necessary to
establish appropriate mechanisms for data sharing within the system (i.e., using
standard information models and a data access interface in accordance with the
IEC6197 standard).

The third characteristic is intelligent global decision-making. On the one hand,
“global” here refers to decision-making that is developed based on a global digital
model. On the other hand, such decision-making is required to utilize overall control
methods. Intelligent decision-making can largely replace the work executed by the dis-
patcher. The implementation of intelligent decision-making depends on the application
of a new control theory and new analysis methods and algorithms in the power system.

The fourth characteristic is the regulatory mechanisms of the power system
hybrid control theory. Event generation is the trigger for control actions, and event
removal (removing events) is the target of control. This aspect is a simple mechanism
to meet the demand for comprehensive optimization of complex systems. This mecha-
nism not only simplifies the complexity of the problem but also ensures the optimal
results of comprehensive optimization, which is difficult to achieve by other methods.

The fifthcharacteristic is thecapabilityofpowerful visualization.TheSEMSgraphi-
cally shows the real-time conditions of the power system to dispatchers. As a result,
dispatchers can understand the situation of the system operation clearly, comprehen-
sively, and promptly. Additionally, dispatchers may make decisions about whether,
when, and how the system operation should be supervised. Thus, a high degree of
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integration of machine intelligence and human intelligence can be achieved, and the
power system operation is improved.

In addition to the characteristics mentioned above, the SEMS also has some
specific requirements for composing and implementing software systems.

The first requirement is a modular structure. For conventional changes (such as
the type of event increases and changes in the event criterion) in the system, the com-
position framework of the system must remain relatively stable; thus, the system re-
quires the flexibility to add a functional unit or modify and enhance an existing
functional unit, without changing the overall framework. A modular structure, based
on component technology, can not only reduce the time and costs of construction
and maintenance but also provide convenient conditions for interoperability and in-
terchange among functional modules within the system.

Second, the implementation of standardized models is applied for implementing
the SEMS, mainly because the event analysis and event processing in the SEMS
are based on digital models of electric power systems. These models describe part of
or one aspect of the function, structure, and behavior of the power system in a nor-
malized manner. Relatively, digital models of the power system do not change
frequently, but the technologies applied to realize corresponding applications are
being constantly improved. Thus, the use and design of “standardized models” are
beneficial for tracking and adopting new technologies and enhancing the level of au-
tomation dispatching in the power system over time.

8.2.3 SEMS and EMS

The SEMS is not only compatible with a traditional EMS (TEMS) but will also coexist
with a TEMS for a long time (approximately ten years). Many of the functions in SEMS
can be achieved by inheriting and extending the corresponding functions in a TEMS.
In fact, the relationship between both groups of functions can be expressed in one
sentence: If and only if the power grid is in an event-free state, as judged by the
SEMS, the power system operation and monitoring are executed by the TEMS.

8.3 Components of SEMS

As mentioned earlier, the essence of power system hybrid control theory is event-
driven. Accordingly, the SEMS is composed of an event analysis system, event proc-
essing system, and decision-making system for dispatchers. The overall structure of
the SEMS is illustrated in Figure 2.5. This section adds Figures 8.1 and 8.2 and ap-
propriate instructions to analyze the subsystems, including information interaction,
event analysis, and event processing, in detail.

8.3 Components of SEMS 165

 EBSCOhost - printed on 2/14/2023 8:04 AM via . All use subject to https://www.ebsco.com/terms-of-use



(1) The event analysis system completes the real-time analysis of information obtained
by the data-sharing platform to determine whether an event has occurred. If so, the
event is sent to the event processing subsystem; otherwise, a TEMS is in charge.

(2) The event processing subsystem handles the received events and generates corre-
sponding control commands, which will be assigned to the various types of regula-
tion units.

(3) The data exchange among the abovementioned event analysis subsystem,
event processing subsystem, and other subsystems is implemented by a “data
sharing platform with advanced state estimation at its core.” A data-sharing
platform is the basic support platform of an SPS, as discussed in detail in Chap-
ters 4 and 6.

Under normal conditions, effective closed-loop control can be carried out by de-
veloping the above subsystems and organizing them according to Figure 2.3. Be-
cause it is essential for dispatchers to have a good “degree of knowledge” about
the regulated power system operating status and to be able to perform timely in-
terventions when needed, a decision-making system for operators is also included
in the SEMS. The main function of this decision-making system is to visualize the
status of the system operation for dispatchers so that they can intuitively, clearly,

Figure 8.1: Diagram of the components and interrelationships in the SEMS.
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and comprehensively understand the system’s operating conditions, and conve-
niently implement dispatching and configuration operations.

8.3.1 Event analysis system

The task of the event analysis system is to complete real-time analysis for the true
state obtained by the data-sharing platform, thus judging whether an event occurs
and what kind of an event it is. The methods are as follows:
(1) Based on the analysis, determine whether the index of security and stability

(Level I), the index of power quality (Level II), and the index of low energy con-
sumption (Level III) are satisfied (described in Section 5.2.2).

(2) If index z is not satisfied, event Ez is generated as described in Section 2.4; if all
indices are satisfied, the operating power system is in a multi-index optimal
state space without any event, according to Definition 2.6.

The event analysis system consists of a real-time analysis model, real-time simula-
tion, real-time analysis and judgment, and the input of a standard metrics system, as
illustrated in Figure 8.2.

8.3.1.1 Real-time analysis and judgment
This aspect consists of a group of modules that can analyze and evaluate (by per-
forming, e.g., network loss analysis, operation quality analysis, perturbation analy-
sis, and security and stability analysis). These modules obtain real-time physical
power system operating states from the real-time analysis model or real-time simu-
lation system. By analyzing these data and comparing the results with the standard
indices, it can be determined whether all the indices of security and stability (II),
power quality (III), and low energy consumption (IIII) are satisfied, thus determining
whether an event ezi (i = 1, 2, . . ., r) (see equation (2.10)) occurs and is submitted to
the event processing system.

8.3.1.2 Real-time analysis model
For different types of events, it is necessary to establish different real-time analysis
models. These analysis models contain a variety of data required for real-time simu-
lation and analysis, and that is described by a standardized modeling language.
The data involved include (1) network topology model data, real-time measurement
data, and high-reliability state estimation data; (2) load distribution model data,
which are provided by high-precision ultra-short-term load forecasting and bus
load forecasting modules; and (3) a unit output plan (including ancillary services),
which is generated based on the operating plan combined with trading data of the
real-time market.
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8.3.1.3 Real-time simulation
The real-time simulation is indicated by the dashed lines in Figure 8.2 and is a
required functional module to implement advanced stages of the SEMS. The
functions of the simulation include the following three aspects: (1) real-time sim-
ulation based on online data, the results of which are used for the real-time anal-
ysis system; (2) showing the results of the simulation to dispatchers using a
visual interface, thereby providing references for dispatchers to generate dis-
patching instructions; and (3) serving as a unified computing platform for real-
time analysis, and providing efficient and reliable computing analysis capabilities for
different online analysis modules.

8.3.2 Event processing system

The tasks of the event processing system are as follows: receive the set of events gen-
erated by the event analysis system Eiði= 1, 2, � � � , rÞ; complete an ε transformation,
based on the obtained true state set XTSðtÞ and a reasonable, effective algorithm,
Ci = εðEiÞ; and transform Ei into a corresponding control command Ci. After the for-
mation of Ci, the event processing system will proceed with a second-stage transfor-
mation – C transformation, Oi =CðCiÞ, thus generating a group of operations
Oi = fOi1,Oi2, � � � ,Oiwg, so that event Ei can be eliminated (E becomes an empty set)
within a sufficiently short time Δt, and the physical power system is restored to a no-
event state. Certainly, in some conditions where event processing is not very compli-
cated, it is also acceptable to combine the ε and C transformations into one transfor-
mation, the composite expression of which is Oi =CðεðEiÞÞ.

The event processing system consists of modules, including event dispatching,
smart decision-making, command generation, and faster-than-real-time simulation,
as illustrated in Figure 8.3 and introduced as follows.

Figure 8.2: The components of the event analysis
system.
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8.3.2.1 Event dispatching
The event-dispatching module receives events from the event analysis system. These
events are processed by sorting (different events have different priorities; e.g., safety
events must be processed before economic events) and merging (since handling a
certain type of event may eliminate another type of event), and will be submitted to
the smart decision-making module for further analysis.

8.3.2.2 Smart decision-making
The smart decision-making subsystem is in charge of the E transformation, that is,
generating Cz for the corresponding Ez. This subsystem consists of a group of submod-
ules that can generate corresponding control commands Cz to a mid-level subsys-
tem (including the command generation module within the SEMS and controlled
devices located in power plants and substations) based on different types of
events Ez.

8.3.2.3 Command generation
Command generation is responsible for the C transformation, that is, producing a
group of operations Ozi = fOzi1,Ozi2, � � � ,Oziwg (see equation (2.12)) so that event Ez can
be eliminated (E becomes an empty set) within a sufficiently short time Δt. Command
generation includes a group of submodules that can generate a group of operating in-
structions Ozi = fOzi1,Ozi2, � � � ,Oziwg for devices for different kinds of control commands
Cz; thus, the operating instructions can be assigned to the appropriate receiving and ex-
ecution devices. There are two forms of C transformation, as described in Section 2.5:
the first is “centralized,” meaning that the transformation is completed within the EMS
centralized control center; the second is “distributed,” meaning that the transformation
is completed in power plants and substations.

8.3.2.4 Control test
The control test platform (CTP) (see Section 1.2.3), which is supported by the tech-
nology of faster-than-real-time simulation, is responsible for testing the performance
of all operating instructions. By performing a faster-than-real-time simulation with
control commands, Cz generated by smart decision making, the effect of control can
be predicted; the effective commands are executed immediately, and the ineffective
commands are amended, retested, and executed. This process ensures that each
group of operations Ozi, in accordance with the control command C, is valid. Cer-
tainly, the final output of the platform should be presented to dispatchers as clearly
as possible.
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8.3.3 Decision-making system for dispatchers

Dispatchers still have supreme decision-making authority, even after the realization of
the SEMS, which is a highly intelligent and automated system. Dispatchers have two
main duties: making dispatching decisions in the operating environment and configu-
ration management in the maintenance environment. For example, although no event
occurs when the system is operating, the operators can understand some potential
problems (these potential problems may not cause an event) using the visual system
and implementing dispatching operations proactively (the effects of dispatching opera-
tions can be predicted using the faster-than-real-time simulation system at this point;
thus, the risky operation can be reduced).

In the SEMS, dispatchers’ supreme decision-making authority is illustrated by
the decision-making system for dispatchers; this system consists of two modules:
visualization, and dispatching and configuration, as shown in Figure 8.4.

8.3.3.1 Visualization
The visualization module is responsible for the visualization of power system opera-
tion monitoring; that is, in addition to the dynamic visualization of operating condi-
tions, the performance indicators, events, control commands, instructions, and
implementation of the results must also be visualized. The monitoring visualization
helps the dispatchers understand the system operating conditions comprehensively

Figure 8.3: The structure of the event processing
system.
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and directly; thus, they can regulate the automatic dispatching system operation
precisely and flexibly so that machine intelligence and the operator’s intelligence
can be united (integrated) very well.

8.3.3.2 Dispatching and configuration
The functions of the dispatching and configuration module can be divided into two
parts: dispatching and configuration. Dispatching includes active and passive forms.
For active dispatching, the dispatcher makes predictions based on personal experi-
ence before an event occurs, and then the current operating mode of the power sys-
tem is actively changed. Then, the dispatcher usually directly issues commands to
the event analysis system, thus triggering a corresponding event. In passive dispatch-
ing, dispatchers mainly confirm smart decision-making by configuring the SEMS’s
behavior patterns, the specific configurations of which include the operation mode
(open/closed loop), types and triggers of events, event-dispatching strategy, and con-
straints of smart decision-making.

Dispatchers, who obtain their knowledge and experience from years of educa-
tion and operation practices, are living “expert systems.” The “expert system” formed
by dispatchers’ wisdom has the highest decision-making authority in the dispatching
system, both now and in the future. For example, airliners are equipped with ad-
vanced and perfect autopilot systems, and the captain serves only as a supervisor
without monitoring when the flying state is set to “automatic”; however, the captain
has the right to keep the airliner in a flying state, and then all the control orders are
executed by the captain.

Figure 8.4: Diagram of the decision-making system for dispatchers.
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8.4 The event analysis model in the SEMS

It was noted in Chapter 2 that this book discusses only three types of indices
with decisive significance for power system operation: the security and stability
index I1, power quality index I2, and low energy consumption index I3. Corre-
spondingly, three categories of events (i.e., security and stability events, power
quality events, and low-energy events) are discussed in this book. Regarding se-
curity and stability events, we focus on voltage security events and active power
security events. Regarding power quality events, we introduce node voltage
quality events mainly. Regarding low-energy events, we introduce network loss
economic events and generation cost economic events, mainly. These five events
are the most common and significant events with the highest frequency of
occurrence.

This book discusses five types of analysis models. The models can be used to
determine whether there is an event and, if so, what kind of event is happening.
Section 8.5 discusses the processing model for these events (i.e., how to eliminate
these events). The following is a brief introduction.

8.4.1 Evaluation of security and stability events

8.4.1.1 Voltage security event
It is assumed that Vr,Qr are the voltage and reactive power, respectively, of key
node r. When the distance from the real-time status point of key node r (Vr,Qr) to
the boundary of the voltage stability region is less than the given threshold, a volt-
age security event occurs. The expression of this event is

ðVr,QrÞ ∉VSr (8:1)

where VSr is the voltage stability region of key node r and can be described by the
shortest distance between it and the boundary of the voltage stability region. The
calculation method was discussed in Chapter 5.

8.4.1.2 Active power security event
When the power flows of lines are overloaded, an active power security event oc-
curs. This event is expressed as:

Pij > Pmax
ij (8:2)

where Pij is the power flow of the overloaded circuit and Pmax
ij is the limit of the

circuit.
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8.4.2 Evaluation of power quality events

When the node voltage is not within the limit, a voltage quality event occurs at the
node and is expressed as:

Vr ∉ ½Vrl,Vrh� (8:3)

where Vr is the amplitude of the voltage of key node r, and Vrl and Vrh are the lower
and upper limits, respectively, of the node voltage.

8.4.3 Evaluation of economic operation events

8.4.3.1 Network loss economic event
When the gap between the real network loss of the system and the minimum net-
work loss, calculated by the optimal power flow, exceeds the given threshold, a net-
work loss economic event occurs. The expression is

Lossreal − Lossopt > εloss (8:4)

where Lossreal is the real network loss; Lossopt is the network loss produced by the opti-
mal power flow, the objective of which is the minimum network loss; and εloss is the
threshold, which is usually given based on the operation experience of the dispatchers.

8.4.3.2 Generation cost economic event
When the gap between the system’s real (actual) generation cost and the minimum
cost that the optimal power flow calculation can achieve (when the difference be-
tween the actual cost of the generation of the system and the minimum cost that
can be achieved by the optimal power flow calculation) exceeds the threshold, a
generation cost economic event occurs. The expression of this event is:

Freal − Fopt > εf (8:5)

where Freal is the real generation cost; Fopt is the calculation result of the optimal
power flow, the objective of which is the minimum generation cost; and εf is the
threshold, which is usually given based on the operation experience of the dispatchers.

8.5 The event processing model in the SEMS

Section 8.4 discusses the analysis model for five types of events: voltage security
events, active power security events, node voltage quality events, network loss eco-
nomic events, and generation cost economic events; the present section discusses
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the handling model for these events. The role of the event processing model is as
follows: to complete the ε transformation, based on the obtained true state set
XTSðtÞ, for sets of different types of events EZðZ = I, II, IIIÞ, and to transform EZ into
the corresponding control command CZ using a reasonable, effective algorithm.

Instead of dispatching active power and reactive power separately in traditional
dispatching, the SEMS emphasizes, comprehensively and collaboratively, exploit-
ing all the controllable resources to achieve the optimal dispatching results. There-
fore, it is necessary to solve a variety of OPF problems. A brief introduction is given
in the following.

8.5.1 Security and stability event processing

8.5.1.1 Voltage security event
It was noted in Section 8.4 that when the distance from the real-time status point of
the key node r to the boundary of the voltage stability region is less than the given
threshold, a voltage security event occurs. Then, it is necessary to adjust the sys-
tem’s conditions so that the distance from the real-time status point of the key node
r to the boundary of the voltage stability region is maximized after the adjustment.
Thus, an optimization model is developed as follows:

max f ðVpv, r,Qpv, rÞ
s.t. gðx,Vpv,C, LÞ=0

Vi, min ≤Vi ≤Vi, max, i= 1, 2, � � � , nbus
Pl, min ≤Pl ≤ Pl, max, l= 1, 2, � � � , nbranch
QGi, min ≤QGi ≤QGi, max, i= 1, 2, � � � , ng
PGi, min ≤PGi ≤PGi, max, i= 1, 2, � � � , ng

(8:6)

where ng is the number of generation units; nbus is the number of nodes; nbranch is
the number of branches; nc is the number of capacitors; nL is the number of reac-
tors; the voltage vector of generation units is Vpv = Vpv, 1,Vpv, 2, � � � ,Vpv, ng

h i
; the

switching vectors of capacitors C= C1,C2, � � � ,Cnc½ � and reactors L= L1, L2, � � � , LNl
h i

are controllable variables; x denotes system status, which is a vector that consists of
the voltage and phase angle of each node; gðx,Vpv,C,LÞ=0 is the power flow equa-
tion; Vi, min ≤Vi ≤Vi, max is the node voltage constraint equation; Pl, min ≤Pl ≤Pl, max is
the constraint equation of branch power flow; QGi, min ≤QGi ≤QGi, max is the constraint
equation of the upper and lower bounds of reactive power for the generation units;
PGi, min ≤PGi ≤PGi, max is the constraint equation of the upper and lower bounds of ac-
tive power for the generation units; Vpv, r,Qpv, r are the voltage and reactive power, re-
spectively, of key node r; and f ðVpv, r,Qpv, rÞ is the distance from the real-time status
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point of key node r to the boundary of the voltage stability region. The objective func-
tion maximizes the distance from the real-time status point of key node r to the
boundary of the voltage stability region after the adjustment. The constraints include
the power flow equation, nodes’ voltage constraints, branches’ power flow con-
straints, and generation units’ active and reactive power constraints.

8.5.1.2 Active power security event
An active power security event occurs when the power flow of branches exceeds the
boundary of the power flow. It is necessary to avoid many generation unit adjust-
ments when trying to adjust the power flow of the grid and eliminate this event.
Therefore, the corresponding objective function of the OPF model consists of two
parts: (1) the range of adjustment for the generation units and (2) the extent that the
limits are exceeded. The detailed model is as follows:

min
Xng
i= 1

ðPgi − P0
giÞ

2 +
Xnol
i= 1

ðPli −Pmax
li Þ2

s.t. gðx,PgÞ=0

Vi, min ≤Vi ≤Vi, max, i= 1, 2, � � � , nbus
Pl, min ≤Pl ≤ Pl, max, l= 1, 2, � � � , nbranch
QGi, min ≤QGi ≤QGi, max, i= 1, 2, � � � , ng
PGi, min ≤PGi ≤PGi, max, i= 1, 2, � � � , ng

(8:7)

where nol is the number of branches exceeding the limits; ng is the number of genera-
tion units; nbus is the number of nodes; nbranch is the number of branches; Pli is the
active power flow for branch i; Pmax

li is the active power limits for this branch; Pgi is the
active power output of generation unit i; P0

gi is the active power output before the ad-
justment; x stands for the system status, which is a vector consisting of the voltage and
phase angle of each node; gðx,PgÞ=0 is the power flow equation; Vi, min ≤Vi ≤Vi, max is
the node voltage constraint equation; Pl, min ≤Pl ≤Pl, max is the constraint equation of
branch power flow; QGi, min ≤QGi ≤QGi, max is the constraint equation of the upper and
lower bounds of reactive power for the generation units; and PGi, min ≤ PGi ≤PGi, max is
the constraint equation of the upper and lower bounds of active power for the genera-
tion units. The objective function is to eliminate the active power flow exceeding that of
the branch and to minimize the adjustment amount. The constraints include the power
flow equation, node voltage constraints, branch power flow constraints, and active and
reactive power constraints of the generation units.

8.5 The event processing model in the SEMS 175

 EBSCOhost - printed on 2/14/2023 8:04 AM via . All use subject to https://www.ebsco.com/terms-of-use



8.5.2 Power quality event processing

In the power system, ensuring node voltage quality is an important means of im-
proving the quality of system operation. However, a node voltage may exceed the
upper and lower limits in actual operation, in which case, it is necessary to adjust.
The goals of the adjustment are to ensure that all the nodes’ voltages stay within
the upper and lower limits and to minimize the amount of adjustment of the genera-
tor terminal voltage, capacitance, and reactance. The OPF model is as follows:

min
Xng
i= 1

ðVpv, i −V0
pv, iÞ

2 +
Xnc
j= 1

ðCj −C0
j Þ

2 +
Xnl
k = 1

ðLk − L0kÞ
2

s.t. gðx,Vpv,C,LÞ=0

Vi, min ≤Vi ≤Vi, max, i= 1, 2, � � � , nbus
Pl, min ≤Pl ≤ Pl, max, l= 1, 2, � � � , nbranch
QGi, min ≤QGi ≤QGi, max, i= 1, 2, � � � , ng
PGi, min ≤PGi ≤PGi, max, i= 1, 2, � � � , ng

(8:8)

where ng is the number of generation units; nbus is the number of nodes; nbranch is
the number of branches; nc is the number of reactors; nL is the number of resistors;
the generation unit voltage vector is Vpv = Vpv, 1,Vpv, 2, � � � ,Vpv, ng

h i
; the switching

vectors of capacitors C= C1,C2, � � � ,Cnc½ � and reactors L= L1, L2, � � � , Lnl
h i

are control-
lable variables; V0

pv, i is the voltage of generation unit i before adjustment; C0
i and L0i

are the statuses of capacity group i and reactor i, respectively, before adjustment; x
is the system status, which is a vector consisting of each node’s voltage and phase
angle; gðx,Vpv,C,LÞ=0 is the power flow equation; Vi, min ≤Vi ≤Vi, max is the node
voltage constraint equation; Pl, min ≤Pl ≤Pl, max is the constraint equation of branch
power flow; QGi, min ≤QGi ≤QGi, max is the constraint equation of the upper and lower
bounds of reactive power for the generation units; and PGi, min ≤PGi ≤PGi, max is the
constraint equation of the upper and lower bounds of active power for the genera-
tion units. The objective function is to minimize the adjustment amount. The con-
straints include the power flow equation, nodes’ voltage constraints, branches’
power flow constraints, and generation units’ active and reactive power constraints.

8.5.3 Economic event processing

8.5.3.1 Network loss economic event
In terms of the economy, the objective of reactive power control is to reduce network
loss, mainly through the rational allocation of reactive power sources in the sys-
tem (dynamic reactive power devices and static reactive power devices, including
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capacitive and reactance devices). Therefore, the objective function of the estab-
lished OPF model also minimizes the system losses. The model is given as follows:

min PlossðVpv,C,LÞ
s.t. gðx,Vpv,C, LÞ=0

Vi, min ≤Vi ≤Vi, max, i= 1, 2, � � � , nbus
Pl, min ≤Pl ≤ Pl, max, l= 1, 2, � � � , nbranch
QGi, min ≤QGi ≤QGi, max, i= 1, 2, � � � , ng
PGi, min ≤PGi ≤PGi, max, i= 1, 2, � � � , ng

(8:9)

where ng is the number of generation units; nbus is the number of nodes; nbranch is the
number of branches; nc is the number of capacitors; nL is the number of reactors; the
vector of generation unit voltages is Vpv = Vpv, 1,Vpv, 2, � � � ,Vpv, ng

h i
; the switching vec-

tors of capacitors C= C1,C2, � � � ,Cnc½ � and reactors L= L1, L2, � � � , Lnl
h i

are controllable
variables; x is the system status, which is a vector consisting of each node’s voltage
and phase angle; gðx,Vpv,C,LÞ=0 is the power flow equation; Vi, min ≤Vi ≤Vi, max is
the node voltage constraint equation; Pl, min ≤Pl ≤ Pl, max is the constraint equation of
branch power flow; QGi, min ≤QGi ≤QGi, max is the constraint equation of the upper and
lower bounds of reactive power for the generation units; and PGi, min ≤PGi ≤ PGi, max

is the constraint equation of the upper and lower bounds of active power for the gen-
eration units. The objective function is to minimize network losses. The constraints
include the power flow equation, node voltage constraints, branch power flow con-
straints, and active and reactive power constraints of the generation units.

8.5.3.2 Generation cost economic event
In the active power control of power systems, the economic requirements rely
mainly on the generation costs. The corresponding OPF model is as follows:

min
Xng
i= 1

fiðPgiÞ

s.t. gðx,PgÞ=0

Vi, min ≤Vi ≤Vi, max, i= 1, 2, � � � , nbus
Pl, min ≤Pl ≤ Pl, max, l= 1, 2, � � � , nbranch
QGi, min ≤QGi ≤QGi, max, i= 1, 2, � � � , ng
PGi, min ≤PGi ≤PGi, max, i= 1, 2, � � � , ng

(8:10)

where ng is the number of generation units; nbus is the number of nodes; nbranch is the
number of branches; Pgi is the active power output of generation unit i; x is the

8.5 The event processing model in the SEMS 177

 EBSCOhost - printed on 2/14/2023 8:04 AM via . All use subject to https://www.ebsco.com/terms-of-use



system status, which is a vector consisting of each node’s voltage and phase angle;
gðx,PgÞ=0 is the power flow equation; Vi, min ≤Vi ≤Vi, max is the node voltage con-
straint equation; Pl, min ≤Pl ≤Pl, max is the constraint equation of branch power flow;
QGi, min ≤QGi ≤QGi, max is the constraint equation of the upper and lower bounds of re-
active power for the generation units; PGi, min ≤PGi ≤PGi, max is the constraint equation
of the upper and lower bounds of active power for the generation units; and fiðPgiÞ is
the generation cost of generation unit i when the output is Pgi. The objective function
is to minimize the generating cost of the whole system. The constraints include the
power flow equation, nodes’ voltage constraints, branches’ power flow constraints,
and generation units’ active and reactive power constraints.

8.6 Controllable resources of the SEMS

The goal of the SEMS is to realize multi-index optimality-approximating operation;
thus, it is necessary to regulate all the controllable resources in the system under
the guidance of power system hybrid control theory.

What are the controllable resources? Strictly speaking, all possible means of
changing the system operation status can be treated as controllable resources.
Then, the use of controllable resources should be unified, coordinated, and made
optimal.

What are the controllable resources within the system? Narrowly speaking, the
regulation of the power system is realized by reasonable regulation of various types
of power system equipment, and this approach can ensure the security, stability,
quality, and economy of the power system. In this sense, the controllable resources
include the active and reactive power of generators, FACTS equipment of substa-
tions, static volt-ampere (var) generator (SVG), SVC, capacitors, and transformer
taps. Additionally, a power load with demand-side response ability, the breaking
data of multiple voltage levels, the “opening and closing” of switching devices, etc.,
can be treated as controllable resources. Generally, the regulation of the power sys-
tem is realized by rational planning and allocation of electrical power equipment.
In this sense, the controllable resources of the power system include not only the
above-described resources in anarrowsense but also theplanning and construction
of power equipment and primary energy (such as wind, hydro, natural gas, and
coal resources).

The differences in action time between different controllable resources are very
large. For example, a circuit breakermay achieve operationwithin 0.1 s, but starting
up a thermal generation unit takes hours. Furthermore, it takes several months to
achieve annual/seasonal regulation of the reservoir storage capacity of hydropower
stations. Therefore, regulation at different time scales requires the implementations
of different resources. For example, in real-time dispatching, the main consideration
is the active and reactive power of generation units. However, in annual dispatching,
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the main consideration is the annual/seasonal regulation of the reservoir storage ca-
pacity of hydropower stations. Figure 8.5 illustrates the response times of common
controllable resources.

The controllable resources in the system are numerous. They are introduced by the
following classifications.

8.6.1 Classification by the information utilized in system control

Power system control can be classified by the information used in system control
into global control and local control.

Local control means that devices are controlled by using local information. The
advantages are that the design is simple and the regulations is quick. A disadvan-
tage is the lack of coordination between interconnected systems; thus, it is difficult
to ensure global optimization. The regulations that belong to local control in power
systems include power system protection, regional automatic generation control
(AGC), generator excitation control, and AGC- and AVC-coordinated regulation of
local units mainly.

Global control means that the power grid is controlled by using the global informa-
tion of the power system. This type of control is generally located in the power control
center. The remote control and adjustment of power equipment are achieved by SCADA/
WAMS. The main control methods belonging to global control are remote AGC and AVC,
cutting machines, load shedding, emergency backup power support, etc.

8.6.2 Classification by the response time of system control

Power system control can be classified by response time into two types: real-time
control and ahead-of-time control (or advanced control and anticipatory control).

Figure 8.5: Actuation time with different control methods in the power system.
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(1) Real-time control is based on real-time information, and the required response
speed of the control equipment is usually several seconds.

(2) Ahead-of-time control uses prediction results for control devices, with an “ad-
vance amount” of time ahead when the operation time of the controlled devices
is relatively long. Thus, unfavorable situations caused by control measures’ lag-
ging behind the development of the power system state can be avoided.

8.6.3 Classification by power system operation status

Power system control can be classified by power grid operation status into preven-
tive control, emergency control, and recovery control.
(1) The stable operation of the power system requires maintaining a certain safety

margin. When the safety margin is insufficient, there are risks even when the
power system is operated under normal conditions. The measures taken to im-
prove the power system stability margin can be called preventive control. As
the above concept shows, preventive control does not require a high response
speed of regulation; thus, power flow adjustment can be used.

(2) After a disturbance in the system, some control measures should be performed
to keep the system operating in a viable operation state and avoid unacceptable
overload or abnormal frequency (or voltage). This approach is called emergency
control. Compared with that under normal circumstances, the response time re-
quirement for emergency control is very stringent. Cutting machines, load shed-
ding, and even emergency splitting may be used, where necessary to ensure the
stability of the system.

(3) Recovery control means a control process to restore the system to the new oper-
ating state in the shortest possible time when a failure, partial load power out-
age, splitting the state, or even a whole network outage happens in the power
system. Therefore, we must develop recovery manipulation plans in advance and
implement them promptly and accurately after incidents. Doing so is the only
way to minimize economic losses caused by large-scale power system blackouts.

8.7 The layered hierarchical structure of the SEMS

To coordinate with a layered dispatching system, an appropriate SEMS should be
developed at each level of scheduling, thereby forming a geographically dispersed,
layered hierarchical smart dispatching automation system.

n the layered hierarchical control system, the general structure of one level of
the system is shown in Figure 8.6. At this level, the system consists of the SEMS
and devices that are controlled by the SEMS, such as stations, plants, FACTS devi-
ces, distributed generation, power load, and lower-level SEMSs. Additionally, the
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system is required to receive control commands from upper-level SEMSs, and ex-
change data and information with SEMSs at the same level. In addition, the system
needs to exchange data with external systems (e.g., a marketing system) at this level.
This information exchange is realized through the data-sharing platform.

It is obvious that the responsibilities of the SEMS should include the following
three parts:
(1) The upper-level SEMSs works (function) as an intermediate layer to execute

control commands from the upper-level dispatching.
(2) For stations and plants controlled by the SEMSs at this level and lower levels,

according to the specific situations, the system can function as a decision-
making level to issue control commands or at an intermediate level, to issue
manipulation commands.

(3) Measurement data and other information are exchanged between the SEMS and
other application systems at the same level.

8.8 Conclusions

In this chapter, the definition, characteristics, components, and structures of the
SEMS are introduced. The event analysis model in the SEMS and the corresponding
event processing logic are introduced.

In summary, the SEMS is an engineering implementation of an SPS in dispatch-
ing control. The SEMS is integrated by using key SPS technologies, such as hybrid

Figure 8.6: Layered hierarchical structure of the SEMS.
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control methods, standards-based system operation indexes, data analysis, and opti-
mized control algorithms. Therefore, when a large power system is upgraded to an
SPS, the SEMS of dispatch centers (or stations) at all levels must first be established.
The power system technology innovation practices in any country, region, or commu-
nity will verify this assertion. This approach is the only way to realize the future DPS.
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Chapter 9
Smart grid

9.1 Background

Distribution networks are one of the essential components in the modern power system
for the following reasons: 1) Power companies, including State Grid and China South-
ern Power Grid Company, provide energy services to more than one billion customers,
which are connected to the distribution network. 2) Since the distribution grid is at the
end of the power system network, the total number of transformers and the sum of the
lengths of lines in the distribution grid are much larger than those in the transmission
network. Approximately 60% – 70% of the network losses occur in the distribution
grid.As a result, there is highpotential for reductionof energy loss. 3)Manydistributed
renewable energy resources such as hydro, wind, solar and electric vehicles are located
in distribution networks. 4) Most importantly, daily life of residential users highly de-
pends on reliable power supplies from distribution grids.

Thus, most of the demands and losses occur in distribution networks. The appli-
cations of new renewable energy resource technologies and new techniques typically
start fromdistribution grids. Therefore, there is anacuteneed to improve themonitor-
ing of these distribution grids and enhance the management and operation qualities
by applying advanced technologies to achieve a secure, high-quality, and reliable
power system. Achieving such a system has become the goal not only for power com-
panies but also for national development. To achieve this goal, we must significantly
reform distribution grids and apply almost all the advanced technologies related to
power systems from information technology (IT), industrial control, and manufactur-
ing areas to construct a distribution-side dispatch-smart energy management system
(D-SEMS) so that distribution networks will evolve into real “smart grids.” Therefore,
in this chapter, we discuss in detail what a smart grid (SG) is.

9.2 Definition of a smart grid

A distribution network is a key part of a power system. However, since there are no
large-scale generation units or high-voltage direct-current (HVDC) transmission
lines in this part, this network is purely an alternating current (AC) network. Above
all, a distribution network is still a grid and a part of the power system; thus, the
definition of an SG should be consistent with that of a smart power system (SPS).
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Definition 9.1 An SG is an SPS at a 110 kV voltage level or below.
Definition 9.1 is concise but too brief for readers to understand. Thus, by inserting

the definition of an SPS in Section 1.2.1 into definition 9.1, a more detailed definition
of an SG is given as follows.

Definition 9.2 An SG is an SPS at a 110 kV voltage level or below and is capable of
multi-index optimality-approximating operation.

The optimization results depend on the selected metrics of interest. Then, what
are the similarities and differences between the optimizing indices in SG operation
and the multiple indices in Section 1.2.2? Specifically, both groups of indices are con-
sistent: both cover three primary aspects – I1 (security indices), I2 (quality indices),
and I3 (loss indices). However, compared to the multiple indices in an SPS, these
three indices for an SG are distinctive in terms of specific contents.

First, to meet the essential need to provide electricity to the demand side, an SG
should assign the highest priority to reliability in supplying electricity to customers.
We can connect the reliability metric improvement to a decrease in the average time
of loss of load. In other words, when the average interruption hours of customers
are minimized, the optimal security indices in an SG are achieved.

Second, as mentioned in previous chapters, most losses are from distribution
grids. Thus, a reduction in the network loss can also increase the economic metrics
of an SG. In addition, since there are many small-scale distributed renewable re-
sources in the distribution network, the effective utilization of those units will defi-
nitely improve the efficiency of the power system and reduce the emissions of
polluting gases. Therefore, the economic metrics of the SG include both loss reduc-
tion and emission reduction.

Third, the improvement of electricity quality is an important operational index for
optimal SG operations. On the one hand, the qualified rate of the voltage amplitudes
should increase (the rate should be 100%), and harmonics in the grids should be mini-
mized. On the other hand, avoiding sudden voltage drops and guaranteeing a balanced
energy supply are also important in maximizing the quality of the supplied power.

To achieve the optimal operations of an SG through the three aspects mentioned
above, we need to reform the distribution network infrastructure, improve the dis-
patch and control strategies, and apply advanced techniques so that the distribution
network evolves into an SG.

9.3 Construction of a modernized distribution grid

Currently, the automation level in dispatch and control processes for distribution net-
works is relatively low, and these networks are far from fulfilling the objectives of se-
curity, reliability, and economics required by an SG. We would like to note several
reasons: (1) There is a misunderstanding that only high-voltage, large-scale networks
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require an energy management system (EMS) and that low-voltage distribution net-
works do not. (2) Most of the researchers and management staff in power companies
graduated from colleges and not from power-focused universities. Since these per-
sons pay less attention to distribution networks, they have limited interest in distribu-
tion network development when they are employed full-time at power companies
after graduation. As a result, this situation is not conducive to improving the stand-
ards of distribution grids. (3) Many distribution grids are located in rural areas and
have received less attention, but this situation has largely changed in recent
years. (4) The ideas that people are trapped in ingrained attitudes, that is, voltage
regulation, frequency responses, and load characteristics depend primarily on
large-scale units and hydro plants. Using major thermal power plants for peak
load regulation is not an innovative approach. It is even worse when thermal units
are required for deep peak load regulation, thus increasing their emissions and
lowering their operational efficiency. This approach is purely a temporary solution
that is considered only at the very beginning of distribution network development.
Once all the loads can actively participate in peak load regulation, there is no
need to adopt such an ineffective approach that uses only these thermal power
plants. (5) Since distribution networks cover almost all cities, towns, and rural
areas, a very large investment in the long-term development of distribution net-
works is required. Therefore, there is an acute need for educating people with cor-
rect, up-to-date concepts and knowledge. This need is also one of the purposes of
writing this book. (6) Shortcomings in implementing advanced communication and
IT techniques limit the application of a flexible real-time pricing mechanism and im-
pede the interactivities between the demand side and the power grid. Therefore, to
construct a mature SG, we need to invest in education, public policies, technical
mechanisms, and technology aspects. First, we need to change minds by introducing
advanced dispatch and management methods, improving technical mechanisms, re-
designing regulation policies, and enforcing demand-side management. Then, we
must construct a D-SEMS for the distribution side and foster the interactivities be-
tween the demand side and the power grid to enhance the benefits of considering
load characteristics in dispatch decision-making procedures. Finally, we should up-
date D-SEMS-related theories, techniques, and approaches to improve the closed-
loop control capability of multi-index optimization in power system operations.

9.4 Demand-side management for peak load regulation

The approach and mechanism proposed in Section 9.3 enable the interactivities be-
tween the demand side and power system operation and dispatch procedures,
thereby guaranteeing that the optimization of the power system load curve can still
be achieved even if all major thermal units are disabled for peak load regulation.
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In modern society, electricity is one of the most fundamental productions and
living consumptions. It is better for each customer to be informed of the real-time
prices when they are consuming electrical energy. Thus, electricity price signifi-
cantly affects industrial and residential activities. As electricity prices change over
time, if conditions permit, most industrial, commercial, and residential customers
can make active choices to use electricity during low-price periods or to deliver and
sell their stored energy when the electricity price is high. For example, cash-back
cars and power generation systems based on air energy storage are operated simi-
larly. There is a natural supply-demand relationship in an active electricity market.
Therefore, determining appropriate dynamic electricity prices for different custom-
ers and virtually showing the price curves to the customers will help guide the be-
haviors of these customers and enable comprehensive regulation of the load curves.

Support from both technology and infrastructure is necessary to adjust the whole
system load dynamic characteristics by setting electricity prices. First, we need to apply
advanced IT techniques to economic activities in distribution networks by designing,
constructing, and implementing advanced metering infrastructure (AMI) to monitor de-
mand-side activities in real-time. Then, if we can dynamically publish the electricity
prices for the upcoming hours through the Internet, cable, and the broadcast media,
customers can actively adjust their energy consumption to achieve a desired power sys-
tem operation status. In addition, the system operator can provide the most economical
dispatch strategy, based on the importance and characteristics of different loads. For
example, during high-demand summer periods, setting different price curves and pro-
viding various advices for residential and agricultural electricity consumption can be
done to achieve peak shaving and valley filling. Ultimately, the gradual construction of
a competitive electricity market can encourage customers to participate in electricity
production, and customers can benefit from trading activities.

Based on the above analysis, in future power systems, the load will become the
main aspect in a load characteristic curve control process. We basically need to solve
the most important problem – the differences between peaks and valleys. The solu-
tion to this problem will bring great economic and social benefits. Solving this prob-
lem is the pathway to green development in China.

9.5 Two-sided energy management systems for SGs

The most distinctive difference between an SG and an SPS with a 110 kV voltage level
or above is that an SG directly serves the demand side: all industrial, commercial, and
residential customers. An SG should only provide – not enforce – correct guidance and
suggestions. However, the situation is different in an SPS. For example, automatic gen-
eration control (AGC) and automatic voltage control (AVC) commands sent from a
smart energy management system (SEMS) at the system control center to reset the relay
protection setting values cannot be changed by any staff member of either a power
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plant or a substation; else, the whole power system might be operating in disorder.
This restriction results in the challenge of effectively managing the demand side com-
pared to energy management in high-voltage large-scale power systems. This restric-
tion is also why there has been limited improvement in energy management on the
demand side, even though such improvement has been proposed for years. In sum-
mary, to achieve multi-index optimal demand-side energy management, we need to
build two-sided SEMSs for distribution networks: a user-level smart energy manage-
ment system (U-SEMS) for demand-side energy management and a distribution-level
smart energy management system (D-SEMS) for local dispatch centers.

9.5.1 User-Smart Energy Management System (U-SEMS)

As mentioned above, the most significant benefit from developing an SG is building
an appropriate pricing mechanism to encourage customers to participate in peak load
regulation as the major component. To do so, we need to build a U-SEMS with the
following functions:

1. Data acquisition function
U-SEMS has two means of data acquisition: the U-SEMS can install meters and use
smart domestic appliances to read real-time data – real power, reactive power, voltage,
power factor, and so on; the communication system can exchange information – real-
time price, frequency, harmonics, and so on –with the power system control center.

2. Energy management function
Energy management refers to users being able to adjust their electricity consumption
activities according to appliance statuses, priority lists, needs for energy, and so on.
For instance, when the real-time electricity price is high, we need to guarantee energy
supply to those appliances with highly strict requirements for minimum on/off time or
high priorities. During low-price periods, users can turn on appliances with high en-
ergy consumption, such as heaters and dryers. This operation strategy is similar to
that used in agricultural activities. The storage devices and distributed energy resour-
ces should also be considered and managed in the energy management function, if
installed.

3. Data analysis function
The data analysis function can provide users with a detailed report on their historical
electricity consumption activities and corresponding advice for future improvements.

4. Remote control and adjustment function
This function enables customers to control their appliances and adjust their energy
consumption through an internal communication network. Consequently, customers
can adjust their total electricity consumption according to the power system states.

9.5 Two-sided energy management systems for SGs 187

 EBSCOhost - printed on 2/14/2023 8:04 AM via . All use subject to https://www.ebsco.com/terms-of-use



5. Remote management function
When customers are not at a location, this function enables customers to remotely
monitor their energy usage status, so that electricity consumption activities can be
adjusted and a few unnecessary appliances can be turned off.

6. Advanced functions
The U-SEMS can also install sensor modules to detect human activities and feelings.
For example, when sensors detect no one in a room, the system can automatically
turn down or turn off some appliances. By collecting the historical electricity usage
data of customers, the U-SEMS can also build a specified energy consumption model
and optimize the model through techniques such as generating a set of advices to im-
prove energy consumption and save energy.

In addition, these collected data can be uploaded to the system control center
for further utilization, such as the characterization of local energy consumption.
These analysis results can help in building an optimal plan for network planning,
electricity pricing, and equipment maintenance schedules. Thus, we can improve
network efficiency, minimize loss, and so on.

9.5.2 Distribution-Smart Energy Management System

Once we notice the importance of distribution network improvement for maximizing
social welfare, we will agree that an energy management system (EMS) is useful not
only in high-voltage grids but also in low-voltage distribution networks. The same is
true for both urban and rural areas.

The construction of a D-SEMS still aims to enable the distribution network to achieve
multi-index operational optimality. Similar to a SEMS, a D-SEMS also has three opera-
tional metrics – I1 (security indices), I2 (quality indices), and I3 (loss indices).

High security refers to a reduction in the average outage time of customers. Spe-
cifically, for the most important customers, we need to utilize specific control, self-
recovery, and restructuring methods to guarantee that the outage time is close to zero,
in one year.

High electricity quality means that the voltage levels, sudden voltage drops,
and voltage harmonics at each node meet the national and industrial requirements.

Network loss minimization helps us operate power systems in an environmen-
tally friendly way. Ten percent of the total produced energy is consumed via net-
work loss, of which 60% ~ 70% occurs in a low-voltage distribution network (such
as the driver devices for large or medium-sized motors with no frequency control
modules). If we operate the distribution network through the D-SEMS, we can ob-
tain the optimal power flow solution for the distribution network and smart reactive
power compensation to lower the loss by approximately 2%. Therefore, we can save
200 billion kWh per year, which is not negligible.
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Specifically, the three metrics of interest are consistent for both power systems
and distribution networks. However, due to the very large differences between
large-scale systems and low-voltage distribution networks, there are various stand-
ards for each metric. The theories, approaches, network structures, and ideas for
constructing D-SEMSs like smart wide area robots (S-WARs) are the same as the de-
scriptions in Chapter 2.

As mentioned in the above sections, it is more complicated to build SEMSs for
distribution networks than for large-scale systems. Thus, to construct the D-SEMS, a
few new techniques need to be developed with some novel characteristics.

9.6 Implementation of new techniques for the development
of SGs

To obtain multi-index optimal operations, an SG must utilize advanced computer
devices and information systems for replacing manual controls to realize automatic
closed-loop control of distribution grids. Thus, we need to keep developing new
techniques, new approaches, and new equipment to enrich the control methods for
distribution networks and improve network automation levels.

Currently, there are several new techniques for constructing SGs:
(1) Distributed energy resources (including wind farms, solar plants, tidal energy

resources, biogas generation units, and so on) and cooling-heating-electricity
cogeneration plants.1 In the current energy flow system, we can utilize multisite
distributed conventional units and renewable energy resources with capacities
no greater than 200 MW to form cooling-heating-electricity cogeneration plants.
This method provides a new direction for efficiency improvements and emis-
sion reductions.

(2) Storage techniques, consisting primarily of mechanical, electrochemical, electro-
magnetic, and phase-change cells. The advantages of these storage devices in-
clude the following: (a) The characteristic curve of system load is improved. This
improvement will be important in peak-load shaving. (b) The difficulties in inte-
grating distributed energy resources into the power system are reduced. The ap-
plication of storage devices can mitigate the uncertain fluctuations caused by
renewable energy resources. (c) The reliability of the energy supply to high-prior-
ity users is improved; in high-priority cases, equipment and other materials could
be harmed with a loss of power even for only a short period. When a power

1 The authorities in some areas mandate that all units with capacities lower than 200 MW be put
offline and destroyed to demonstrate their determination to reduce emissions. However, we do not
think this is the most effective solution. Instead, we can use these plants to replace heat generation
units of equivalent capacities for heat generation during winter periods. Thus, we can actually
achieve the low-emission goal.

9.6 Implementation of new techniques for the development of SGs 189

 EBSCOhost - printed on 2/14/2023 8:04 AM via . All use subject to https://www.ebsco.com/terms-of-use



outage occurs and the emergency energy supply cannot respond in time, the en-
ergy storage power sources can be used to supply power quickly.

(3) Economic incentive technology, such as smart appliances, demand-side man-
agement, and time-dependent pricing mechanisms. These techniques motivate
users to participate in peak-shaving and valley-filling activities, according to
time-varying prices.

(4) Innovative control strategies for distribution network management, including
virtual generation plants and microgrids: Virtual generation plants combine
many distributed energy resources for commitment and dispatch. A microgrid
integrates generation units, loads, storage devices, and control modules to con-
struct a controllable unit such thatwe can supply heating, cooling, or electricity
and implement the commands from the power system control center. User mon-
itoring can be strengthened by AMI. Additionally, users can obtain relevant in-
formation to adjust the operation status of generation and distribution
networks by monitoring; making such adjustments is beneficial to both users
and power grids.

In summary, to control a distribution network such as a smart wide area robot and
achieve an SG, we must upgrade current electric equipment and communication
networks. We also need to widely apply distributed generation units, storage devices,
economic incentive resources, and innovative distribution network control strategies
to automatic, closed-loop, optimal operations for distribution grids, as described for
the D-SEMS and U-SEMS.

9.6.1 Utilization of renewable energy resources

Conventional units use fossil fuels as energy resources for electricity production,
thereby causing serious pollution problems. Thus, people are paying increasing at-
tention to the development of renewable energy resources. Compared to conven-
tional generation units, distributed energy resources refer to cooling/heating/power
supply systems that are small-scale (several kW to 50 MW) and are sparsely distrib-
uted among distribution networks.

Distributed energy resources refer primarily to solar, wind, tidal, and biogas
generation units and a few cooling/heating/power cogeneration plants. Storage de-
vices are also a type of distributed energy resource. Here, we need to pay sufficient
attention to the massive utilization of storage devices because storage devices are
relatively expensive, and the life cycle of typical batteries is approximately 5 –
6 years. These storage devices cause additional harm to the environment. High-den-
sity batteries can also be applied as uninterruptible power supply (UPS) devices for
high-priority users such as hospitals and military sites.
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(1) Aside from hydroelectric power, wind power is the most important and economical
renewable energy source, with an annual incremental installation rate of 24.7%
from 2003 to 2007 and a total capacity of 94 GW by 2007. Approximately 1% (200
billion kWh) of the global energy consumption is supplied by wind energy resour-
ces [84]. However, wind power is uncertain, variable, and intermittent, with an an-
nual utilization factor of approximately 2,000–2,500 h per year.

(2) Solar power is widely available, clean, and secure, thus making it one of the
most promising renewable technologies. However, the energy density of solar
irradiation is very low, and the installation costs of solar plants are relatively
high. In addition, solar plant performance depends heavily on weather condi-
tions, with no output at night. These characteristics limit the development and
implementation of solar plants. However, some areas that are unsuitable for ag-
riculture – areas in Tibet, Xinjiang, and Inner Mongolia and on rooftops in
coastal cities of China – are the best places for utilizing solar energy.

(3) Fuel cells are clean and quiet and have high energy conversion efficiency
(45% ~ 60%), a high energy density, a short response time, quick start-up, zero
emissions, and other advantages. Fuel cells can be used for portable energy sup-
plies, electric vehicle storage components, and so on. Fuel cells can supply en-
ergy in both centralized and distributed ways [85, 86].

(4) Tidal energy resources use potential and kinetic energy during tidal activities
for electricity production. Biogas generation units convert biomass into biogas
for burning and generating energy. Compared to other distributed energy tech-
nologies, tidal and biogas energy resources are two new distributed generation
techniques with limited application due to their locational dependences. The utili-
zation of biogas is very important for users in rural areas and has resulted in a new
research topic. We can use biological enzymes to generate biogas from waste, and
a few byproducts can be processed further and used as fertilizer. These benefits are
of great interest to researchers in biology and chemistry.

(5) Gas turbine cogeneration units fully use fossil fuels for cooling, heating, and
electricity supplies. In addition to the electricity generated, the systems also
output waste heat for heating and cooling. This technique is relatively mature
and cost-effective and can be used widely.

In the following sections, we give a brief overview of the renewable energy technol-
ogies mentioned above.

9.6.1.1 Wind power
Wind power is an environmentally friendly renewable energy source. Abundant
wind energy is available and can be harvested for electricity production, across
China. Based on the up-to-date survey results published by the State Meteorological
Administration, the total available electric energy from wind power is approximately
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400 GW, with 250 GW on land and 150 GW from offshore. Reports indicate that the
total installed wind power capacity may reach 100 GW by the end of 2020 and
300 GW by the end of 2030. The annual utilization hours will increase from 150 h to
2,500 ~ 3,000h. Areaswith abundantwind power are usually far away from load cen-
ters and located in relatively weak power grids. At the end of 2009, the cumulative
installed wind capacity was less than 26 GW, supplying less than 1% of the national
demand. There are many studies on how to effectively integrate more wind farms into
the grid during the construction of SGs and SPSs.

Based on the scales and utilization approaches, there are two types of wind
farms: off-grid wind farms and grid-connected wind farms. Off-grid wind farms are
not necessarily connected to power grids and typically meet local demands, such as
offshore drilling platforms, which are not connected to any power system. For a
consistent and reliable power supply, it is better to install solar plants and storage
devices to construct a stand-alone microgrid. However, the initial construction of
such a microgrid always depends on financial support from the government.

Grid-connected wind farm technology became a major force after 1990 and had
two distinctive types: 1) A few grid-connected wind farms are integrated into the
power system, and they are connected to local distribution networks with voltage
levels lower than 35 kV. These wind farms are typically dispatched by the control
center, together with local small-scale hydro plants. Hainan Province is planning to
adopt this technique. 2) Other grid-connected wind farms are large-scale and supply
electricity to grids through high-voltage transmission networks with voltage levels
higher than 110 kV. The capacities of these wind farms are usually n × 100 MW or
n × 10 GW. Most areas with abundant wind energy are located in northern or west-
ern China and are always far from load centers. The wind farms in Gansu, Inner
Mongolia, and Xinjiang Provinces are of this type.

As the details of wind turbine design and manufacturing are outside the scope
of this book, we discuss electricity quality issues with the increasing penetration of
wind power below.

The n × 1000 MW wind farms installed in Inner Mongolia and/or n × 10 GW
wind farms installed in Gansu Province are two of the largest wind energy resources
worldwide. The integration issues in these wind farms pose new challenges to the
systemoperators.Thesechallengesarenotdifficult tosolve.However, thedevelopment
of wind power is increasing too quickly, so we have not had a chance to consider these
issues. Figures 9.1 and 9.2 illustrate two different control and operation strategies for
power systems with installed wind power. A coordinative control strategy for gas tur-
bine units, wind, and hydropower is shown in Figure 9.1. In addition, Figures 9.2 and
9.3 show operation approaches to mitigate the impacts of wind power uncertainty on
the power balance and the system frequency. As shown in Figure 9.2, if there are
insufficient gas turbine units and hydro plants installed in power system A, we
must have enough gas and hydro power plants in the external grid for regulation.
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Based on the centralized control strategy provided in Figure 9.2, PG and PHy are
determined by the SEMS of system A. When PW increases or decreases during the pe-
riod ½T;T þ ΔT�, the wind power deviation ΔPW , the system frequency f, and the rate
of change in the system frequency df

dt

� �
change correspondingly. We refer to EW as

the contingencies caused by significant wind power fluctuations, namely:

EW ¼ EΔPW ;EΔf ; Ef
� �

(9:1)

The command conversion ε ·ð Þ is used to eliminate the contingencies EW such that
the frequency deviation can be maintained within the interval of −0.2% ~ 0.2%.

As shown in Figure 9.3, the operational status information from large-scale wind
farms, hydro plants, and gas turbine units is sent to both the SEMS (A) and the infor-
mation-sharing platform installed in the self-control systems. The SCADA system and
state estimator in the self-control systems analyze whether PWj j is within the thresh-
old values. If not, a contingency signal EW is triggered, and the corresponding control
signal CW is generated to regulate the output of the hydro and gas turbine units, such
that the frequency deviation is maintained within –0.2%~ 0.2%. However, the internal

Figure 9.1: The coordinative operations of large-scale wind farms, hydro plants, and gas turbine units.

Figure 9.2: Centralized control strategies for a SEMS to manage wind power fluctuations.
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hydro and gas turbine units are still under the control of the SEMS (A). Thus, the pro-
posed control strategy mitigates the burdens on the SEMS (A).

Both proposed strategies are feasible and require the implementation of wind
forecasts, data visualization techniques, and other ancillary services.

9.6.1.2 Solar power
The total solar power reaching the Earth’s atmosphere is reportedly 173,000 TW, of
which 81,000 TW can reach the ground [87]. If we collect all the solar energy reaching
the ground for just one hour, the collected energy could supply the yearly demands of
all human beings. In addition, solar power plants require relatively low water usage
and do not emit any greenhouse gases. Consequently, many countries and districts are
urging the development of solar techniques for supplying electricity demands and mo-
tivating economic development. A sizable investment from these authorities is used to
support solar techniques, such as reducing installation/maintenance costs and improv-
ing solar plant performance. Research reported by the European Photovoltaic Industry
Association (EPIA) indicates the rapid development of the solar power industry within
the last decade, with a strictly increasing annual development rate [88]. From 1998 to
2008, the cumulative installed solar plant capacity increased by 30% annually, on
average. In the solar power forecast report provided by the International Energy
Association (IEA), 1% of the total energy consumption worldwide is predicted to come
from solar plants by the end of 2020, and this will increase to 20%~ 25% by 2050 [89].

China has vast amounts of solar energy across the country. The total solar en-
ergy received by land in China is forecasted to be approximately 14.7 billion GWh.

Figure 9.3: Diagram of frequency regulation for power systems with large-scale wind farms.
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This value is equal to 4,900 billion tons of standard coal. The annual solar energy
received by land at different locations in China varies from 335 ~ 837 kJ/cm2 with a
median value of 586 kJ/cm2. Based on the solar energy distribution over the land in
China, Tibet, Tsinghai, Xingjiang, the southern part of Inner Mongolia, Shanxi, the
northern part of Shan’xi, Hebei, Shandong, Liaoning, the western part of Jilin, cen-
tral and southwest Yunnan, the southeast of Guangdong, the southeast of Fujian,
the eastern and western parts of Hainan, the southwest of Taiwan, and some other
areas have relatively high solar energy available for harvesting. Specifically, com-
pared to other areas, the plateau area in Tibet has more solar energy due to the
area’s thin and clear atmosphere, high transparency, low latitude, and long sun-
rise-to-sunset periods. On the other hand, the total area of wilderness in China is
approximately 1.08 million km2, of which 0.85 million km2 are desert, desert lands,
and semidesert lands. We assume that a 50 MW solar plant requires a 1 km2 area
and that the total installed solar capacity will be 10 GWby 2020; if solar plants total-
ing 6 GW are sited in the wilderness, an area of only 120 km2 (0.015% of the total
area of the wilderness) is required. Therefore, the natural conditions in China are
definitely advantageous for the development of solar energy resources (particularly
large-scale grid-connected solar plants). With the implementation of renewable en-
ergy rules and a few other related policies, the contribution of solar energy resour-
ces has become increasingly significant. In 2010, the incremental solar capacity was
higher than 500 MW. From 2011 to 2020, China’s cumulative installed photovoltaic
capacity has increased from 3GW to 252.5GW. According to the National Energy Ad-
ministration, as of June 30, 2021, China’s cumulative installed photovoltaic capacity
has reached 267GW, a surge of 8800% in ten years.

Similar to the categorization of wind farms, we can also classify solar energy re-
sources into two distinct types: off-grid and grid-connected. Off-grid solar plants are
used primarily to supply electricity to rural areas, coastal military forces, and street-
lights. Based on whether the solar plants are equipped with storage devices, we can
divide grid-connected solar plants into dispatchable and nondispatchable solar energy
resources. The deviations from forecasts of the power output for nondispatchable solar
plants are balanced by the power systems. Dispatchable solar plants can mitigate the
variation and intermittency of the output by using installed storage devices. With the
development of storage technology, increasing attention has been given to dispatch-
able solar energy resources.

Currently, there are two major methods of converting solar energy into electric-
ity: the first approach, namely, a solar thermal power plant, converts solar energy
into thermal energy, which is used to generate electricity. The second approach,
called photovoltaics, utilizes photoelectric cells to convert solar energy directly into
electrical energy. Due to the decreasing costs of semiconductor components and the
development of photoelectric materials, photovoltaics are widely used in solar
plants in the absence of steam generators or turbines.
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Photoelectric cells are components that use PN junctions in semiconductors to
convert solar energy into electricity. This energy conversion is called the photovol-
taic effect. Due to the voltage and capacity limits of a single photovoltaic cell, many
photovoltaic cells are connected in parallel and in series to supply energy. Silicon
batteries and thin-film batteries are the two primary categories of photovoltaic bat-
teries. Silicon batteries can be further divided into monocrystalline silicon and poly-
crystalline silicon batteries. Their conversion efficiency is typically approximately
15% (in some, efficiencies are above 25%). However, silicon batteries are relatively
expensive to produce, even though they occupy the highest market share. Thin-film
photovoltaic batteries have relatively low efficiencies ranging from 5% to 8%. Their
production costs are also relatively low compared to those of silicon batteries. In
recent years, the conversion efficiencies of silicon batteries, such as for amorphous
silicon cells and cadmium telluride cells, have significantly improved. These cells
find application in desertified (desert) lands that have sufficient solar energy.

Half of solar cell production costs arise from highly purified silicon. Due to im-
perfect competition in the silicon market, silicon battery production costs continue
to increase with limited future reduction possibilities, and this aspect negatively
affects the development of silicon battery technology. Although China is the coun-
try with the highest production of silicon batteries, most of the production comes
from small-scale, low-efficiency, and highly polluting manufacturers. China has
become the primary source of silicon photovoltaic batteries for Europe. Europe is be-
coming cleaner, but the pollution in China has worsened. Determining how to change
this state is a problem worthy of discussion. The key to developing solar plant techni-
ques is to improve the performance of photoelectric materials. Even though thin-film
photovoltaic batteries have low efficiencies and short life, the implementation of
cryogenic techniques lowers the energy loss in these batteries. The utilization of other
inexpensive materials further stabilizes their production costs. Since there are few
constraints on large silicon producers, their production costs are easily controlled.

The future development directions and strategies for solar cells are as follows:
1) The first is to develop silicon batteries with higher conversion efficiencies and a
longer life (20–25 years). The products are exported mainly to Europe and America
to earn foreign exchange and achieve a stable level of employment in China. However,
we need to note that this strategy will make Europe cleaner and lead to more pollution
in China, without the development of hydro and nuclear plants. 2) The second is to de-
velop amorphous silicon cells with both higher conversion efficiencies and lower pollu-
tion. These plants are installed primarily in Inner Mongolia, Xinjiang, Tibet, and a few
other areas. 3) The third is to improve the performance of photovoltaic materials with
higher conversion efficiencies and lower costs.
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9.6.1.3 Fuel cells
Fuel cell technology, proposed by G. R. Grove in 1839, converts chemical energy
from the electrochemical reactions between hydrogen/natural gas/coal gas and oxi-
dants into electric energy.

When fuel cells produce electricity, the reactants are sent to the positive and
negative electrodes that are separated by an electrolytic liquid. Due to the electro-
chemical reactions between hydrogen/natural gas/coal gas and oxidants, electrons
are transferred through the electrolytic liquid, thus resulting in a potential differ-
ence between the positive and negative electrodes. The potential difference creates
an external voltage; thus, a current flows in the external circuit. The energy produc-
tion process is illustrated in Figure 9.4.

Based on the types of electrolytic liquids, we can categorize fuel cells into alkaline
fuel cells (AFCs), phosphoric acid-type fuel cells (PAFCs), molten carbonate fuel cells
(MCFCs), solid oxide fuel cells (SOFCs), and proton exchange membrane fuel cells
(PEMFCs) [86]. Based on the temperature under normal working conditions, AFCs
(100 °C), PEMFCs (100 °C) and PAFCs (200 °C) are low-temperature fuel cells, while
MCFCs (650 °C) and SOFCs (1,000 °C) are high-temperature fuel cells.

Currently, AFCs are widely applied in space technology, and PEMFCs are used
as vehicle batteries and small-scale energy supplies. The use of PAFCs as medium-
sized energy supplies has been commercialized, and MCFCs have passed industrial
tests. Even though SOFCs are a new fuel cell technique, they represent the most
promising technique, and a few n × 10 kW SOFC devices have been operated under
normal conditions for several thousands of hours.

9.6.1.4 Tidal energy resources
The gravitational force of the moon causes tidal effects that result in periodic rises
and declines in sea level. The energy generated from the rising and declining sea
level is called tidal energy. There are two tidal energy resource technologies. The
first type utilizes geographic landforms to build dams, along which a hydropower
plant is sited to produce electricity. Without the construction of a dam, the second

Figure 9.4: Operating principle of a fuel cell.
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type utilizes ocean currents to generate electrical energy. Most operational tidal en-
ergy resources belong to the first type. China has eight of the first type of tidal
power plants with a total capacity of 6,000 kW and an average annual energy pro-
duction of 100 GWh.

In 2008, the first of the second type of tidal power plant – Seagon – was installed
at the Gulf of Westminster with a capacity of 1.2 MW. Seagon uses ocean currents to
produce energy and is the largest of the second type of tidal energy plant. It was also
equipped with sonar devices developed by Tritech for five years of continuous moni-
toring and detection to investigate the impacts of Seagon on nearby marine organ-
isms. In the absence of dam construction, this technology has limited influence on
the local marine ecosystem.

One of the most significant challenges is dealing with equipment corrosion and
biological attachment problems, since tidal energy plant equipment is immersed in
the ocean. It is also important to study and reduce the influences on local marine
ecosystems.

9.6.1.5 Biomass power plant
Bioenergy is stored in biomass and is a type of chemical energy converted from solar
energy through photosynthesis by chlorophytes. Bioenergy is also a renewable energy
and is typically classified into six categories: a. wood and forest industry waste; b. ag-
ricultural waste; c. marine plants; d. oil plants; e. urban and industrial organic waste;
and f. animal excrement.

Unlike fossil fuels, bioenergy is renewable. Compared to other renewable tech-
nologies, bioenergy is relatively adequate and widely distributed and has broad ap-
plications (it can be converted into many other types of secondary energy such as
electricity generation, heating, and gas/liquid fuel production). In addition, unlike
other renewable technologies, bioenergy is manually controllable; thus, biomass
energy resources are dispatchable resources, which are very beneficial to the reli-
able operation of power systems. With the development of biomass energy resource
technology, biomass power plants will be an important part of the future power
grid. For example, biogas power plants may be a good choice for large pig farms.
Furthermore, urban and industrial organic waste is a good illustration of the use of
waste products, but the emissions must be treated properly.

9.6.1.6 Gas-fueled cooling–heating–electricity cogeneration
Gas-fueled cooling-heating-electricity cogeneration systems [87] mainly adopt gas tur-
bines, gas internal combustion engines, and gas combustion engines as generators.
Waste heat utilization equipment typically includes exhaust heat boilers, vapor absorp-
tion refrigeration machines, water absorption refrigeration machines, and exhaust
absorption refrigeration machines. We can combine different generators and waste
heat utilization equipment to build various gas-fueled cooling-heating-electricity
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cogeneration systems. The major sources of gas are natural gas and gasified coals.
The primary advantages of gas-fueled cooling-heating-electricity cogeneration sys-
tems are as follows:

(1) High utilization efficiency
The current overall efficiency in the electricity industry is below 50%. Energy losses
become larger as transmission distances increase. If gas-fueled cooling-heating
electricity cogeneration systems are installed close to users, electricity production
efficiency will be approximately 40%. With the cooling and heating services pro-
vided by the utilization of waste heat, the overall efficiency can exceed 80%. In ad-
dition, the transmission losses will be reduced by 6% – 7%.

From the energy grade point of view, the electricity from gas-fueled boilers is of
low grade, even though they are more efficient than coal plants. However, 35% of
the electricity generated by gas-fueled cooling-heating-electricity cogeneration sys-
tems is of high grade. Therefore, gas-fueled cooling-heating-electricity cogeneration
systems are much more efficient overall than stand-alone gas-fueled boilers.

(2) Peak-shaving and valley-filling effects on gas and electricity markets
Inmost areas of China, heating is needed duringwinter, and cooling is needed during
summer. The high energy demands during some specific peak periods pose major
challenges to the power grid during the summer season. However, heating devices
are idle in this period. If gas-fueled cooling-heating-electricity cogeneration systems
are adopted, we can use natural gas to provide cooling services and increase gas
usage, thereby resulting in less dependence on air conditioners and lower peak
loads. Therefore, gas-fueled cooling-heating-electricity cogeneration systems can
shave the peaks and fill the valleys for both the electricity and gas markets, by signifi-
cantly increasing the utilization factors of electricity production and heating devices.

Gas-fueled cooling-heating-electricity cogeneration systems are also very cost-
effective and environmentally friendly. Based on reports from the USA, the adoption
of distributed gas-fueled cooling-heating-electricity cogeneration systems can reduce
maintenance costs and emissions by 12% and 22.75%, respectively for office premises,
by 11% and 34.4%, respectively for shopping malls, by 21% and 61.4%, respectively
for hospitals, by 32% and 22.7%, respectively for sports centers, and by 23% and
34.3%, respectively, for hotels.

9.6.2 Storage technology

Storage technology converts electricity into the energy of a different type that can
be conveniently stored. The stored energy can be converted into another form of en-
ergy if needed. Storage technology addresses two issues: how to store massive
amounts of energy and how to quickly complete energy conversion [88].
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Based on the types of stored energy, we can roughly categorize storage technolo-
gies into five types: natural energy storage (such as constructing a dam for storing
water upstream and generating electricity – a dispatchable energy resource), mechani-
cal energy storage (such as pumped energy storage, compressed air energy storage,
and flywheel energy storage), electrochemical energy storage (sodium-sulfur cells,
liquid batteries, and nickel-cadmium cells), electromagnetic energy storage (super-
conducting magnetic energy storage and supercapacitors) and phase-change energy
storage [89, 90].

9.6.2.1 Natural energy storage
Currently, only 23% of all available water resources are used for energy production.
We need to advance the development of the most abundant and concentrated
renewable natural energy resources to mitigate the delay that has resulted because
no large-scale hydropower plant has been approved for construction in the last
seven years. The water resources are mostly distributed among the Nujiang River,
Jinshajiang River, Yalongjiang River, Minjiang River, Jialingjiang River, Hongshuihe
River, Yaluzangbujiang River, and a few other rivers. If all the available water re-
sources are used for electricity generation, the total installed capacity would be 5–6
times higher than that of the Three Gorges Dam, with less stringent immigration
requirements for the implementation of those projects. With limitations on develop-
ing renewable hydropower plants, it is impossible to achieve an environmentally
friendly generation fleet with a significant share of storage devices and renewable
energy resources.

9.6.2.2 Mechanical energy storage
Mechanical energy storage devices convert electricity into mechanical energy, such
as kinetic and potential energy. These devices consist mainly of pumped energy stor-
age devices, compressed air energy storage devices, flywheel energy storage devices,
and so on.

(1) Pumped energy storage devices
Pumped energy storage technology is used for energy storage worldwide, with a
total operational capacity of 90 GW, which is almost 3% of the total power plant
capacity [91].

When electricity demand is low, pumped energy storage devices use electricity
to pump water from a downstream dam to an upstream dam. In contrast, during a
high-demand period, the stored energy resources in the upstream dam are released to
generate electricity. Based on whether there are natural rivers flowing into the dams,
we can categorize pumped storage devices into three groups: pure pumped storage,
hybrid pumped storage, and water transfer pumped storage. A fully charged pumped
storage device typically needs several hours to several days to be fully discharged. Its
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energy conversion efficiency ranges from 70% to 85%. Due to the large capacity of
pumped storage devices, they are used to manage load curves and implement emer-
gency actions.

The construction of both an upstream dam and a downstream dam requires
pumped storage to be sited at specific locations, thereby limiting the development
of pumped storage technology. As a typical form of mechanical energy storage tech-
nology, it should be possible for pumped storage devices to be installed at all loca-
tions satisfying the necessary natural environmental conditions.

(2) Flywheel storage devices
Flywheel storage technology converts electricity into mechanical energy through
the kinetic energy of high-inertia wheels driven by a motor. When a flywheel stor-
age device is discharged, the device releases kinetic energy for driving generators to
produce electrical energy. A typical flywheel energy storage system consists of
high-inertia wheels, a bearing support system, a generator/motor, a converter, a
control unit, a vacuum pump, and a few other ancillary devices. The average power
density and average energy density for current flywheel storage devices are approxi-
mately 5 kW/kg and 20 Wh/kg, respectively. The efficiency of these devices is typi-
cally higher than 90%, with a life of 20 years [92].

The main advantages of flywheel storage devices are their long life (approxi-
mately 20 years or tens of thousands of full charge/discharge cycles), high energy
conversion efficiency (we can further improve the efficiency if a suspension bearing
system is adopted), lack of pollution and noise, strong load tracking capability, and
environmental friendliness. However, the energy/power densities of these devices
are relatively low, and their installation costs are very high. They primarily serve
demands that are between short-term and long-term storage applications, including
primary frequency management and UPSs.

(3) Compressed air energy storage (CAES) devices
Almost 67% of the fuel in common conventional generators is used to compress air.
Consequently, during low-load periods, we can compress massive amounts of air in
advance and store it in abandoned mines, submarine gas storage tanks, caves, or
oil wells. When the load demands increase, we can extract some compressed gas for
electricity generation.

Under the same working conditions and with the same outputs, the gas usage
of generation units with compressed air energy storage devices is 40% lesser than
that of conventional generators. The first commercialized compressed air energy
storage device was installed in Germany in 1978, with a total capacity of 290 MW,
and has been in operation for more than 30 years. Large-scale compressed air en-
ergy storage devices need to be installed at sites with specific geographic structures.
With the development of distribution networks and microgrids, small-scale com-
pressed air energy storage devices with capacities of 8–12 MW are of great interest.
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9.6.2.3 Superconducting magnetic energy storage
Superconducting magnetic energy storage (SMES) technology connects supercon-
ducting coils with power systems through high-power electronic devices. When there
is excess energy in the power system, SMES devices convert electricity into electro-
magnetic energy. The stored electromagnetic energy will be converted into electrical
energy by a rectifier and an inverter to supply power to the grid, when needed. In
other words, a SMES device charges the superconducting energy storage magnets in
advance and controls real/reactive power exchange with the power grid.

Under superconducting conditions, superconducting coils are in operation with-
out any energy loss; thus, their current density is typically higher than that of com-
mon coils by approximately 1–2 orders of magnitude. Therefore, these coils can store
energy for a long period with minimal energy loss and a high current density. The
possible energy loss comes mainly from temperature maintenance and magnetic flux
leakage in the superconducting magnets.

Compared to other energy storage technologies, SMES can realize energy exchange
in four quadrants (+ real + reactive, + real– reactive,– real– reactive, and– real + reac-
tive) with a high conversion efficiency, short response time, and flexible operations.
Initially, SMES was used to manage load curves. Later, SMES was also applied to pro-
vide damping effects, mitigate system electromagnetic oscillation, and improve elec-
tricity quality and reliability.

The primary limitation on the development of SMES devices comes from the per-
formance and cost of the superconducting materials. Currently, there are five genera-
tions of high-temperature superconducting materials: lanthanide superconductors,
Y-system superconductors, bi-system superconductors, thallium superconductors,
and mercury system superconductors. Among these materials, Y-system supercon-
ductors and bi-system superconductors are the most useful [93]. Currently, there is a
significant gap between superconducting magnet performance and the requirements
of SMES, and this gap poses challenges to the commercialization of SMES devices.

Due to its fast response capability and lossless energy conversion process,
SMES technology will be very popular and useful for the development of SGs, once
we significantly improve the performance and reduce the costs of the superconduct-
ing materials.

9.6.2.4 Electrochemical energy storage
Two major categories of electrochemical energy storage devices are supercapacitors
and batteries. They are described as follows:

(1) Supercapacitors
Supercapacitors, also called electrochemical capacitors, are a storage technology
between conventional capacitors and batteries and began to be developed in the
1970s [94].

202 Chapter 9 Smart grid

 EBSCOhost - printed on 2/14/2023 8:04 AM via . All use subject to https://www.ebsco.com/terms-of-use



According to the energy storage mechanism, we can group supercapacitors into
electric double-layer capacitors (EDLCs) and faradaic pseudocapacitors. The charge
separation procedure in the electrodes and the electrolytic liquid leads to the double-
layer capacitance of an EDLC. The capacitance of faradaic pseudocapacitors results not
only from the charge separation procedure in the electrodes and the electrolytic liquid
but also from the electrons generated during the oxidation-reduction reaction in the
electrolytic liquid. Consequently, faradaic pseudocapacitors typically have larger cur-
rents. For example, a faradaic pseudocapacitor using RuO2 has a current 10 – 100 times
larger than that of EDLCs.

Compared to traditional capacitors, supercapacitors have a larger capacity,
higher power/energy density, faster charge/discharge capability, longer life, and
less sensitivity to environmental changes. If the capability of supercapacitors to re-
sist high voltages can be enforced, the performance of supercapacitors can be fur-
ther improved. Due to the high installation costs of supercapacitors, they are used
mainly for short-term, high-output applications, such as start-up support for direct
current generators, dynamic voltage restorers, and improvement of post-contin-
gency dynamic performance and voltage levels.

(2) Batteries
A battery is charged/discharged by the currents generated by oxidation-reduction
reactions between the positive and negative electrodes. Batteries are one of several
widely applied electrical storage systems. The application of storage systems in
power systems requires that storage devices have a large capability, high efficiency,
long life, and low cost. These requirements limit the application of conventional
lead-sulfur batteries, nickel-cadmium cells, and lithium batteries in power systems.
Thus, sodium-sulfur cells and liquid batteries are more suitable for large-scale ap-
plications in power systems.

Sodium-sulfur cells use Na-beta-Al2O3 as the electrolyte and diaphragm, with
sodium and sodium polysulfide at the positive and negative electrode sides, respec-
tively. Theoretically, these batteries can have an energy density of 760 Wh/kg, a
charge/discharge efficiency of almost 100%, and overall conversion efficiency of
80%. A sodium-sulfur battery consists of multiple sodium-sulfur cells with a total
capacity of thousands of kilowatts. Since sodium-sulfur cells are convenient to
transport, store, and install, there are over 100 operational sodium-sulfur battery
systems sited in the USA and Japan. Sodium-sulfur battery technology is the most
mature and promising technology.

Liquid batteries store the positive and negative active substrates in two different
tanks of electrolytes separated by an Ion exchange membrane. The electrolytes con-
taining positive and negative active substrates are transported through the battery by
a liquid feed pump. These batteries are chemical energy devices that were introduced
by L. H. Thaller in 1974 [95]. There are multiple systems of liquid battery technologies.
The electrochemical polarization in a liquid battery is very small, and the deep
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charge/discharge efficiency is approximately 100%. A liquid battery has a relatively
large capacity that can be improved by increasing the number of stored electrolytes
or the electrolyte concentration. Since the electrolyte tanks and the cells can be in-
stalled separately, we can design a liquid battery system of any size or shape based
on local geographic structures.

Currently, sodium-sulfur cells and liquid batteries have been commercialized,
but their development is limited by the current state of these technologies and
costs. With increasing battery capacities and the development of integration tech-
nology, the manufacturing and installation costs can be further reduced. Once long-
term reliability and security tests are passed, hourly or daily storage systems can be
used to improve the stability of renewable energy resource power outputs, modify
load characteristic curves, and provide power in the form of UPSs.

9.6.2.5 Phase change energy storage
Phase change energy storage technology uses the energy exchange during the phase-
change processes of a few materials for energy conversion and storage purposes.
Based on the phases during energy conversion, we can categorize phase change en-
ergy storage devices into four groups: solid-solid, solid-liquid, liquid-gas, and solid-
gas. According to the materials used, there are also inorganic, organic, and hybrid
phase change energy storage technologies.

Phase change energy storage technology is very useful in the space industry,
solar applications, heating and air conditioners, peak load management, waste heat
utilization, seasonal heating/cooling management, food preservation, energy-sav-
ing applications in buildings, agriculture, and so on.

Phase change energy storage technology is an important part of peak load man-
agement approaches for SGs. A storage-based air conditioner technique using phase-
change materials is widely used to manage peak shaving and valley filling globally.
Generally, the storage-based air conditioner technique uses ice or materials with a
transformation temperature higher than 5 °C as phase-change cooling materials. Com-
pared to other peak load management approaches, the storage-based air conditioner
technique using ice has a very low investment cost (approximately 1,200 RMB/kW). In
addition, the storage-based air conditioner technique also has minimal operational
costs and few requirements for location sites. Therefore, the storage-based air condi-
tioner technique shows very large potential to be applied in power systems, on a
large-scale. The USA, Japan, and many European countries began to develop and
widely promote this technique in the 1980s, while China began to introduce this tech-
nique around 1995. For instance, in the Shanghainan railway station, the installed
storage-based air conditioners make ice from 10 p.m. to 6 a.m. the next morning. The
ice, with cooling energy of 22,500 kWh, is used for cooling and results in a savings of
1.225 million yuan (RMB) per year. The Newmart in Dalian also adopted the storage-
based air conditioner technique, and the one-time investment in this technique was
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4.2 million yuan (RMB). The capacity of storage-based air conditioners is reduced by
25%. Under full-load operating conditions, the installed storage-based air conditioners
manage energy totaling 2,765 kWh. The total energy consumption is reduced by
15,000 kWh, and the peak load is reduced by 2,000 kWh (36% of the peak load).
Under half-load operating conditions, the installed storage-based air conditioners
manage energy totaling 5,580 kWh. The total energy consumption is reduced by
12,260 kWh, and the peak load is reduced by 1,324 kWh (60% of the peak load). Fur-
thermore, the installation of storage-based air conditioners lowers the mart’s opera-
tional costs by 11.2%.

In addition, the storage-based air conditioner technique can be applied to uti-
lize the waste heat from generation units by storing the energy using phase change
heating materials for heating in the future. For electric heat storage systems, electric
boilers heat water and store it in a tank with phase change heating materials during
nonpeak load periods. The stored energy in the form of heat will be used to heat the
water, instead of using electricity during high-load periods.

However, the technologies of flywheel energy storage to electrochemical energy
storage are not comparable to natural energy storage and hydropower plants from
both the economic and performance points of view.

9.6.2.6 The largest energy storage system – electric vehicles with double electric
power interfaces

Due to the increasing awareness of global warming and environmental problems,
electric vehicles are of great interest for investment and development in the auto
industry. The integration of many electric vehicles leads to significant operational
flexibility in an SG because the integration of electric vehicles with the power sys-
tem is similar to the incorporation of many distributed energy storage devices,
which serve as controllable resources and help mitigate the uncertainty and inter-
mittency of renewable energy outputs.

In August 2008, the Ministry of Industry and Information Technology of the
People’s Republic of China published the Energy Saving and New Energy Vehicle De-
velopment Plan (2011–2020). This plan notes that the new energy vehicle industry
and market in China will have the largest scale worldwide, in which the number of
new energy vehicles (including plug-in hybrid electric vehicles, blade electric vehicles,
and hydrogen-powered vehicles) will be approximately 5 million, and the number of
hybrid electric vehicles will be approximately 20 million. In other words, the largest
energy storage system in the world will be formed. The typical capacity of the battery
system of an electric vehicle (BYD F3e) is 310 V 120 A · h, and the system takes 10 h and
42 kWh to be fully charged. Due to the imperfect energy conversion efficiency, the total
energy consumption of the battery system will be approximately 45 kWh. Assuming
that there are 20 million such vehicles, the total capacity of the energy storage system
would be 900 million kW or, equivalently, five times the capacity of the Three Gorges
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hydro plant. Even assuming that the efficiency will be as low as 0.2, the energy storage
system will still have the same capacity as the Three Gorges hydro plant. Such a large
energy system will significantly contribute to the energy balance, smoothing renewable
energy power outputs, systemwide optimal controls, and so forth.

During the construction of the largest energy storage system, a decision-maker
should pay enough attention to the following topics:

(1) Construction of battery recharging stations and piles for electric vehicles with
double electric power interfaces

On April 28, 2010, the National Technical Committee of Auto Standardization ap-
proved four national standards – Conductive Charging Interface for Electric Vehicle,
General Requirements for Electric Vehicle Charging Stations, The Communication Pro-
tocol between The Battery Management System of Electric Vehicle And Non-Vehicle
Charger, and Test Methods for Energy Consumption of Light-Duty Hybrid Electric Ve-
hicles. The establishment of these four national standards has fostered the construc-
tion of a comprehensive set of standards for the new energy vehicle industry and
the development of new energy vehicle technology. Specifically, General Require-
ments for Electric Vehicle Charging Stations states that the fundamental functions of
charging stations for electric vehicles should include charging, monitoring, and
measurement; the advanced functions should cover battery charging, battery in-
spection, and battery maintenance. Conductive Charging Interface for Electric Ve-
hicles provides configurable ways of charging electric vehicles.

From the SG point of view, if the largest energy storage system formed by multi-
ple electric vehicles is applied only for charging, the energy storage system can sim-
ply help fill the valleys during low-load periods but cannot help shave the peaks
during high-load periods. Compared to the usefulness of hydropower plants with
peak-shaving and valley-filling capabilities, the usefulness of the energy storage
system formed by multiple electric vehicles would be greatly weakened.

Therefore, the authors suggest that the authorities should establish standards
and development plans for constructing battery recharging stations and piles with
bidirectional electric power interfaces. Constructing battery charging stations and
piles with unidirectional electric power interfaces with later upgrades is a waste of
energy and investment.

(2) Disposal issues for used batteries
The massive number of used batteries is a major challenge to be addressed in the
future since a piece of button cell requires 0.6 million gallons of water. The average
life of a typical electric vehicle battery is approximately 3 to 5 years. The inappropri-
ate disposal of used batteries will negatively affect the environment. We should pay
attention to this issue as soon as possible.

A few developed counties have been exploring the issue of battery disposal
for years, with some useful results and experiences. For example, in the USA and
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Japan, the government will compensate industrial users for the proper disposal of
used batteries per ton, thereby encouraging industrial users. The Korean govern-
ment has set rules that every battery manufacturing plant needs to select a factory
and pay a service fee of some amount for battery disposal; a few other countries
charge additional taxes on battery manufacturing plants and have reduced/re-
moved the tax burden on used battery disposal factories. However, the integration
of used batteries into the power grid for further utilization is another way to solve
the used battery disposal problem. In general, fully charged batteries that have only
80% of their nameplate capacity will be retired and will no longer be used for elec-
tric vehicles. However, Electrovaya in Canada proposes that these batteries are very
useful as energy storage system components. Based on this idea, Electrovaya is
working with the University of Manitoba on the integration of multiple used batter-
ies to build a 150 kW energy storage system.

(3) Different choices for charging electric vehicles
The need to construct charging stations limits the rapid development of electric ve-
hicles. Due to immature battery technology, the batteries installed in electric vehicles
need to be frequently charged/discharged. Public charging stations are the first choice
for charging electric vehicles; thus, these stations have strict requirements for charging
speeds and charging durations. The choice of method for charging electric vehicles af-
fects the long-term performance of batteries for these vehicles.

The current charging approaches include the common charging method, quick
charging method, and mechanical charging method.

The common charging method is flexible in terms of charging speeds and charg-
ing durations. Thus, electric vehicles adopting the common charging method can be
regulated and controlled using the EMS mentioned in the previous chapter. As energy
storage devices for residential and commercial users, electric vehicle batteries provide
substantial flexibility and support to power systems. Electric vehicles also enable
users to adjust their energy usage at different times over a day to reduce energy con-
sumption costs. Users must specify settings on the EMS, such that the electric vehicles
will be ready to use when needed.

The quick charging method is also called the emergency charging method and
charges electric vehicles for a short duration (20 min to 2 h) by using large currents
(150–400 A). The quick charging method can complete a full charging process
quickly, but batteries adopting this method will have a short life. Compared to the
common charging method, the quick charging method has relatively low overall ef-
ficiency and negatively influences power systems.

The mechanical charging method is a direct method that “charges” electric ve-
hicles by changing their batteries. Due to the weights of the batteries, the charging
process requires professional staff to complete the changing, charging, and mainte-
nance functionalities. This method can complete the “charging” process within sev-
eral minutes and enables the staff to inspect the unequipped batteries. However,
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this method requires stations to have the same batteries. This requirement is very
hard to satisfy. If public charging stations adopt the mechanical charging method,
the batteries connected to the grid in the stations can be used as energy storage
plants that benefit the reliable operations of power systems.

9.6.3 Economic interactive energy-consuming techniques

The final goal of energy production is to serve users and provide them with clean,
high-quality, reliable, and inexpensive electricity. In conventional power systems, the
only role of the users is as electricity consumers, who cannot actively participate in
power grid operations. This constraint limits the flexible and economical operations
of power systems. An SG highlights the importance of the active participation of users
in power system operations and the bidirectional interactions between users and the
power grid. Instead of being pure consumers, users, as participants in the power sys-
tem operation, can design their own energy consumption activities, choose the best
electricity service, and control distributed energy resources, based on the current
power system status. The power grid can also make the corresponding commitment
and dispatch plans. For the power grid, the users serve as a controllable resource,
such that the whole power system is fully controllable, thus resulting in significant
contributions to the economical and reliable operations of power systems.

Economic interactive energy-consuming techniques have two primary advan-
tages: reducing network energy losses and improving the service quality. To make
use of these advantages, we have to install smart appliances, improve advanced
measurement systems, and implement demand-side services at the same time.
Since appliances are direct energy consumers, the enforcement of smart appliance
development benefits the effective utilization of electricity. Constructing a wide
area measurement system enables the system operators and end-users to know how
the energy is consumed. As a result, consumers can actively make a better electric-
ity usage plan to reduce energy consumption and improve overall efficiency. In ad-
dition, demand-side management and time-varying electricity pricing will provide
reasonable guidance to foster developing economic interactions between the users
and the grid so that the energy losses of the grid are reduced.

9.6.3.1 Smart appliances
Similar to SG concepts, smart appliances continue to change and develop. The first
definition of intelligence for home appliances is to apply digital techniques, computer
science, and information technology to equip traditional appliances with advanced
functions, such as remote controls, remote maintenance, automatic alarming, and au-
tomatic upgrades. In addition to the functions mentioned above, smart appliances
should also enable interactions with the power grid to adjust electricity consumption,
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by using real-time energy prices and system frequencies. By doing so, the end-users
can reduce their electricity costs and increase overall efficiency.

Current communications of users, especially residential users, with the power
grid are still very weak. We can divide smart appliances into two categories: those
that need to interact with the grid and those that do not.

Smart appliances without an immediate need to interact with the grid do not
communicate with the grid in real-time. Such appliances include residential heaters,
central air conditioners, washers, and dryers. These appliances do not have strict re-
quirements for start-up time. Additionally, short-term interruptions of these applian-
ces have limited impacts on users.

Pacific Northwest National Laboratory (PNNL) started a project to develop grid-
friendly appliances in 2006. This project upgraded many appliances, such as heaters
and dryers, which could stop working for a predetermined duration (2 min) when the
system frequency is below 59.5 Hz (the nominal system frequency in the USA is
60 Hz). If the system frequency is still below 59.5 Hz after a two-minute period, these
smart appliances will be forced into an outage for another 2 min. However, the total
interruption cannot be more than 10 min. In later studies, the collected information
and data verified that this project did not bring any inconvenience to users. In Eng-
land, RLtec company is in control of a set of refrigerators based on the measured sys-
tem frequencies that are used to adjust the electricity usage to reduce the system
frequency fluctuations.

The aforementioned grid-friendly appliances are simply products in the first
phase of smart appliance development. The most significant advantage of the ap-
proach developed by PNNL is that it requires only the installation of system fre-
quency measurement modules at the user endpoints, thus resulting in reasonable
investment costs. To further reduce the costs, the Econnect company in England

Figure 9.5: Functional framework of an economic interactive energy consumption system.
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has proposed the concept of a smart plug-in, which will disconnect appliances from
the grid once the frequency is below a threshold value. Some isolated power sys-
tems have already adopted this idea.

Similar ideas can be applied for voltage regulation and reactive power provi-
sioning. When the system voltage level drops, we can temporarily stop appliances
to recover the system voltage quality and level. The application of smart appliances
to achieve the steady operation of the power system is similar to the automatic ap-
proaches used in traditional power systems but does not blindly turn on or turn off
all the appliances at the same time. These applications guarantee the fundamental
demands for electrical energy and may stop supplying electricity to some lower-pri-
ority users when needed.

Furtherdevelopmentof smartmeters,advancedmeasurementsystems, residen-
tial communication networks, and user EMSs will foster interactions between smart
appliances and the power grid. The bidirectional information exchanges between
users and the power grid enable the users to adjust their electricity consumption
activities based on the real-time operational status and electricity price information
of the power system. Users can also authorize the system control center to manage
and regulate their appliances remotely to reduce their electricity costs or improve
the quality of the electricity they receive. Most end users only need to set several
parameters to intelligently manage their installed appliances. For example, in com-
mercial buildings and hotels, the managers can set up the parameters for smart ap-
pliances: the target water temperature in a heater will be lowered automatically
when no one is on-site, or the target temperature set for air conditioners will be in-
creased by 4 degrees during peak load periods. Once the users are willing to do so,
the control center can automatically control their participating appliances.

9.6.3.2 Advance metering infrastructure
In a traditional power system, the load is thought of as uncontrollable; thus, the con-
trol center cares little about the internal activities at the user endpoints. Therefore,
among the generation, transmission, distribution, and demand sides, only the first
three are thought to be dispatchable and observable, while the demand side is not.

In a SG, with the introduction of distributed energy resources, demand-side man-
agement, and EMSs at the user end, electricity consumers can actively participate in
grid activities so that the consumers are controllable and dispatchable as the members
are on the generation, transmission, and distribution sides. In this case, we need to de-
velop the necessary monitoring system on the demand side. The end-users need to ob-
tain sufficient information on the real-time electricity prices and system operational
status to adjust their energy consumption activities. By doing so, the users can reduce
their costs of energy consumption and increase system efficiency.

AMI is a product developed in this context. Implementation of AMI enables bidi-
rectional information exchange between users and the grid; examples of AMI include
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remote controls, time-varying pricing mechanisms, and demand-side management.
Figure 9.6 shows an illustrative representation of AMI. Typically, AMI consists of
smart meters at the user endpoints and data collectors in the power companies and
the associated communication network [96].

Smart meters are the fundamental units of an AMI system. For common residential
users, conventional meters only record electricity usage and do not provide any use-
ful information, particularly real-time energy prices. The functionalities of a smart
meter are more powerful than those of a conventional meter. A smart meter can be
used to measure the current, voltage, harmonics, and so on, in real-time. In addition,
a smart meter is equipped with a programmable module for timing measurement,
storing measured data, outage alarming, cutting-off loads, and other applications
[97]. Another important feature of a smart meter is the communication module, which
serves as the gateway between the power system communication network and a
home area network (HAN), as follows: 1) the users can receive the dispatch commands
from the distribution network control center; 2) the users’ real-time energy usage infor-
mation can be uploaded via the HAN to the local distribution center. By doing so, we
can realize bidirectional information flows (streaming) to improve the observability and
controllability of the power system.

Figure 9.6: Illustrative representation of AMI [98].
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A data management system is at the core of an AMI system. Constructing AMI
requires equipping a data management system in the control center to receive the
massive amount of data for collection, management, and utilization. Reports [96, 97]
have discussed the functions of a data management system in detail. For planning
and constructing a SG, the data management system, and the SG information support
platform should be integrated together, such that the SG information support plat-
form can filter, store, and use the data measured by smart meters.

A HAN acts as an extension of AMI on the user side. The HAN connects the
smart meter with the users’ controllable appliances or equipment (such as a pro-
grammable temperature controller) via a gateway so that the users can respond to
the needs of the power company and actively participate in demand–response activi-
ties. Currently, due to the lack of uniform technical standards, many companies and
institutions, such as Homeplug, Ethernet, HomePNA, ZigBee, and Upnp, have com-
mercialized their own products. In addition, many power companies are very active
in testing AMI. For example, IBM is planning to construct the largest AMI system in
North America and Europe.

9.6.3.3 Demand-side management
Demand-side management aims to direct electricity usage activities for more effective
utilization of energy and transmission/distribution assets by adjusting retail prices.
Demand-side management consists of two primary parts, efficiency management and
load management:
(1) Efficiency management adopts advanced technologies and highly efficient equip-

ment to improve terminal energy efficiency and reduce electricity losses to save
energy and reduce emissions. In addition, efficiency management can modify the
system load characteristic curve by shaving the peaks and filling the valleys,
thereby leading to many social and economic benefits.

(2) Load management improves users’ energy usage behavior by modifying the
system load characteristic curve by shaving the peaks and filling the valleys.

There are two kinds of natural imbalances in power system loads: space and time.
These two types of imbalances result in the need for demand-side management. A
time imbalance refers to the varying time when the load reaches its peak or valley
points; a space imbalance indicates the unbalanced geographic distribution of the
load and generation due to resource constraints and economic development limits.
These imbalances increase investment in transmission and distribution networks as
also the overloading of equipment during peak-load periods. Under the overload
conditions of transmission/distribution networks, it is not possible to fully utilize
some generation.

From an economic point of view, demand-side management requires power com-
panies to determine electricity prices based on the locational and time-dependent
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values of electric energy. The time- and location-varying prices will direct the users’
energy usage activities and consumption. Implementing these functions requires sup-
port from power market policies and communication techniques. The multiple advan-
tages and very large contributions of demand-side management to energy savings
and emission reduction underline the importance of demand-side management for
an SG:
(1) We can commit and dispatch distributed energy resources at the user end by

using demand-side management technology. Based on the real-time opera-
tional status of the power system and electricity prices, we can also adjust the
production plan of these distributed energy resources and microgrids.

(2) With the installation of energy storage devices, we can shave the peak loads or
fill the valleys according to users’ electricity consumption and the system’s
peak/valley distributions.

9.6.4 New operation and control methods for distribution networks

9.6.4.1 Virtual power plants
With the rapid development of distributed energy resources, the number of genera-
tion units connected to the power grid will soon increase sharply, thus imposing new
demands on the distribution network control methods implemented by the control
center. In addition, due to the relatively small capacities and the diverse fuel types of
distributed energy resources, these resources have various output characteristics. For
example, wind farm outputs are typically higher during the night and lower in the
daytime, while the energy produced by solar power plants depends heavily on the
weather and solar irradiation. The availability of fuels and rainfall levels greatly affect
fossil fuel power plants and small-scale hydro plants, respectively. Due to these dis-
tinctive features and characteristics, the controllability of distributed energy resources
of a single type is limited, thus negatively affecting the effective utilization of distrib-
uted generation units. Hence, the Flexible Electricity Networks to Integrate the Ex-
pected Energy Evolution (FENIX) program in Europe provides the definition and
concepts of a virtual power plant (VPP). A VPP refers to a set of controllable loads and
distributed energy resources that can be controlled and dispatched by the system con-
trol center. While doing so, the control center and independent system operators need
not know the detailed information of each distributed generation unit. However, they
need to communicate with, control, commit, and dispatch the VPP, which will accord-
ingly adjust the outputs of the distributed energy resources and loads. The introduc-
tion of a VPP reduces the burden on the grid control centers and independent system
operators. Furthermore, the complementary effects among different types of distrib-
uted energy resources make the VPP easily controllable and dispatchable by the con-
trol center.
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In the FENIX program, technical VPPs (TVPPs) and commercial VPPs (CVPPs) are
the two primary categories of VPPs. A single distributed energy resource may belong
to a CVPP and a TVPP at the same time.

A TVPP consists of distributed generators within one area. A TVPP analyzes the
generation costs and operational status of local distributed-generators and constructs
an appropriate VPP model that can be used to reflect the properties of combinations.
Additionally, the TVPP provides a few ancillary services to the grid. A TVPP always
requires information on the local distribution networks and their associated manage-
ment system.

A CVPP contains the generation costs and operational status of the distributed
generation members in the CVPP. In contrast to a TVPP, a CVPP does not consider the
impacts of distribution networks. The main goal of a CVPP is to effectively integrate
distributed energy resources with small capacities for participation in the electricity
market.

Instead of completely updating the generation fleet and the power system oper-
ation patterns, the introduction of VPP concepts aims to integrate the available en-
ergy resources. For the generation side, the VPP conceptually combines many
distributed energy resources, and a VPP is built to be committed and dispatched by
the control center. Such an idea reduces the uncontrollability of wind and solar
power, effectively increases the stability of system operations, and improves the
electricity grades. Additionally, the owners of these distributed energy resources
can choose some of the energy resources for energy production and participate in
energy trading activities via the VPP, based on real-time system information. There-
fore, the implementation of a VPP can increase the revenues of those owners.

Currently, the FENIX program has built two VPPs in Woking, England (North
Program), and Alava, Spain (South Program). The North Program focuses mainly on
investigating the values of a CVPP in electricity markets, such as residential photo-
voltaic (PV) solar plants and small-scale combined heat and power (CHP) plants
connected to low-voltage networks; the South Program focuses primarily on the ca-
pability of distributed energy resources integrated into medium-voltage networks to
provide ancillary services to transmission system operators (TSOs) and distribution
system operators (DSOs). FENIX program staff currently use the real data measured
in these two VPPs to perform the studies mentioned above.

In addition to the FENIX program, some companies also actively develop exper-
imental VPPs. The framework of a VPP developed by IBM in Denmark is shown in
Figure 9.7. This VPP program is designed to include 1% of the national electricity
capacity to realize the control and optimization of renewable energy resources.
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Figure 9.7: The framework of a VPP developed by IBM in Denmark.
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9.6.4.2 Microgrids
On the one hand, since distributed energy resources are more flexible, closer to
load centers, and require lower-cost construction of transmission/distribution lines,
the integration of distributed energy resources improves the reliability of the power
supply. On the other hand, the deepening penetration of massive distributed energy
resources significantly affects the power grid. Due to the high integration costs and
limited controllability of every single plant, it is challenging to manage and dispatch
distributed energy resources.

Therefore, a few developed countries have proposed a new concept – a micro-
grid: generation units, loads, and corresponding distribution networks form a rela-
tively independent small-scale power grid. For example, high-priority loads are
satisfied in the distribution network by building a power plant. Such a distribution
network is called a microgrid. The microgrid exchanges energy with external power
systems through the power conditioning unit (PCU). Currently, there is no uniform
definition of a microgrid. Work [99] summarizes some important work on the defini-
tion of a microgrid:
(1) The Consortium for Electric Reliability Technology (CERTS) defines a microgrid

as a system consisting of loads and micro supplies that can provide both elec-
tricity and thermal energy. The power electronic devices in the internal supplies
of a microgrid are the primary components that convert energy and provide the
necessary controls. For a large-scale external system, a microgrid can be viewed
as a single controllable module that can satisfy the local electricity demand and
requirements for energy quality and supply reliability.

(2) The European Commission Project Microgrids notes that the fundamental fea-
tures ofamicrogridshould include theutilizationofprimaryenergy, theapplication
of a small-scale power supply to build a cooling-heating-electricity generation unit,
the incorporation of storage devices, and the use of power electronics for control.

(3) R. H. Lasseter from the University of Wisconsin–Madison gives the following
definition: a microgrid is an independent, controllable system that consists of
loadsandsmall-scalepower supplies toprovideelectricityandheating services.
This definition introduces a new model to describe the operations of a micro-
grid: a microgrid can be regarded as a controllable unit in a large-scale power
system; a microgrid can respond to external demands for electricity within sec-
onds and satisfy some specific needs of users; and a microgrid can also improve
the reliability of the local network, reduce energy losses, maintain voltage lev-
els, utilize waste heat to increase the overall energy conversion efficiency, and
provide uninterrupted electricity to loads.

Based on the definitions given above, a microgrid aims to integrate generation units,
loads, storage devices, and controllers together to build a relatively independent,
controllable unit that can provide both electricity and heating services. In addi-
tion, a microgrid is regulated by the power system control center. In recent studies
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on microgrids, the final target is to build a microgrid as a controllable cell of the
power system; thus, the microgrid can quickly respond to commands from the
power system control center to satisfy the requirements. For users, a microgrid can
provide the corresponding services based on real-time needs, such as improving local
system reliability, preventing sudden voltage drops, and reducing network losses.
Satisfying the various requirements of the power system and providing diverse serv-
ices to users are two important features of microgrids [100]. Since a microgrid is con-
nected to a large-scale power system purely via the PCU, the integration standards for
microgrids are not specified for any individual micro power supply. Thus, it is better
to consider only the integration issues of one microgrid instead of those of multiple
distributed energy resources, loads, and so on.

Since both microgrids and VPPs are solutions proposed for the integration prob-
lems of distributed energy resources, we are also curious about the differences be-
tween these solutions:
(1) From the point of view of the geographic distribution of distributed energy re-

sources, a VPP virtually combines all distributed generation units into a single
power plant for dispatch and management. These distributed generation units
may not necessarily be located close to each other. In contrast, the distributed
energy resources and loads in a microgrid are from a local area.

(2) From the point of view of resource types, a VPP considers only the distributed
generation units, while a microgrid includes not only the distributed energy re-
sources but also the local loads and storage devices.

(3) From the point of view of the relationship with the power grid, both VPPs and
microgrids are individual, independent, controllable resources. However, un-
like VPPs, microgrids can be in operation even when they are disconnected
from the power grid under some scenarios.

(4) From the research point of view, VPPs care more about the economic aspects,
while microgrids pay more attention to the users’ electricity quality and power
supply reliability.

In summary, a microgrid is similar to a small residential community that can function
as a power grid, but a VPP is simply a power plant with one single function. There-
fore, in constructing an SG, the users and power companies can choose whether they
need to adopt a microgrid or a VPP as an effective solution for the integration issues
of distributed energy resources, according to their own situations.

9.7 Conclusions

The distribution networks and the user side in an SPS can be called a smart distribu-
tion network or SG. This chapter defines an SG, discusses ideas for constructing SGs,
and introduces up-to-date techniques related to SGs in academia and industry. These
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new techniques include distributed energy resource technologies, storage technolo-
gies, economical energy consumption technologies, and distribution network control
technologies.

SGs should be an intensely discussed topic in both academia and industry be-
cause the development of SGs significantly fosters related upgrades in industry and
innovation in techniques. One more important reason is that constructing SGs can
benefit everyone and enhance the sustainable development of the world economy.
As an overview of SG concepts and techniques, this chapter focuses primarily on
two aspects. First, we must change our approach. Demand-side management should
have a higher priority for power system control and management. Additionally, devel-
oping an appropriate real-time electricity pricing mechanism and utilizing market
rules can further improve the economics of the power system, reduce energy losses,
and lower greenhouse gas emissions. Second, we must adopt a closed-loop control
strategy, develop new techniques, improve the automation levels of distribution net-
works, and enrich regulation approaches to achievemulti-index optimum operation.
In addition, there is an acute need to build SEMSs for distribution grids to provide
online simulation and analysis, optimize decision-making, and realize closed-loop con-
trol. By doing so, an SG can stay in a secure, economic, and high-quality, multi-index,
optimal, operation state. Currently, we are actively working in these directions and hope
to verify their correctness.

Finally, we appreciate that researchers and engineers in the power and energy
fields can work together to support the development and application of SG techniques.
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