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INTRODUCTION

AMR M. EL-ZAWAWY
ASSOCIATE PROFESSOR, FACULTY OF EDUCATION,
ALEXANDRIA UNIVERSITY, EGYPT

Seminal Studies in Linguistics and Translation is not merely some guessing
at the linguistic unseen or an attempt at going against the grain in both
linguistics and translation. Rather, it is a collection about the challenging
topics in both fields with a view to providing insightful investigations into
the latest trends in them. The book is, in essence, a recollection of how
linguistics, in its broadest sense, cannot be easily divorced from translation,
even if the latter is now theoretically well-grounded and assumes a
separate niche in many universities the world over: translation is nolens
volens a linguistic act, regulated by the ‘norms’ that tangentially govern its
practices and briefs.

The reason why the collection was ruminated and introduced to the
prestigious publishing house Cambridge Scholars was the need to give a
scholarly vent for new voices in the fields of linguistics and translation to
prosper and set the scene for further studies that can broaden the scope of
postgraduate students and fellow scholars in terms of the variety of topics
and depth of discussions. Not that the book is an amalgam of unrelated
themes, or that it allows for academic ‘beatnik’-like ideas of disaffected
scholars: it charts the ground of how both linguistic and translative
investigations are no longer unidirectional or confined to the ‘big names’.

The task of editing the book was a gargantuan one. I have spent almost
two years sifting through the article proposals and complete submissions.
Through my reading of these articles, I discovered that what seemed to be
axiomatic can be rethought and re-evaluated as the world around us
changes. Further, the study of purely theoretical constructs is still
occupying a firm ground in both linguistics and translation. This remark is
based on the amount of theory-oriented articles and proposals that was
screened. Similarly, it was noted that linguistics can be studied alone apart
from translation, but still the two fields often merge so that a demarcating
line can be difficult to draw. This last point has made the division of the
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collection into linguistics versus translation studies a demanding task, if
the content not the titles is to be the criterion.

As such, a bird’s eye view of the articles in this collection necessitated
rethinking their significance, not how they fit in within the context of
linguistics or translation. An important trend that can be detected is the
translation of minors’ (or children’s) literature. Two articles in this
collection usher to the slot this trend is actually filling, bearing in mind
that Translation Studies is on the path to fossilization with the absence of
new ideas that can trigger ground-breaking research. Children’s literature
is a virgin field that can be tilled, and with the help of practicing
translators and theoreticians alike, new insights can be gained. This is
clear in the two articles by Ekram Abdelgawad and Nourhan Elarabie. The
first adopts a thematic purview focused on the translation of girlhood in
Johanna Spyri’s Heidi into Arabic, where Mona Baker’s narrative
approach is called to assume a high profile. The author concludes that
Heidi’s girlhood can be found in almost every family in the Arab world
and culture, which renders its translation a narrative embedded in culture.
The second chapter by Nourhan Elarabie is a case study of the
translational choices adopted or disregarded in relation to the bigger
narrative across the different levels either linguistic or non-linguistic. The
chapter also employs Mona Baker’s (2007) notion of reframing to the
Arabic-English translation of Faten the Servant by Fatima Sharfeddin.
Thus, it can be safely said that the two directions of Arabic-English and
English-Arabic translation of children’s literature is an observable streak
of interest in Translation Studies that invokes Mona Baker’s insights to
give fresh perspectives on the theory of translation.

A similar trend can also be observed: the two chapters by Riham Debian
and Amr El-Zawawy (myself) re-institute the importance of theory-
oriented studies of translation. The first chapter is entitled “UNCRPD’S
Rights Discourse and the Politics of Interpretation”. A glimpse at the title
reveals that it can be placed in the realm of linguistics, but reading through
it exhibits how translation is primarily an act of reframing, albeit
unconsciously. The author is intent on arguing that the question of
globalizing culture and internationalizing discourse and their implication
for the politics of interpretation and translation of the rights discourse of
Persons With Disabilities (PWD) entail a shift from the politics of
recognition to acknowledgement and the framing of these people. Thus,
the chapter re-reads ‘the UNCRPD (2006) and its Arabic translation to
examine the politics of naming, its effect on the framing of person with
disabilities (as object of charity versus subjects with rights) and its
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ramification with respect to the developing social policies/practices of
inclusion’. Among the significant conclusions are the repertoire-opening
(echoing Even-Zohar’s paradigm in this particular respect) of Critical
Discourse Analysis, political philosophy, and translation theory, and the
aspectual duality of intersubjectivity and institutionalized inclusion on
both psychological and redistribution levels of recognition to the effect of
re-perceiving PWDs as subjects with rights.

The second chapter by Amr El-Zawawy is a rethinking of Toury’s laws of
translation. Like Debian’s, the chapter reconsiders theoretical constructs,
but with challenging views. The author argues that despite the fact that
Toury provides concrete examples in his elegant analysis of the proposed
laws, he did not attempt to carry out large-scale applications, or better
investigations into them, in terms of corpus analysis. The chapter also
compares Toury’s laws (1995) to Baker’s Universals (1993) (which are
linguistics-oriented, and thus suffer from being narrowly scoped), and the
major conclusion is that Toury himself admits that laws are ‘probablistic’
and do not apply to all acts of translation. This clearly answers House’s
(2008) stricture about genre-specificity, which Baker still cannot stand up
to due to her highly ambitious project of compiling corpora and analyzing
them: how many corpora are needed then to cover all types and sub-types
of texts? Her approach is also remiss about culture and its role vis-a-vis
translation. This has boiled down to keeping Translation Studies stranded
in the age-old conflict between theory and practice.

From the articles reviewed above, a number of observations can be
gleaned. First, the translation of children’s literature and the PWD theme
situate the discussion within the Arab culture. Not prejudiced
notwithstanding, the article on Toury likewise sheds light on Mona Baker
(an Arab and Egyptian scholar) and her efforts in the field, thus
tangentially bringing the Arab(ic) to the fore. Another relevant study in
this regard is Safa’a Ahmed’s on the comparison between the Arab
Medieval and contemporary Western schools of translation. The author
sees that the Arab Medieval School is no less in standing than the modern
ones, especially in terms of choosing the translators and what to translate.
In a sense, early on, there were selection criteria and an institutionalized
policy of translating. Second, the humanist approach is present more than
once. The PWDs, Toury’s ignorance of translators as humans, and the
Arab Medieval School’s insistence on the polymath savant-translator
allow for reconsidering the locus of attention in Translation Studies, i.e.
Mr Translator.
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This humanist line of investigation is further pursued in my linguistics-
oriented chapters. The first is “Reclassifying Human Text-Processing
Models: A Bird’s Eye View” and the second is “Sir Philip Sidney and
Ahmed Shawqi: A Comparative Stylistic Reading”. In these two articles, |
tried to explore how humans are the agents of thought in a text. Humans
process texts via complex cognitive processes, and this processing aids
stylistic analysis. Despite being widely varied, the models of human text-
processing cannot evenly capture the complexities involved in producing a
text, and this text cannot be easily subjected to stylistic tools of analysis
without invoking their authors’ lives and events. In other words, humans
are prioritized in the course of approaching Auman texts.

All the above insights cannot mutatis mutandis be taken as a riposte of
adopting a text-oriented approach to both linguistics and translation: the
two chapters of Jack Morino and Jamshed Akhtar show how fext analysis
is no less seminal as an avenue of research. Morino sees that philosophy of
language is a topic that accords a discerning view of linguistic scholarship.
The question of meaning, however thought to be resolved, is hitherto a
mystery to be unraveled by the philosopher of language. He concludes,
after reviewing many schools of thought in this respect, that Frege’s
serious effort of systemizing the way in which both language in general
and meaning in particular operate is still laudable. Frege’s approach to
meaning can be considered the first attempt at establishing a semantic
theory through logical rules or logical calculus. Skeptics and mentalists
have also grounded pragmatics as a then nascent branch of linguistics.
Akhtar’s chapter likewise lays emphasis on the importance of
reconsidering the message of the Quranic text, which itself underlines the
practice of the mindful reflection of everything around us, citing many
examples from text to highlight their semantic content and import.

Last but not least, I wish to extend thanks to the contributors for giving me
the opportunity of taking vicarious pride in being the editor of their
meritorious articles. I hereby admit that all errors and mishaps, if any, are
mine.
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RECLASSIFYING HUMAN TEXT-PROCESSING
MODELS: A BIRD’S EYE VIEW

AMR M. EL-ZAWAWY
PHAROS UNIVERSITY, FACULTY OF LANGUAGES
AND TRANSLATION, ALEXANDRIA UNIVERSITY, FOE

1. Introduction

Models of human text-processing are widely varied. They differ in many
aspects, especially how meaning is represented: some models prefer to
represent meaning in the form of propositions which can be verified or
denied. Others consider meaning a mental image that is usually
represented by means of complex networks, frames and schemas. Still,
other models give priority to the process of human text-processing per se
by emphasizing the steps taken by humans to achieve the goal of
understanding.

All these models, however, do agree on the salience of lexical, semantic
and syntactic processing, which is indispensable in a theory of human text-
processing. Thus, a completely lexicalist approach (cf. Rommetveit 1968)
will eventually make use of semantic and syntactic analyses in
determining meaning: it will start with lexis and end at the sentence
structure. Similarly, a completely syntactic approach (cf. the Chomsky
School) will focus on deep versus surface structure and touch upon
thematic roles to account for agenthood. This means that the varied models
of human text-processing usually integrate to provide a true picture of how
human text-processing occurs.

In this chapter, different models of human text-processing shall be
outlined. They will be discussed under three discrete categories: process
and propositional models, coherence-based models, and mental models.
The rationale behind this division, which is not tallied with common ones
(particularly Foss and Hakes 1978 and Graesser et al 1997), is that some
models do not fall neatly into one of the conventional categories of
propositional versus mental. van Dijk and Kintsch's model, to take a
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concrete example, heavily depends on propositions in representing
meaning, and emphasizes how the human text-processing process
proceeds. It is apposite, therefore, to place it under what are called process
and propositional models (cf. Beaugrande 1981, 2005). In a similar vein,
coherence-based models may use propositional calculus to some extent,
but only as a means to an end. Unlike process and propositional models,
coherence-based models take coherence as the locus of attention by
maintaining that achieving a coherent text or discourse is the sole proof of
good understanding. Mental models also emphasize the need for
propositional logic (cf. Laird 1983), but schemata are usually highlighted
in those models to refer to either mental or deductive ones.

This chapter will provide a number of attempts at zooming in on human
text-processing during translation. Some of the human text-processing
models outlined here may be invoked wholly or partially, and new
concepts based on mental processing may be introduced.

2. Human Text-Processing Models
2.1. Process and Propositional Models

Beaugrande (1981, 2005) tackles ten models of human text-processing.
Only five of them will be discussed here (since the rest are computational
models that fall beyond the scope of the present chapter), and other models
shall be added that are not mentioned by Beaugrande, based on the fact
that they use propositions and focus on the process-oriented approach to
discourse comprehension. Before addressing the models, Beaugrande
(1981,2005) discusses at length the criteria required to build a model of
reading or understanding. These criteria include inter alia processor
contribution, memory storage, utilization, automatization, decomposition,
processing depth, scale, power and modularity versus interaction.

Processor contributions refer to 'the manner in which the processor—in
this case, the understander reading the text—applies stored knowledge and
prior expectations' (p.4). Thus, in bottom-up processing, letters, words,
phrases or sentences, Beaugrande maintains, are the focus, while in top-
down processing, experience and world knowledge fill in gaps. Memory
storage, as a second criterion, includes abstraction, construction or
reconstruction. Abstraction is the process of extracting features or traces
from the text and storing them away, and recall occurs by reviving those
traces. Construction integrates stored knowledge with what is presented to
the reader, and leads to expanding the experiences stored in the memory in
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the case of recall (p.5). In reconstruction, Beaugrande maintains that
'further contributions are still entering after the experience is stored in the
memory' (p.5). Other criteria include utilization, which is the extent to
which presented materials are utilized either fully by dealing with every
element on the linguistic level, or occasionally through cues that confirm
predictions. Automatization refers to the processes done automatically
(e.g. automatic inferencing in McKoon and Ratcliff, 1992) and requires
scarce attention. As for decomposition, it simply means the decomposing
of the text into smaller elements that are liable to reduction. Processing
depth, on the other hand, refers to the effort required to understand a
complete task. As Beaugrande (p.6) claims, [it] depends not on readers
nor on texts, but rather on tasks assigned.' Scale refers to locality versus
globality: i.e. recognition of smaller elements (e.g. letters, words, and
sentences) versus getting the gist of the text (p.6). Power refers to the
applicability of general operations to a wide range of occurrences. Finally,
modularity versus interaction is referred to as the level-by- level
processing versus the interaction among all levels of phonemes,
graphemes, syntax/grammar, semantics and pragmatics.

2.1.1. The Chomsky Model (1965)

The Generative Transformational Grammar has long hogged the limelight

as a plausible model of human comprehension through the two notions of
deep structures versus surface structures. As Beaugrande sees (p. 11), the
informant's tacit knowledge is taken by Chomskyans to form the processor
contributions. The central processing unit is the structure, which is usually
analysed from surface into deep. This calls for total utilization by the
processor through decomposition of units incapable of further reduction.
Thus, the scale is local, and power is low. The depth of processing is not
given due attention: infinite numbers of sentences are to be generated form
a finite set of rules irrespective of meaning.

However, Beaugrande severely criticizes the Chomsky model:

...It proliferates alternative formattings to an alarming degree with no
routine processing advantages from converting structures to other
structures of the same type... It discovers many ambiguities no reasonable
human would be likely to consider... And, as already noted, it is closed to
many factors that obviously play important roles in human communication.

(p-12)
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2.1.2. The Gibson Model (1975, 1977)

It is a lexicalist approach to understanding texts; it operates through
feature extraction starting from the phonemic/graphemic level, then the
syntactic level to semantic level (p.14). The model ignores processor
contributions and heavily relies on utilization and decomposition. Thus,
scale is usually local and the power noticeably low.

As for automatization and processing depth, Beaugrande (1981,2005: 15)
believes that the model makes reference to age, as automatization is
restricted to adult readers, and processing is 'truncated' before the semantic
stage. Memory recall is abstract rather than constructive. Although the
model is uniform in areas such as skill acquisition, it runs serious into
problems as regards the processes readers perform on-line (e.g. connection,
unification and integration).

2.1.3. The Herbert and Eve Clark Model (1977)

This model assumes that human processing is comparable to that of a
professional linguist. It dissects a sentence into constituents (i.e. noun,
phrase, verb phrase, etc.) and builds propositions thereof. As they (1977)
believe, each proposition consists of a verbal unit plus one or more nouns.
Thus, Mary bought the book from John is represented as ' Buy (Mary,
book, John)'.

Processor contributions admit world knowledge into sentences, and
inferencing is kept at a modest scale. Construction and reconstruction are
utilized: the reader can reconstruct the author's intentions. However, power
is low because the notion of 'proposition' is limited. Other criteria of
automatization and modularity versus interaction are ignored.

Green and Coulson (1996:45-46) believe that the model makes use of
bridging assumptions, which implies that listeners can only understand
texts if they have prior knowledge of the topic under discussion. A classic
example of bridging assumptions is the relationship between the two
utterances John put the picnic things in the car and The beer was warm.
However, Green and Coulson (1996) consider bridging assumptions not
always effective, since the speaker's bridging assumptions may be
different from those of the listener. Graesser et al (1997) believe that the
model is rudimentary in nature, and like the 1980s models, it is limited by
the preoccupation with the explicit text. To them, it is important to
consider the goals and background knowledge of the reader.
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2.1.4. The Meyer Model (1977, 1979):

This model assumes that there is a hierarchy of reading importance, and
reading will be most efficient if this hierarchy (which is a characteristic of
every text) is discovered. Case grammar is used to handle surface texts,
and predicates and arguments are turned into 'lexical propositions' (cf.
Beuagrande, 1981, 2005: 18), which are then turned into 'rhetorical
propositions'.

To her, readers should follow the author's guidance in order to discover the
text structure. Therefore, utilization is not that heavy, and interaction is
needed between lexical and rhetorical propositions. She (cf. Beaugrande,
1981, 2005: 19) organizes text hierarchies into the following categories:

1- Adversatives: comparing a favoured view to an opposing one.
2- Covariance: relating preconditions to their outcomes.

3- Response: stating a problem and offering a solution.

4- Attribution: outlining the limits of an object or event.

Beaugrande (p.20) believes, however, that her model requires more
activities on the part of the reader, but her discussion of global textual
organizations is 'clearly a pioneering effort at time when few other
researchers had realized the importance of this factor'.

2.1.5. The Kintsch Model (1977, 1988)

Kintsch's model is predominantly interactive. It is built on two focal
processes, i.e. construction and integration. The constructive phase occurs
according to a textbase which is made up of propositions or concepts
(1988: 164-165). These propositions are like nodes in a network and are
connected to each other. They have a 'strength value' (Kintsch's term)
ranging from zero to negative. As Kintsch claims, there are two ways to
look at propositions or nodes: either as ' a portion of a general knowledge
network' or as a base for a discourse (p.165). Integration, on the other
hand, is a sequence to construction, where node activation 'spreads around
until the system stabilizes' (p.168). However, according to Kintsch
(p-170), the model is not interactive, and priming is not involved. Meaning
is thus constructed for the word in context.

Beaugrande (1981: 6) believes that Kintsch's model makes extensive use
of utilization, and memory storage is both constructive and reconstructive.
He commends the model that it
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....correlates functional diversification with functional consensus...
Kintsch is willing to disregard effects of surface syntax to some degree,
and classifies sentences only on the basis of their number of underlying
propositions. I do not agree that his experiments 'are not tests of strict
deductions of the theory', but only 'studies in search of a theory'. (p.6)

2.1.6. van Dijk and Kintsch's Model (1978, 1983)

With the aid of Kintsch, van Dijk initiated a theoretical framework of
discourse studies in the late 1970s. The theory presented in 1978 consists
of several components (van Dijk and Kintsch, 1978: 367):

(1)  atheory of discourse, consisting of

(i)  a grammar of discourse, with at least

(iii) a theory of semantic representations (propositions) for sentences
and sequences of sentences (micro-structure);

(iv) a theory of semantic representations for global discourse
structures (macro-structures);

(v) atheory relating micro-structures with macro-structures.

(vi) a more general theory of (non-linguistic) discourse structures,
with specific theories for different kind of discourse

(vii) a theory or model of discourse structure processing, in particular
of semantic information, i.e. for comprehension/interpretation,
storage in memory, memory transformations, retrieval, and
(re-)production and use/application.

(viil) a more general theory for complex cognitive information
processing, in which the ability to process discourse is related to
our ability to perceive/interpret and memorise complex events
and actions after visual input, and to plan or organise and
execute complex actions, both bodily and mental (reasoning,
problem solving).

The model is primarily propositional in nature: it operates through
propositions which are assigned to sentences at the micro-level. At the
macro-level, macro-structures are built up through amalgamating micro-
propositions. As Niska (1999) argues, the model draws on a distinction
between an implicit and explicit textbase underlying discourse. Implicit
textbases are not actually expressed in discourse; explicit textbases, in
contrast, are theoretical constructions which establish coherence. The
model also refers to inferencing through memory processes: micropropositions
are processed in the working memory in order to establish coherence with
propositions already processed and stored in the short-term memory.
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van Dijk and Kintsch, moreover, discuss macro-rules: they are global
operations which are entailed by sequences of micro-propositions. There
are three maro-rules (in Niska, 1999: 3-4):

Macrorule 1: Deletion

Of a sequence of propositions, all those denoting an accidental property of
a discourse referent can be deleted (NB the general constraint: if not
necessary for the interpretation of following propositions).

(1) A girl in a yellow dress passed by.
1. A girl passed by.

2. She was wearing a dress.

3. The dress was yellow.

Propositions 2 and 3 can be eliminated.
Macrorule 2: Generalisation

Of a sequence of propositions, any subsequence may be substituted by a
proposition defining the immediate superconcept of the micropropositions.

(3) Mary was drawing a picture. Sally was jumping rope and Daniel
was building something with Lego blocks.
1. The children were playing.

Specific predicates and arguments in a series of propositions are replaced
by more general terms so that one propositions suffices.

Macrorule 3: Construction

Of a sequence of propositions, each subsequence may be substituted by a
proposition if they denote normal conditions, components or consequences
of the macroproposition substituting them.

(4) John went to the station. He bought a ticket, started running when
he saw what time it was and was forced to conclude that his watch was
wrong when he reached the platform.

1. John missed the train.

The model of 1983 is, on the other hand, a broad study of discourse with
all its embedded problems. van Dijk and Kintsch start their investigations
by a list of cognitive and 'contextual assumptions' (van Dijk and Kintsch,
1983:4 ff in Beaugrande, 2006: 2) to inspire the major components of their
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model. Their model is centred around the hypothesis that discourse
processing is strategic: understanding invokes both internal and external
information. Thus, discourse strategies operate on many kinds of input
even if they were incomplete. These strategies apply to sequences of
mental steps: identifying sounds or letters, constructing words, analyzing
syntactic structures, or interpreting sentences and whole texts. Graesser et
al (1997:295) consider van Dijk's model deficient in ignoring some
features of discourse that cannot be explicitly present in propositional
representations, such as tense, aspect, voice, and 'determinacy of nouns'.

van Dijk and Kintsch (1978) also discuss the assumptions of local and
global strategies of the linguistic and cognitive theories of discourse. Local
strategies, they maintain, are concerned with establishing the meanings of
clause and sentences and the relations among them, whereas global
strategies determine the meanings of discourse fragments. The two types
interact hierarchically in the course of text comprehension.

The two scholars likewise investigate the role of world knowledge in
discourse comprehension. They (1978) sketch the components of the
knowledge system, being levels or nodes forming overlapping chunks.
Strategies are used in this respect to activate certain nodes to achieve the
user's goals. According to Beaugrande (1981, 2005), the notion of
knowledge as presented by van Dijk and Kintsch can be broken down into:

1- Episodic knowledge: i.e. constructed or inferred from prior
experience.

2- Conceptual or semantic knowledge: i.e. derived through
abstraction, generalization, and decontextualization and therefore
useful for many cognitive tasks.

One way of spreading activation, they argue, in the knowledge nodes is
inference-making, which is mainly a form of adding plausible or necessary
information to discourse.

Although the 1983 model makes much reference to schemas, scripts and
frames, it emphasizes the salience of a situation model. According to van
Dijk and Kintsch (p.4), a situation model integrates the comprehender's
existing world knowledge with the propositions derived from the textbase;
it incorporates previous experiences or textbases. These experiences come
in the form of clusters, and problem-solving operates through transforming
unsuitable situation models into fitting ones.

printed on 2/10/2023 6:39 AMvia . Al use subject to https://ww. ebsco. coniterns-of - use



EBSCChost -

10 Reclassifying Human Text-Processing Models

2.1.7. Discourse Information Grammar (DIG) (2005)

This model marks the most recent approach to discourse comprehension.
Developed by Sévigny (2005), its gist is accumulation of information
during discourse processing in linear, dynamic, left-to-right, incremental,
nonmonotonic manner (2005: 1). It is primarily a process model, since it
emphasizes the role of parameters and limits which guide information
accumulation through various components.

The model makes use of the lexicon, claiming that its entries contain the
basic phonological, morphological, semantic and syntactic information for
a word to be initially understood. The lexicon, Sévigny (p.4) maintains,
allows lexical information to be concatenated with compatible structures
or to initiate new ones. He (p.4) outlines the processes of DIG as follows:

1- If a new structure is initiated, the old structure is closed, and
possibly assigned a functional role.

2- The old structure, now bound to a functional role, is attached to a
discourse stream.

3- Functionalized structures are then connected together through
argument binding done via functional roles which have been
established for each structure.

Sévigny (p.4) comments that there may be delays in functional role
assignment, but these delays are only temporary, 'given Miller's limit on
short term memory' and 'the cognitive pragmatic constraints imposed by
the principle of relevance.'

DIG poses the following questions:

1- What kinds of information are represented within it?

2- How is this information related to ‘meaning’, ‘comprehension’ and
‘interpretation’?

3- How can this information be represented?

4- How and when is this information perceived?

5- To what extent is this information self-sustaining, that is, can
incremental discourse information processing operate independently or
is it critically dependent on outside factors, such as information
contained in world knowledge?

6- What information is part of discourse processing and what is
extrinsic to it? What kinds of units should be utilized to capture this
information?
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7- What fundamental processes are utilized?

8- How is discourse information accumulation related to the theory of
grammar?

9- How do we know when a structure or unit starts and more
importantly, given the linear approach adopted how do we know or
decide that a structure has ended?

10-When does information accumulation begin? (pp.2-3)

To answer these vexed questions, Sévigny proposes a model made up of
three basic components: the lexicon, structures, and discourse units among
others. The lexicon contains lexical entries composed of the following
information:

NAME: <letters> (in spoken language: <sounds>)
INDEX: Gender

Number

Person

CATEGORY: Structure-type

Semantic: {...}

Names are the words normally printed. They have no arguments, and only
isolate concepts which constitute functional roles to be included in the
category (p.8). Indexes refer to agreement in gender, number and person.
Categories refer to the types the words belong to, e.g. noun, verb, adverb,
etc. Categories typically incorporate structure-types which are not VPs or
NPs but 'chunks' and 'information patterns' (pp.2-3). The semantic {...} is
'an open set, subject to modification of various sorts: addition, fusion,
composition, deletion, reduction, value change' (p.9). It also depends on
world knowledge.

Structures, the second component of DIG, refer to words themselves or
concatenations thereof. Unlike words alone, structures are capable of
being assigned functional roles (p.12). A structure, as defined by Sévigny
(p.13), is <HEAD, F-SET, TYPE, STATE, TEMP>. 'Head' is the most
important element in a structure; 'F-set' refers to the range of functional
roles; 'type' to structural units; 'state' to the operation or incorporation of a
structure; and 'temp' to an empty set of attribute features.

Discourse units, the final component, are divided into:

1- Minimal discourse units (MDU).
2- D-stream (short for 'discourse stream').
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3- D-frag (short for 'discourse fragment').
4- DUC (short for 'complete discourse information unit').

A continuum is accumulated which starts with MDU to D-frag to DU.
This does not start unless functional roles are assigned. MDU has to be
integrated into discourse stream; it does not do so unless F-sets are
assigned. The whole process is summarized by Sévigny (p.15) through the
following graphic cline:

Word— Structure —F-structure>MDU—D-stream—DIU—D.

The continuum can be interrupted, and the d-stream may end without
reaching a full sentence status; this usually happens in conversation but
rarely in written texts.

2.2. Coherence-Based Models
2.2.1. Van Dijk's Model (1977)

van Dijk's model of discourse comprehension has revolutionized text
linguistics and discourse analysis. It has established basic notions such as
coherence, frames, scripts, microstructures and macrostructures. It has also
paved the way for further explorations in pragmatics and cognitive
linguistics through van Dijk's collaboration with Kintsch (1978). van
Dijk's model (1977) derives its importance from emphasis on the role of
coherence as a starting point for pragmatic analysis on more global levels
(i.e. microstructures and macrostructures).

van Dijk (1977: 93) defines coherence as ' a semantic property of discourses,
based in the interpretation of each individual sentence relative to the
interpretation of other sentences'. He (p.96) believes that coherence
relations exist between propositions (like those explained above); values
must thus be assigned to these propositions or parts of sentences. He also
speaks of 'model structures' which depend on each other; individuals may
be introduced or eliminated in the course of discourse, and each sentence
is to be interpreted with respect to its 'actual domain of individuals' (van
Dijk's term). This implies, he maintains, that sentences in a discourse are
connected to each other so that interpretation occurs a priori. Moreover,
'properties' or 'relations' (i.e. predicate values) change for an individual 'at
different time points and in different possible worlds' (p.96). Thus, a
discourse containing two propositions like John is ill and John is not ill
may not be inconsistent.
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van Dijk (pp. 98-99) gives a concrete example of coherence at work. The
following passage is cited:

Clare Russel came into the Clarion office on the following morning,
feeling tired and depressed. She went straight to her room, took off her hat,
touched her face with a powder puff and sat down at her desk.

Her mail was spread out neatly, her blotter was snowy and her inkwell was
filled. But she didn't feel like work...

van Dijk discusses one important cognitive condition of semantic
coherence through this passage, i.e. the 'assumed normality of worlds
involved' (p.99). He identifies the term as the role played by individuals'
knowledge about the structures of worlds in general and of particular
states of affairs or courses of events in determining expectations about the
semantic structures of discourse. Thus, normal propositions can be added
to the above passage as well as abnormal ones. van Dijk lists the following
as abnormal propositions (or discourse alternatives):

(...) took off her clothes (...)

(...) threw her desk out of the window (...)
(...) her mail was hanging on the wall (...)
(...) she drank her inkwell (...)

He introduces here the notion of 'frame, which is '[t]he set of propositions
characterizing our conventional knowledge of some more or less
autonomous situation (activity, course of events, state)' (pp.90-91). The
above example illustrates the office frame with all its events and contents.

van Dijk (pp.102-103) summarizes coherence conditions as follows:

1- Each situation of each model of the discourse model is either
identical with an actual (represented) situation or accessible from
this situation.

2- There is at least one individual function for all the counterparts of
this function.

3- For all other individuals, there is a series of other functions defined
by relations of partiality (inclusion, part-whole, membership,
possession).

4- For each property (or relation) applied to the same individual in the
successive models of discourse model, there is a more
comprehensive property or a dimension containing sets of
characteristics.
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5- For each fact in the subsequent models of the discourse model,
there is a fact that is a condition of other facts or a consequence of
it.

6- A sequence of sentences consisting of two coherent sequences is
coherent if there is a relation such that individuals or properties of
the two topics or frames satisfy this relation in the discourse, or if
the first sequence contains a predicate giving possible access to the
possible worlds in which the second sequence is satisfied.

van Dijk (p.108) touches upon inferencing as a consequence of coherence
in discourse:

It has been remarked several times that natural language discourse is not
EXPLICIT. That is, there are propositions which are not directly
expressed, but which may be INFERRED from other propositions which
have been expressed. If such implicit propositions must be postulated for
the establishment of coherent interpretations, they are what we called
MISSING LINKS.

To van Dijk (p.109), inferencing is closely related to 'completeness', i.e.
the degree to which information is explicit in a discourse. The following
examples (p.109) well illustrate the point:

1- John came home at 6 o'clock. He took off his coat and hung it on
the hatstand. He said "Hi, love" to his wife and kissed her. He asked
"How was work at the office today?" and he took a beer from the
refrigerator before he started washing up the dishes...

2- John came home at 6 o'clock and had his dinner at 7 o'clock.

3- John came home at 6 o'clock. Walking to the main entrance of the
flat he put his hand in his left coat pocket, searched for the key to
the door, found it, took it out, put it into the lock, turned the lock,
and pushed the door open; he walked in and closed the door behind
him(...)

Example 1 is, van Dijk argues, a relatively complete action discourse: all
actions of roughly the same level have been referred to. Example 2 is
incomplete, however: it does not mention John's activities between 6 and 7
o'clock. Example 3 is overcomplete: it details actions that can be easily
inferred. An undercomplete discourse, van Dijk (p.110) maintains, may
run as follows:

4- (...) He put his hand in his left pocket and searched for the key. He
turned the lock. He closed the door (...)
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In this example, details are given of one action but not of the other actions.

van Dijk's model, moreover, makes reference to higher levels of discourse
processing, namely macrostructures. They are global structures that
organize discourse structures in a memorable way. Macrostructures (van
Dijk, 1977: 143) have the functions of organization, in processing and
memory, of complex semantic information; this information will be
reduced to macrostructures. Thus, the following text can be boiled down to
'Fairview was dying'":

Fairview was dying. In the past, it had been a go-ahead, prosperous, little
town and its large factories, specializing in hand-tools, had been a
lucrative source of wealth (p.143).

van Dijk (p.157) finally discusses the cognitive bases of macrostructures:

In ACTUAL PROCESSING, these operations [i.e. information reduction
ones] are however HYPOTHETICAL or PROBABLISTIC: during input
and comprehension of a certain sentence and underlying propositions the
language user tentatively constructs the macro-propositions which most
likely dominates the proposition in question. This hypothesis may be
confirmed or refuted by the rest of the discourse. In case of refutation
another macro-proposition is constructed. (original emphasis)

van Dijk (p.159) also maintains that his model is based on hierarchicality:
discourse processing does not proceed linearly through micro-information;
hierarchical rules and categories and the formation of macro-structures are
necessary.

2.2.2. de Beaugrande and Dressler's Model (1981)

de Beaugrande and Dressler's model of coherence-based comprehension is
one of the most influential; it derives its significance from the fact that it
provides an integrated theory of human text-processing together with
graphic illustrations of the salient processes of coherence. The model has
undergone two stages of development, which will be explicated below.

de Beaugrande and Dressler (1981: 90) define coherence in the light of a
continuity of senses; '[a] "senseless" or "nonsensical" text is one in which
text receivers can discover no such continuity, usually because there is a
serious mismatch between the configuration of concepts and relations
expressed and the receivers' prior knowledge' (p.96). de Beaugrande and
Dressler further pose the following questions as a stepping stone (p. 96):
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How do people extract and organize content from texts for use in
storing and recalling?

What factors of the interaction between the presented text and
people's prior knowledge and disposition affect these activities?
What regularities can be uncovered by varying factors such as the
style of the surface text or the user groups to whom the text is
presented?

What is the role of expectations?

An initial step towards exploring the above questions, they explain, is to
redefine coherence. Thus, coherence is 'the outcome of combining
concepts and relations into a NETWORK composed of KNOWLEDGE
SPACES centred around main TOPICS' (p.96; original emphasis). de
Beaugrande and Dressler's model focuses as such on reception of text
rather than production. Their main point is to discover 'control centres', i.e.

points

from which both accessing and processing of texts can be

strategically done. These centres are termed 'primary concepts:

(2)
(b)
(©
(d)

OBJECTS: conceptual entities with a stable identity and
constitution;

SITUATIONS: configurations of mutually present objects in their
current states;

EVENTS: occurrences which change a situation or a state within a
situation;
ACTIONS: events intentionally brought about by an agent.

'Secondary concepts', on the other hand, incorporate the following (pp.96-

97):
(a)
(b)
(c)
(d)
(e)
®

(2
(h)

STATE: the temporary, rather than characteristic, condition of an
entity;

AGENT: the force-possessing entity that performs an action and
thus changes a situation;

AFFECTED ENTITY: the entity whose situation is changed by an
event or action in which it figures as neither agent nor instrument;
RELATION: a residual category for incidental, detailed relationships
like “father-child’, ‘boss-employee’, etc.,

ATTRIBUTE: the characteristic condition of an entity (cf.
“state”);

LOCATION: spatial position of an entity;

TIME: temporal position of a situation (state) or event;

MOTION: change of location;
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INSTRUMENT: a non-intentional object providing the means for
an event;

FORM: shape, contour, and the like;

PART: a component or segment of an entity;

SUBSTANCE: materials from which an entity is composed;
CONTAINMENT: the location of one entity inside another but not
as a part or substance;

CAUSE;

ENABLEMENT;

REASON;

PURPOSE;

APPERCEPTION: operations of sensorially endowed entities during
which knowledge is integrated via sensory organs;

COGNITION: storing, organizing, and using knowledge by
sensorially endowed entity;

EMOTION: an experientially or evaluatively non-neutral state of
a sensorially endowed entity;

VOLITION: activity of will or desire by a sensorially endowed
entity;

RECOGNITION: successful match between apperception and prior
cognition;

COMMUNICATION: activity of expressing and transmitting
cognitions by a sensorially endowed entity;

POSSESSION: relationship in which a sensorially endowed entity
is believed (or believes itself) to own and control an entity;
INSTANCE: a member of a class inheriting all non-cancelled
traits of the class;

SPECIFICATION: relationship between a superclass and a subclass,
with a statement of the narrower traits of the latter;

QUANTITY: a concept of number, extent, scale, or measurement;
MODALITY: concept of necessity, probability, possibility,
permissibility, obligation, or of their opposites;

SIGNIFICANCIE: a symbolic meaning assigned to an entity;
VALUE: assignment of the worth of an entity in terms of other
entities;

EQUIVALENCE: equality, sameness, correspondence, and the like;
OPPOSITION: the converse of equivalence;

CO-REFERENCE: relationship where different expressions
activate the same text-world entity (or configuration of entities);
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(hh) RECURRENCE: the relation where the same expression reactivates
a concept, but not necessarily with the same reference to an
entity, or with the same sense.

de Beaugrande and Dressler (p.98) add other operators, such as a
determinateness operator, a typicalness operator, a termination operator,
an exit operator, etc. They (p.98) analyse the following text fragment using
the concepts outline above:

A great black and yellow v-2 rocket 46 feet long stood in a New Mexico
desert. Empty it weighed five tons. For fuel it carried eight tons of alcohol
and liquid oxygen.

They argue (pp. 99-100) that human processors apply strategies of
problem-solving assisted by three basic operations: spreading activation
(of nodes), inferencing, and global patterns. They also add the following
fragments to the above piece of text:

Everything was ready. [2.2] Scientists and generals withdrew to some
distance and crouched behind earth mounds. [2.3] Two red flares rose as a
signal to fire the rocket. With a great roar and burst of flame the giant
rocket rose slowly at first and then faster and faster. [3.2] Behind it trailed
sixty feet of yellow flame. [3.3] Soon the flame looked like a yellow star.
[3.4] In a few seconds, it was too high to be seen, [3. 5] but radar tracked it
as it sped upward to 3, 000 mph. (pp.99-100)

For the entire text, they provide an intricate network.

Later, however, de Beaugrande (1981, 2005) revises the model, coming up
with novel concepts. He introduces four basic concepts: parsing (identifying
the grammatical dependencies of the surface text), concept recovery
(associating language expression with cognitive content), idea recovery
(building the central conceptual configuration that organizes content) and
plan recovery (identifying the plans and goals that the text is intended to
pursue). Back-tracking, he argues, is freely allowed among these phases,
and the model permits approximations depending on individual readers'
capacities.

The initial processing unit is the stretch of text that can be 'comfortably
held in the working memory under current limitations of attention,
familiarity, and interest' (Beaugrande, 2005). Thus, clauses, a group of
sentences, etc. can be considered suitable processing units. (See the
controversy over UT below.) The goal of processing, he argues (p.28), is
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not syntactic analysis, but rather building a model of textual world, which
is 'reconstituted' by the reader.

de Beaugrande (pp. 29-33) uses the self-same 'rocket' example, giving the
same mental networks developed before. He only adds the world-
knowledge correlate technique, which contains facts readers would be
likely to know before encountering the text, e.g. rockets use fuel to
operate, burning fuel produces flares, etc.

2.2.3. The Centering Theory (Grosz and Sidner, 1986)

Grosz and Sidner (1986) distinguish among three components of discourse
structure: linguistic structure, intentional structure, and attentional state.
The first component, the linguistic structure, is supposed to group
utterances into discourse segments, while the second component, the
intentional structure, consists of discourse segment purposes and the
relations between them. The third component, the attentional state, is an
abstraction of the discourse participants' focus of attention, records the
objects, properties, and relations that are highly important at a given point
in the discourse.

'Centering' is an element of the local level, and pertains to the interaction
between the form of linguistic expression and local discourse coherence.
In particular, it relates local coherence to choice of referring expression (or
anaphora, such as pronouns in contrast to definite description or proper
name). The term is based on the idea that differences in coherence
correspond in part to the different demands for inference made by different
types of referring expressions, given a particular attentional state.

Jianhua and Haihua (2002:5) prefer to focus on the formalisms inherent in
the Centering Theory. They provide the following constraints and rules:

1- Constraints:
a. There is precisely one backward-looking center Cb(Uj, D).
b. Every element of the forward centers list, Cf(U;, D), must be
realized in U;.
c. The center, Cb(U;, D), is the highest-ranked element of Cf(Ui.,
D) that is realized in U;.
2- Rules:
For each Uj in a discourse segment D consisting of utterances Uy, ...,
Un.
a. If some element of Cf(Ui.;, D) is realized as a pronoun in Uj, then
so is Cb(Uj, D).
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b. Transition states are ordered. The CONTINUE transition is
preferred to the RETAIN transition, which is preferred to the
SMOOTH-SHIFT transition, which is preferred to the ROUGH-
SHIFT transition.

They (p.10) also argue that that the typology of transitions from one
utterance, Uij, to the next utterance, Ui, is based on two factors: (a)
whether the backward-looking center, Cb, is the same from Ui, to Ui, and
(b) whether this discourse entity is the same as the preferred center, Cp, of
Ui

It is clear that the model is similar to the other coherence-based models in

their complexity and quantification of discourse processing. This is why
the researcher has opted for classifying it as a coherence-based model
rather than a process or mental model.

2.3. Mental Models
2.3.1. Johnson-Laird's Model (1983):

Contemporary to van Dijk and Kintsch's model are Laird's 'mental
models'. Laird's models revolve around the fact that 'the explicit content of
a discourse is only a blueprint for a state of affairs: it relies on the reader
or listener to flesh out the missing details' (Laird, 1983: 2). He also
believes that the coherence of discourse depends on how easily a single
mental model is constructed from it. He (p.2) argues that discourse models
based on linguistic representations are not sufficient: they do not say
anything about how words relate to the world.

Laird (p.7) summarizes the three principles on which his discourse model
is founded:

1- A mental model represents the reference of a discourse, that is, the
situation that the discourse describes.

2- The initial linguistic representation of a discourse, together with the
machinery for constructing and revising discourse models form it,
captures the meaning of the discourse, that is, the set of all the
possible situations that it could describe.

3- A discourse is judged to be true if there is at least one model of it
than can be embedded in a model of the real world.
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Laird (pp. 6-10) proceeds with evidence for the existence of 'mental
models' in discourse comprehension. Inference can operate according to
mental models. He quotes the following three-term problem:

Alice is taller than Bill.
Bill is taller than Charles.
Therefore Alice is taller than Charles.

Huttenlocher (1968 in Laird, 1983) believes that, in the above example,
reasoners form a mental arrangement of the individuals in the appropriate
serial order. Clark (1969 in Laird, 1983) argues that 'taller' is easier to
understand than its converse 'shorter' due to mental imagery.

Laird's main contribution, however, does not rest in the proposals for
human mental models alone; he attempts to correlate those models with
syllogism. He maintains (1983) that some syllogisms are hard to deal with
in order to arrive at the correct conclusions. Thus, in the following
example, only a few could draw the valid conclusion in the end:

None of the athletes is a beachcomber.
Some of the clerks are beachcombers.
Therefore some of the clerks are not athletes.

According to the theory of mental models, the reasoner's task is to
comprehend the premises and then construct a model of them. Negative
operators and inclusive symbols are to be integrated into such models.
Thus, Laird (pp. 12) contends that reasoning on the mental basis depends
on three semantic procedures:

1. The construction of a mental model of the state of affairs described
in the premises, taking into account any relevant general and
specific knowledge. This procedure corresponds to the ordinary
comprehension of discourse.

2. The formulation of a novel conclusion based on the model, unless
of course a conclusion is already present for evaluation. This
procedure corresponds to the description of a state of affairs with
the proviso that the description should establish a relation not
explicitly stated in the premises.

3. A secarch for alternative models that refute the putative conclusion.
Only this search for counterexamples is peculiar to the process of
inference. If there is no such model then the conclusion is valid. If
there is such a model, then the reasoner must return to the second
step and try to construct a new conclusion true in all the models so
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far constructed. If it is not clear whether there is such a model, then
the conclusion can be accepted tentatively or expressed with some
modal or probablistic qualification, but it may be subject to revision
in the light of subsequent information.

Laird (p.14), however, contradicts the last principle or procedure by
considering analogy central to mental models. He quotes Holyoak (1985)
who argues that the critical step in the analogical reasoning is the failure to
solve a problem. Such a failure triggers an attempt to search for a similar
or analogous problem whose solution is already known.

Finally, Laird (pp. 15-16) assesses mental models. He starts afresh by
posing the question: 'What exactly is a mental model?' A mental model, he
answers, satisfies the following conditions:

1. Its structure corresponds to the structure of the situation that it
represents.

2. It can consist of elements corresponding only to perceptible
entities, in which case it may be realized as an image, perceptual or
imaginary. Alternatively it can contain elements corresponding to
abstract notions; their significance depends crucially on the
procedures for manipulating models.

3. Unlike other proposed forms of representation, it does not contain
variables. Thus a linguistic representation of, say, All artists are
beekeepers might take the form:

For any x, if x is an artist, then x is a beekeeper.

In place of a variable, such as "x" in this expression, a model employs
tokens representing a set of individuals.

Among the criticisms directed at mental models, Laird (p.17) maintains,
are the following:

1- The theory of mental models proposes a solution to this problem,
though some commentators wrongly believe that it treats the
interpretation of language as nothing more than the translation of
utterances into models and neglects the question of how models are
related to the world.

2- A major problem with theories that invoke mental models as a

representation of knowledge is their radical incompleteness.
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van Dijk (in Stamenow, 1997), however, weighs the advantages of mental
models against their disadvantages. He maintains that in text processing,
mental models have played a crucial role in anaphora resolution and
coherence establishment, together with explaining why text recall does not
seem to be based on semantic representations. On the other hand, van Dijk
believes that the internal structures of mental models are not well
explained.

2.3.2. The Competition Model (MacWhinney, 1989)

MacWhinney (1989:3-5) argues that the semantic range of each lexical
item is determined by its range of values on a large number of
dimensions.To him, each of the value sets of a given dimension is a sort of
cue to the selection of the word. Collaborating with Kempe (1999), he
further views such cues as depending on three factors: (i) their availability:
i.e. the portion of times a cue is present and can be used for accessing the
underlying function; (ii) their reliability: i.e. the portion of times a cue
signals the correct interpretation given that it was present; and (iii) their
cost, which depends on their perceptual salience and the burden they place
on the working memory.

Both MacWhinney and Kempe (1999:3) believe in the importance of such
cues provided that they serve what is often called the Competition Model.
In this model, the matching of words to objects is governed by a seminal
matching process. One interesting example is given by MacWhinney
(1989:6):

...To illustrate, Warren and Warren (1970) examined the perception of the
first sound of the word 'wheel'. If the sound is degraded or replaced with a
beep, the stimulus '*eel' could be perceived as 'peel’, 'wheel ', 'deal', or a
variety of other words.

MacWhinney thus concludes that the Competition Model is supported by
what he terms 'cooperation'. To him, the whole idea of language
processing hinges upon a competition between lexical items, where '[t]he
domain of each lexical item or word is shaped both by the meanings and
sounds to which it responds' (MacWhinney, 1989:6) and by the response
of other competing lexical items. He also maintains that when humans
process sentences, each lexical item sets up anticipations for other lexical
items.
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2.3.3. Graesser et al 's Model (1994, 1997)

The work of Graesser et al marks a new surge in human text processing
approaches. It depends mainly on cognition as a basis for text comprehension.
Propositions are not extensively used, and certain assumptions are put
forth to be verified in the course of processing.

In 1994, Graesser et al developed a constructionist theory based on three
major assumptions. The first is 'the reader goal' which maintains that
comprehenders construct inferences addressing the comprehenders' goals
(Graesser et al in van Dijk (ed.) 1997). The second assumption is the
'coherence' assumption, in which comprehenders seek to construct a
meaning representation that is coherent at both local and global levels. The
third assumption is the 'explanation’' assumption, where copmrehenders
attempt to explain the reason why actions, events and states are mentioned
in the text. In fact, the first assumption is not useful in providing
discriminating predictions during inference making, but 'it does offer
context-sensitive predictions that consider the idiosyncratic goals of the
reader' (p.310). The second assumption, Graesser et al (1997) state, is
contingent on determining causal antecedents in local coherence, and
global coherence is achieved by determining superordinate goals and
emotional reactions of characters in stories. As Graesser et al contend
(1997), choppy, meandering and pointless texts will certainly have the
reader give up the process of constructing a globally coherent meaning
representation. In the third assumption, the why-question is answered
through causal antecedents and superordinate goals.

Graesser et al (1997) elaborate on their theory by tackling discourse
comprehension. They focus on the pragmatic principles of communication
among agents after completing a message. These principles (pp. 172- 173)
run as follows:

1. Knowledge structures: The knowledge in texts and in packages of
world knowledge is represented as a network of nodes (i.e.
concepts, referents, propositions) that are interconnected by
relational arcs. One source of comprehension difficulty lies in the
amount of background knowledge of the reader.

2. Spreading activation of nodes in knowledge networks: When a
node in a network is activated, activation spreads to neighboring
nodes, then neighbors of neighbors, and so on. The activation level
of a node decreases as a function of the number of arcs between the
originally activated node and another node in the network.
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Memory stores: There are three memory stores in most discourse
models: short-term memory (STM), working memory (WM), and
long-term memory (LTM). As a gross approximation, STM holds
the most recent clause being comprehended and WM holds about
two sentences. Important information is actively recycled in WM.
Discourse focus: Consciousness and focal attention is concentrated
on one or two nodes in the discourse representation. In the situation
model for a narrative text, the discourse focus is analogous to a
mental camera that zooms in on particular characters, objects,
actions, events, and spatial regions.

Resonance: The content (i.e. cues, features, nodes) that resides in
the discourse focus, STM, and WM may match highly with content
that was presented earlier in the text or with other content in LTM.
If so, there is resonance with the content in LTM, and the
information in LTM gets activated.

Activation, inhibition, and suppression of nodes: As sentences are
comprehended, nodes in the discourse structure and LTM are
activated, strengthened, inhibited, and suppressed. The primary
goal of some discourse models is to explain the fluctuations in
activation values of discourse nodes during the dynamic processes
of comprehension.

Convergence and constraint satisfaction: Discourse nodes receive
more strength of encoding to the extent that they are activated by
several information sources and to the extent that they mesh with
the constraints of other information sources.

Repetition and automaticity: Repetition increases the speed of
accessing a knowledge structure and the nodes within the structure.
Thus, familiar words are processed faster than unfamiliar words.
The nodes in an automatized package of world knowledge are
holistically accessed and used at little cost to the resources in WM.
Explanations: Memory for information is enhanced when the
reader constructs causal explanations of why events in the situation
model occur and why the writer expresses information. Readers
actively seek these explanations during reading.

Reader goals: The goals of the reader influence text comprehension
and memory. Reading a novel for enjoyment is rather different
from reading it to take a university exam.
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2.3.4. Zwaan's Model (Zwaan, 1997)

Zwaan's model is derived from other models of comprehension, but with
particular emphasis on stored cognitive experiences. As Zwaan himself
states (2003: 5), the Immersed Experiencer Framework (henceforth IEF) is
based on earlier theories of comprehension, especially those developed by
Kintsch and van Dijk. Moreover, Zwaan (2003) maintains that there is an
'overlap' with other well-known comprehension approaches, specifically
the constructivist framework by Graesser et al.

Zwaan (2003:5) lays bare the principles on which IEF is established as
follows:

1- The linguistic input stream is segregated into units, which are
subsequently integrated with the contents of the working memory.

2- Comprehension proceeds in an incremental fashion, whereby
currently relevant information is held in active state so that it
influences the integration of incoming information.

Zwaan (p.6) also sets forth a number of assumptions that help clarify his
position:

1- Incoming words first result in a diffuse pattern activation, which is
subsequently narrowed down by a constraint satisfaction mechanism
that takes contextual information into account.

2- The typical goal of language comprehension is the construction of a
mental representation of the referential situation, a situation model.

3- The online comprehension process is strongly influenced by spatio-
temporal characteristics of the referential situation in addition to
characteristics of the linguistic input stream.

IEF typically consists of three constituent components: activation,
construal and integration. Activation means that incoming words activate
functional webs also activated when the referent is experienced. For
example, in the two sentences Ranger saw the eagle and Ranger saw the
eagle in the nest (p. 4), a functional web encoding experiences of seeing
eagles in flight may be activated in addition to another web encoding
visual experiences of perched eagles.

Construal, on the other hand, is 'the integration of functional webs in a
mental simulation of a specific event' (p. 9). The grammatical unit of
construal, Zwaan maintains, is the intonation unit; and the principles of
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Kintsch's construction-integration model (1989) provide a way of
conceptualizing this process. Construal, in turn, consists of a number of
subcomponents (p. 16): time (T), a certain spatial region (S), and a
perspective (P); and within this perspective are a focal entity (F), a relation
(R), and a background entity (B). Finally, integration, the third component
of IEF, 'refers to the transition from one construal to the next' (p.17).
Transitions are divided into several types which depend on scene type.
Thus, in describing static scenes, transitions are perceptual, being largely
visual. Typical transitions in static scenes are zooming, panning, scanning,
and fixating. In describing dynamic scenes, however, transitions are
influenced by scene changes that attract attention. Thus, attention shifts
from the environment to an internal state of the experiencer.

IEF is the most recent approach to language and discourse comprehension.
It makes extensive use of receptor's experiences, discarding any
propositional perspectives. It is, however, tallied with other frameworks,
viz. van Dijk's and Greasser's, where inference-generation and understanding
are influenced by mental representations such as schemas. The theory is
still in its bud, and calls for subsequent research.

3. Conclusions

The present chapter addresses the classifications of human text-processing

models. It is noteworthy that the approaches and models reviewed in the
course of the present chapter have advantages and deficiencies. While
propositional models provide a plausible account of the different processes
that overlap in human text-processing, they are mostly too rigid to be
applicable. The Chomsky model (1965) is built on a series of deep
structures and transformations that are hitherto debatable (viz. case
grammar and construction grammar). Gibson's model (1975, 1977) is,
however, more realistic, being centered on feature extraction starting from
the phonemic/graphemic level, then the syntactic level and to the semantic
level. Like the Clark model (1977), it assumes limited levels of processing,
and suggests that lay people process utterances like professional linguists.
Similarly, the Meyer model (1977, 1979) assumes the existence of a
hierarchy, but focuses on case and global textual features such as
adversatives, covariance, response, etc.

The work of Kintsch and van Dijk (1977, 1983) is perhaps more mature.
Although they emphasize propositions to a great extent, they discuss
macrorules that are closer to reality than rigid classifications. These rules
are not only instrumental in human text-processing for reading or

printed on 2/10/2023 6:39 AMvia . Al use subject to https://ww. ebsco. coniterns-of - use



EBSCChost -

28 Reclassifying Human Text-Processing Models

listening, but are also applicable to human text-processing in translation
(cf. Mackintosh, 1985). In a similar vein, Discourse Information Grammar
emphasizes the accumulation or curtailment of information at various
stages of human text-processing.

Coherence-based models are also beneficial, but they are fraught with
details and are too complex to be psychologically real. The notion of van
Dijk's coherence condition is unclear and difficult to grasp. Similarly, de
Beaugrande and Dressler's model is excessively theoretical: it focuses on
intricate mental maps that are difficult to decipher.

Mental models, on the other hand, provide a plausible investigation into
mental representations. Although Laird's model (1983) is largely based on
logic, it has the advantage of following a set of steps which simplify the
comprehension process and put it in shape. Graesser's and Zwaan's models
are also psychologically realistic, since they emphasize memory types and
mental imagery in addition to personal experiences.
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1. Introduction

Philosophy of language is mainly concerned with providing a systematic
account of how language works. One possible way of systemization has
been offered by Gottlob Frege (1848-1925). His contribution lies in the
fact that he provided a formalization of the logic that dominated since the
Greeks. He is thus considered the father of the symbolic logic system that
still dominates modern logical notations. He also brought to the scene the
semantics of truth value, and evidenced the position of syntax within a
general theory of language.

However, the approach adopted by Frege did cause many debates, where
the basic notions of sense and meaning were one time abandoned and
subjected to extreme skepticism and other times endorsed through
linguistically engrained trends that eventually led to the emergence of a
number of important linguistic concepts, especially Grice's speech acts.

The present study is an attempt at exploring the contributions of Frege
among other philosophers of language to the field of linguistics. Chief
among the issues that will be discussed below are those of formal
semantics, syntax, proper names, sense, sentence-meaning, and the speech
act theory.
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2. Frege on Semantics and Syntax

Frege's symbolic logic system underlies much of the modern logical
accounts on connectives and declarative as well as negative sentences.
According to Stanley (2005:3):

Frege is led to giving a rigorous interpretation to his formal system for two
reasons. First, he is proving facts about numbers, not facts about signs.
This position forces Frege to be more specific about the relation between
signs and what they are about, since he denies the formalist view that
arithmetic is simply about signs. Secondly, he needs to ensure that the
syntactic transformations express transitions that are instances of
genuinely logical inferences. This in turn forces him to develop a theory of
content for his formal language.

His system is also used in propositional logic, which largely depends on
predicate expressions. In the following examples:

1- If Ranger won and Celtic lost, John would be unhappy.
2- If Ranger did not win, John would not be unhappy.
3- If Celtic did not lose, John would not be unhappy.

The complex relationship is signaled by the connective 'and'. The
predicates can be expressed by capital letters. Thus, P, Q and R stand for
Ranger, Celtic and John, respectively, while connectives are signaled by
certain symbols. In other sentences, where the copula 'is' occurs, it is
termed a syncategorematic expression (cf. Michael Devitt and Richard
Hanley, 1998). The complex relationship of 1, 2 and 3 can be expressed in
the following notation:

P& Q> R

~P>R

~ Q>R

>: entails; ~: negation.

Frege's real contribution lies in the notion of truth value. It is no
exaggeration to say that the whole of semantics revolves around truth
value. Truth value refers to the validity of an argument: if an argument has
its premises as guaranteeing the truth of its conclusion, then it is valid. The
reverse is true. Validity and invalidity can also be expressed in terms of
truth and falsity. Moreover, as Frege contends, the truth value of a
complex expression holds if any of its parts is replaced with another which
has the same truth value. In a sense for any two components P and Q of an
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expression, the truth values of its conclusion can be determined according
to the following grid:

T =Y
om0
S Resles I e

Substituting one component which is true with another which is false
results in a false conclusion. Thus, the conclusion is only true only if its
premises are true.

Frege also discusses syntax or grammar of language. However, his views
about syntax are rudimentary and characteristic of pre-modern linguistics
(Stanley, 2005). Typically, a grammar is made up of a set of lexical items
and a set of rules which determine whether combinations of these rules are
grammatical or ungrammatical, i.e. well-formed or ill-formed. Frege
believes that the syntax of any language is concerned with its formal
properties, i.e. shape. Thus, in the examples above, the predicates are well-
formed, since they are all in the correct shape. This idea of formal
properties has driven Frege to consider syntax as prior to semantics, since
the former is concerned with shape and not meaning.

3. Proper Names

The thorny part of Frege's semantic theory is proper names'. Frege
believes that so long as sentences can have truth values, proper names may
also be possessed of semantic values. In this respect, he discusses the
notion 'object', which acts like a referent. Thus, in 'Cicero is a philosopher',
'Cicero' is true, since it refers to an object. The puzzle that still baffles
philosophers is Frege's extension of the semantic value of a proper name:
in a sense, Frege thinks that the whole sentence in which a proper name
occurs can be considered a proper name of the object it refers to.

! Lycan believes that ' In fact, a majority of names are ambiguous; a name is
unambiguous only by historical accident'. See The Blackwell Guide to the
Philosophy of Language, edited by Michael Devitt and Richard Hanley, 2006, p,
255.
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Frege splits proper names into three different notions: sense, reference and
extension. However, as Penco (1996) contends, Frege applied the tripartite
distinction only to predicates; for names and sentences, he used only the
distinction between sense and reference, identifying reference with
extension. This distinction sets the scene for the puzzle of proper names
(i.e. one type of indexicals) which takes on a different guise when viewed
in the light of John Stuart Mill's perspectives of such names. He contends
that they just introduce entities into discourse: in a sense, they have the
function of discourse labeling. This conception might be fairly called
'Millian'. However, Frege is opposed to such an explanation. Consider the
following example (adapted from Lycan, 2002):

4- James Moriarty is bald.

Frege's view is that, regardless of whether James Moriarty exists or not,
the proper name is a way of presenting or grasping a referent: it is not just
a referent, but how an individual thinks of a referent or object. This way of
presenting or grasping is termed by Frege 'sense'. But the idea of sense and
reference is not that straightforward for other philosophers of language.
Burge (1979) considers sense as distinct from linguistic meaning for two
reasons. First, the notion 'meaning' has always been vague and fraught
with purposes, and thus malleable enough to be adopted by several
theories. Second, Frege himself did not focus on meaning, but paid due
attention to the issue of context. Frege also believed that sense does shift
according to the shift in context, but meaning does not. Thus, the linguistic
meaning of indexicals (including proper names) need not be part of the
sense associated with them in a given context.

Proper names also assume a high profile in the case of negative existentials.
Consider the following example (adapted from Lycan, 2002):

5- Pegasus never existed.

According to Frege, 'Pegasus' has a sense and a referent. But the problem
is that: if the sentence is true, then Pegasus does not exist, and if so, then it
refers to something with which we are not acquainted. Related to this issue
is that of substitutivity. In a sentence like 'Mark Twain is Samuel
Langhorne Clemens', there are two proper names. Frege believes that the
two have the same referent but different senses: each individual has a way
of conceptualizing the same object. This Frege terms 'cognitive significance'.

A more complex situation is that of semantic opacity. In a sentence like
'Albert believes that Samuel Langhorne Clemens was less than 5 feet', the
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verb 'believes' poses a problem: it is not clear whether it refers to Samuel
Langhorne Clemens or not. Moreover, substituting 'Samuel Langhorne
Clemens' for 'Mark Twain' will lead to sense differences, and will in turn
have a different semantic value. But Frege resorts to considering 'believe'
as a cognitive verb which requires senses rather than referents. Miller
(2007), however, complicates the issue of cognitive verbs by considering
the case of double belief contexts. For example, in the following sentence:

6- James believes that John believes that Mark Twain is Samuel
Clemens.

The problem here is that Frege associates the same reference of the single
belief context with the same sense of the double belief context. This leaves
the attentive reader with an intractable problem. On comparing the above
sentence with 'Mark Twain is an American author', one might notice that
the same reference has two senses. The solution is to state that Frege
considers sense outside its context.

4. Sense, the attack on Frege, and Logical Positivism

Another important point made by Frege on sense and reference is the
recourse to the distinction among Bedeutung (i.e. semantic value), senses
and ideas (cf. Miller, 2007). Frege envisages sense as lying midway
between Bedeutung and ideas, and is thus objective. Despite the ingenuity
of Frege's distinction, his position should be taken with a pinch of salt.
Frege's view on sense is similar to a reflection of a particular image on a
mirror: each person sees the image, but the real object exists far away.
Moreover, the image is reflected differently by each mirror, and the result
is a different sense for each person, i.e. the same reference has multiple
senses. On this view, it is difficult to speak of proper communication or
communication at all. For example, if John and Smith are presented with
the word 'Aristotle', both will have two different definitions: one of them
might say, ‘Aristotle is the pupil of Plato and the teacher of Alexander the
Great', and the other might go for, ‘Aristotle is teacher of Alexander the
Great and was born in Sagirta". Both have different ways of grasping the
same word, so how can sense be defined?

As Stalnaker (in Hale and Wright, 1998) contends, Kripke charged Frege
with conflating these two questions: Frege should be criticized for using
the term 'sense' in two senses. He takes the sense of a designator to be its
meaning and he also takes it to be the way its reference is determined.
Identifying the two, he supposes that both are given by definite
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descriptions. Thus Kripke is against considering proper names definite
descriptions.

Sainsbury (2002:11) contends that '[l]ack of truth value only matters if we
are engaged in serious questions of truth and falsehood, and does not
matter if our only concern is with ‘aesthetic delight’. In the latter case, we
can engage with thoughts, without considering whether they are true or
false, for ‘the thought remains the same whether ‘Odysseus’ has a referent
or not”". This kind of argument drives the discussion to the consideration
of the aesthetic value. This involves thinking about objects without having
a specific reference, i.e. without having semantic value. Another point is
the sentences which have empty singular names, i.e. with a name without
reference. Miller (2007: 53-54) also discusses the problem of bearerless
names: the gist of the discussion is that bearerless names do have sense
although they do not exist (see the example 'Pegasus never existed' above).
They are not 'mock proper names' as Frege states: ' Names which fail to
fulfil the usual role of a proper name, which is to name something, may be
called mock proper names' (Sainsbury, 2002: 12).

Russell likewise criticizes Frege's views about proper names. He discusses
'ordinary proper names' like 'Aristotle' as opposed to 'logically proper
names' like the constants contained in formal logic (cf. Bach, n.d.). He
adopts the view that genuine proper names are indexicals and the pronoun
'T', i.e. those related to direct sense-data. Other ostensible proper names are
just definite descriptions that cannot be used to fix the reference of proper
names (cf. Miller, 2007). This view is further augmented by Kripke's
belief that proper names are related to through a chain of links. That is, a
baby christened 'Edgar Alan Poe', for example, does not refer to the
famous American author; rather the name has been linked to the original
owner through a chain of reference. This view plausibly justifies the
problem posed by Kripke about citing names without having sufficient
knowledge of their referents.

Strawson prefers to draw a distinction between a sentence and its use: a
sentence or sentence type is a particular string of words, while a statement
is the use of a sentence. The former can be described as either significant
or insignificant, while the latter can be expressed in terms of truth and
falsity (cf. Miller, 2007). A third type is proposed by Holton (2005), which
is an utterance of a sentence, i.e. some particular concrete utterance. Thus,
an expression like 'King of France is bald' is not in itself subject to truth or
falsehood, but its use should be. This view criticizes Frege's concept of
truth value, and limits it to use.
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Despite the criticisms leveled against Frege's explanation of the sense of
proper names, Holton (2005) considers his position favorable for a number
of reasons. It explains how names can refer to things, and in particular,
how they can refer to things with which we are not acquainted; it explains
how identity statements can be informative; and it explains how an
existential claim can be informative, and how it can be possibly false.
Thus, to understand a name is to grasp the description (cluster of
descriptions) that is (are) associated with it. So someone who is competent
with a name will know a priori that the bearer of the name (if there is one)
fits the description (most of the descriptions).

However, Miller (2007) criticizes Frege's approach to sense. He discusses
Frege's elaboration of the notion of sense as a mirror reflecting the image
of the moon. The real moon exists in the sky, but its reflection on a mirror
is what everyone sees. This analogy is very similar to sense: it exists and is
grasped by different people, so everyone views its image differently. Thus,
like the moon, sense is objective. Yet Frege's analogy is not free from
criticism. By considering the moon as a reflected image seen by different
people, Frege endangers the very notion of sense: how can sense, Miller
wonders, be objective while different people see different reflections of it?

The above question is attempted by Russell (ibid). Despite taking issue
with Frege, Russell adopts the view that a name like 'Bismarck' has
different descriptions associated with it, but for the sake of linguistic
communication, the name does not invoke the original owner. Rather, it
reminds the listeners of the name in the world of communication, and this
is why it is tolerated although having many referents.

Logical positivists, especially Wittgenstein, gave a new lease of life to the
notion of sense by reconsidering truth-conditions. Wittgenstein was among
those who endorsed the existence of sense: he believes that sentences do
have senses, but no semantic value, while names have semantic value but
no senses. He also contends that logical connectives, like 'so' and 'and',
have no truth value, since they cannot be described as either true or false.
He even considers proper names as elementary propositions, which are
true in virtue of their relation to a state of affairs in the world. Meaningful
sentences, on the other hand, are true if and only if their state of affairs
refers to an object in the world (cf. Miller, 2007).

Despite the logical positivists' moderate opinions on sense and meaning,
Ayer takes an emotivist approach that sheds light on the position of ethical
statements like 'Stealing is wrong'. Ayer contends that such statements are
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not literally significant: they express a particular feeling. This feeling
would amount to the exclamation mark placed at the end of a statement.
To eschew the problem of considering ethical statements as nonsensical,
Ayer sees them as emotively significant, but how can they be emotively
significant and with no semantic value?

Worse still, skeptics have also launched a vicious attack on sense. Quine
sets out the attack by reconsidering the notion of analyticity. Put simply,
analyticity means that a statement is true in virtue of its constituent parts.
Quine considers the notion unclear because if seen in the light of logic, it
would lead to the following (after Miller, 2007):

7. All unmarried men are men.
8. Philosophers are men.
9. So all philosophers are unmarried.

According to Quine, such a set has a flawed definition: i.e. a definition
need to be changed in order to have an analytically true statement in
Fregean terms.

Quine also tackles the issue of synonymy. He maintains that synonymous
expressions are intersubstitutable: they can replace each other without any
change in the truth-value. But is this always possible? Miller (2007) quotes
the accidental case of 'cordate' and 'renate', where the two words are never
synonymous but they fairly replace each other in many contexts. In order
to shun this problem, Quine adds 'necessarily' to the definition of
synonymy. But by discussing necessity, he is forced to refer back to
analyticity which he has already discarded.

5. Saving the Notion 'Sense': Asymmetric-Dependency,
Intentions, and Speech Acts

Despite the skeptical attacks, a number of trends, grounded in linguistic
theory, have attempted to uphold the notion of sense. Chief among these
trends are two: one focusing on linguistic communication and the other
focusing on mental content. Paul Grice adopts the view that it is better to
describe linguistic meaning in terms of mental content, which inherently
contains beliefs, wishes, desires, etc. Dummett, in contrast, sees the
reverse: it is better to explain mental content in the light of linguistic
meaning. Still Davidson contends that both should be described in parallel.
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One salient approach to save sense has been that of Fodor (see Hale and
Wright, 1998). In response to skepticism, he proposes asymmetric-
dependency as a means to an end. He maintains that meaning can be
explained in the light of tokening. Thus, 'horse' is 'horse' if and only if
'horse' has the tokenings of horses. However, there are some problems
with Fodor's approach. For example, a cow moving in the dark can be
perceived as a horse. To eschew this problem, Fodor introduces the notion
of asymmetric dependency, which assumes that perceiving a cow in the
dark as a horse is primarily based on the perception of horse as horse. In
other words, instead of having horse as symmetrically dependent on horse,
a cow is asymmetrically dependent on the recognition of horse as horse.

Paul Grice shifts into a different gear in order to discuss the dual problem
of sense and meaning. Unlike Dummett, he is concerned with the role
played by pragmatics in meaning. Grice explores the speaker's meaning
(i.e. intentions) as opposed to the sentence-meaning (i.e. the literal
meaning). He first distinguishes between natural and non-natural meaning.
In sentences like 'Those spots mean measles' and 'Jones has measles
because he has spots', the type of meaning involved is the natural one. But
conflicting sentences like 'Jones has measles but he hasn't' exemplify non-
natural meaning. What Grice is concerned with is the explanation of the
non-natural sense of meaning, which he calls 'meanNN' (see Miller, 2007).

Grice further attempts to explain the speaker's meaning through the
utterer's intentions, and the sentence-meaning through the speaker's
meaning. By thinking necessary and sufficient conditions for a sentence
like 'Jones is an efficient administrator', he takes them to include the
intentions to be induced into the listeners and the effect of theses
intentions on the listeners in order to form a set of beliefs about Jones.
Sentence-meaning, on the other hand, is explained through the literal
meaning without taking into account unconventional intentions.

Central to the speech act theory developed by Grice is Searle's criticism of
its viability. While Grice attempts to explain the speaker's meaning
through the utterer's intentions, and the sentence-meaning through the
speaker's meaning, Searle questions the process: there is no guarantee that
the sentence will induce in the listeners the intentions of the utterer. Miller
(2007: 262-263) provides the example of a soldier who is asked about his
name by an army officer. Instead of giving his name, the soldier utters a
string of nonsensical words in order to offend the officer. But there is a
possibility that the officer will not be offended. Thus the response is
meaningless and the intention is different from the sentence-meaning.
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To solve this problem, Searle introduces two notions: illocutionary and
perlocutionary effects. An illocutionary effect is based on an illocutionary
intention which is simply fulfilled by the utterer's recognition of the
presence of the intention. For example, Jones is warned and Jones is
thanked are illocutionary effect based on the recognition of the utterer's
intentions. A perlocutioanry effect, on the other hand, is based on an
illocutionary intention which is mnet simply fulfilled by the utterer's
recognition of the presence of the intention. For example, in the above
situation of the soldier and officer, the officer might not feel offended.

Grice's approach has also been subject to other criticisms. Platts is
concerned with proving that Grice's argument is circular in some way. His
starting point is that the meaning of any sentence should be based on the
literal meaning which it expresses in a language: it is not possible to
proceed to intentions without grasping the literal meaning. Thus the
speaker's meaning depends on the sentence-meaning. Moreover, Platts
poses a detrimental question: what about sentences which have never been
uttered? It is difficult to find the intentions of such sentences and in which
language abounds. To envisage their hypothetical intentions is to claim
that they mean anything and nothing.

6. Conclusions

The above discussions mainly revolve around the central issue of
meaning. From this central issue several sub-topics branch, including
semantics and syntax, proper names, and sense and its diverse approaches.
The arguments that are presented under each section relate to the debates
that have been triggered and are hitherto unsettled. Nonetheless, there are
a number of points that can be concluded about the role of philosophy of
language in establishing a linguistic theory.

The first point is Frege's serious effort of systemizing the way in which
both language in general and meaning in particular operate. His approach
to meaning can be considered the first attempt at establishing a semantic
theory through logical rules or logical calculus. This is not by any means
an easy job: his formal semantic primitives are still in use up to this age.
His notation is also amenable to application to any language. However, the
major defect of his approach is the relegation of syntax to a system of rules
that are true due to the truth of its conventions. Moreover, by introducing
the notion of 'sense', Frege has broached the topic of the mental content,
later approached by Grice, Dummett, Davidson and Chomsky, to name but
a few. The contentious topic of sense is still fraught with arguments that
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point to different, irreconcilable directions. By acknowledging its versatile
nature, Frege also admits how a sound description of meaning in general is
difficult.

What is closely germane to the umbrella of sense is the topic of proper
names. Despite the possibility of approaching proper names through the
notion of sense, the need for a more realistic discussion has impelled
philosophers like Kripke and Russell to question the notion of sense by
redefining the meaning of proper names in the context of linguistic
communication. Whether proper names have sense or not is a debate that
cannot be settled simply by examining the literal meaning without
bringing into the scene the original owners of such names. By so doing,
philosophers of language divert the attention to the objectivity of sense,
being a reflection of a mental image.

Another point is what the logical positivists furnished in an attempt to
formulate a theory of language. By adopting empiricism, they manage to
consider proper names as elementary propositions subject to no sense, but
inherently possess a semantic value. They also extend the practice of
searching for meaning through the discussion of the ethical language
which Ayer considers as made up of emotive statements with emotive
value rather than semantic value. However, their skepticism has led to
annulling the value of meaning, so much so they resolved to consider
meaning non-existent.

The skeptic attack has conduced towards a new approach to meaning and a
maturer step in the direction of establishing a language theory that
encompasses semantics and the newly emerging field of pragmatics.
Quine's skeptical views can be considered an asset to linguistic theory in
that they opened the avenue for reconsidering linguistic definitions and the
notion of synonymy. Moreover, by tackling mental content, his skeptical
approach has brought into the scene the question of language learnability
in the light of the countless words with circular definitions (e.g. 'red', 'blue’
and all colour terms) that languages are full of.

The mental content and linguistic communication have both contributed to
the emergence of a sound linguistic theory. Such a turn in the course of
philosophy of language is rather indispensable in order to solve the
problem of sense and its mental aspect. Grice's analysis of the speech acts
is thus illuminating, since it is based on a revision of the role played by
intentions in forming meaning and personal beliefs. Moreover, the
criticisms leveled against Grice have led to the illocutionary and
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perlocutionary dichotomy, which is a major achievement in favour of
linguistic theory.
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A BRIEF SEMANTIC INVESTIGATION
OF THE CONCEPT OF MINDFUL REFLECTIONS
IN THE QURAN

JAMSHED AKHTAR
INDEPENDENT RESEARCHER

1. Introduction

The Qur'an is a scripture that needs to be understood, interpreted and
obeyed by the humanity, to obtain benefit from it, which means a deeper
semantic study of its words. The present paper is part of such a large
study, elaborating its Words on the ‘Origin of life and man’. The deep
semantic study of the Quran presented here, outlines and warns about
thirteen kinds of problems for which exegetes should be aware of.

Traditionally, faith and reason are imagined to be in disagreement with
each other. It is generally believed that if you have faith, then you do not
need to justify it through reason; and if you try to investigate the faith
through reason, then chances are that faith would weaken or come out
worse.! This situation raises an important query. Do the revelations of
Quran support this traditional schism between faith and reason? This
question shall be explored semantically in the present paper.

The faith we are talking about has two basic articles - ‘there is no other
God but One Creator God’, and ‘Muhammad is the messenger of God’.
The concept of One Creator God is common to all major world religions,
and not much resistance exists in its acceptance. The second proclamation
on the other hand - ‘Muhammad is the messenger of God’ or the ‘Message
that has come through Muhammad (PBUH) is from the same Creator
God’, - is the real differentiating factor. Once a person has this faith in the
origin of Quran, its credibility assumes gargantuan proportions. Thereafter,
each and every information, injunction, decree, precept, rite, regulation

! “Faith Vs Fact, Why Science and Religion are incompatible’ by Jerry A Coy.
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and rule of Quran, becomes literally the Word and Command of the Cre-
ator Himself. But, to get benefit from this ‘Ultimate Communication’, it
has to be understood, interpreted and obeyed by the humanity, requiring
simultaneous emphasis on faith and actions; which also means that a very
deep study is required to understand what exactly the verses are revealing
to us.

On faith, which includes the belief on its own non-human origin, the
Quran says clearly that it cannot be enforced on someone. It has to come
voluntarily:

Let there be no compulsion in religion: Truth stands out clear from
Error: whoever rejects evil and believes in God, hath grasped the most
trustworthy hand-hold that never breaks. And God heareth and
knoweth all things. (4/-Bagqara 2:256)

The original Arabic words are La ikraha fee alddeeni. Out of two
propositions, La is used for negative, and fee means ‘in’. The word al-deen
is ‘The religion’. The crucial word ikraha is from karihi meaning forced
and unpleasant. Using it with La, the verse seems to say that do not
enforce or make things unpleasant in religion.

On the possibility of mutual incompatibility between faith and reason, the
Quran is quite clear. For understanding and interpretation of contents of
the communication, the Quran asks us to use our reason and intellect to
reflect on its statements, and invites oloo al-albabi - persons with purest
and the best intellect, for this purpose.

2. The albabi

The Quran has addressed a particular group several times in various
contexts [Al-Bagara 2:179, 197, 269]; [Aal-E-Imran 3:7, 190]; [5:100];
[12:111]; [13:19]; [14:52]; [38:29, 43]; [39:9, 18, 21]; /Ghafir 40:54];
[65:10], calling them olee al-albabi. This expression is popularly translated
as ‘men of understanding’, but in reality implies the ‘purest and best of
people’ or ‘people with purified intellect’. The Arabic albabi is from the
root of /ubb. The Arabic dictionary explains the /ubb as — principal part
and middle, the purest and best, and essence etc. Since principal part of
man is mind or intellect, and intellect can be used for good and evil both,
so people with purest and the best mind are considered to come under
Oloo al-albabi category. When we study these verses, following message
emerges clearly.
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3. Wisdom is the most important gift -

He granteth wisdom to whom He pleaseth; and he to whom wisdom is
granted receiveth indeed a benefit overflowing; but none will grasp the
Message but men of understanding Al-Baqara 2:269

The verse is self explanatory. It clearly states that hikma (wisdom) is the
most important gift of God; and only men with high intellect and positive
perspective will be able to grasp the Message.

3.1 Message and the high-intellect believers

How many populations that insolently opposed the Command of their
Lord and of His apostles, did We not then call to account - to severe
account? - and We imposed on them an exemplary Punishment. (65:8)

Then did they taste the evil result of their conduct, and the End of
their conduct was Perdition. (65:9)

God has prepared for them a severe Punishment (in the Hereafter).
Therefore fear God, O ye men of understanding - who have believed!-
for God hath indeed sent down to you a Message,- (65:10)

aAAadda Allahu lahumAAathabanshadeedanfaittagooAllahayaolee  al-
albabiallatheenaamanooqadanzala Allahu ilaykumthikran

The first two verses (65:8,9) are clear reminders to humanity, citing past
history of civilizations that whoever opposes God, will be punished
severely. It is the third verse (65:10) which is interesting. Four points are
significant —

Characteristic of Oloo al-albabi is their blemish free high intellect.
Only those Oloo al-albabi are addressed here — ‘who have believed .
Belief implies a positive perspective.

This particular group is being told that ‘God hath indeed sent down
to you a Message’ (65:10).

There are two interpretations possible here. God is either telling the ‘high
intellect people - who believe’ that the Message is for them especially; or
the verse is addressing those high intellect people who believe in the
Creator, but are not yet convinced in the existence of revealed knowledge.
It is these people with (partial) belief or positive perspective towards the
Creator factor, who are being asked to take a lesson from previous nations
and peruse the Message.
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This interpretation is important because the belief in the Message (i.e. the
Quran) through the application of intellect is expected to follow a process,
beginning from a positive perspective towards the Creator factor - to an
ultimate conviction in the truth of revealed knowledge.

A broad interpretation of these verses would seem to include several top
ranking non-Muslim scientists in this category.

4. Symbiosis required between revealed and rational
knowledge

To extract benefit from verses, the ‘high intellect people’ have been
enjoined to reflect on the revelations (38:29) and on physical world
surrounding them (3:190). Such verses are close to 100 in numbers, and
contain multiple statements on diverse natural phenomena.

(Here is) a Book which We have sent down unto thee, full of blessings,
that they may mediate on its verses, and that men of understanding
may receive admonition. (38:29)

Behold! in the creation of the heavens and the earth, and the
alternation of night and day,- there are indeed Signs for men of
understanding, -(4al-E-Imran 3:190)

5. Each data has a purpose

The Quran also tells us that its narratives of past Messengers who had
brought revelations, are not just mythical tales -

There is, in their stories, instruction for men endued with
understanding.

It is not a tale invented, but a confirmation of what went before it,-
A detailed exposition of all things,
And a Guide and a Mercy to any such as believe. (12: 111)

The revelations corroborate the credibility of these past happenings, apart
from revealing other information through such stories. The oloo al-albabi
are instructed to extract this information for the benefit and guidance of
those who will accept its genuineness.
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6. The emphasis on intellect — ag/ in Quran

The Quran exhorts humanity to use reason, and in this regard, the word
intellect (agl) has been mentioned at least 49 times in its text.

Thus doth Allah Make clear His Signs to you: In order that ye may use
intellect. A/-Bagara 2:242

Kathalikayubayyinu Allahu lakumayatihilaAAallakumtaAAqiloona

The expression ‘ye may use your intellect’ — ladAallakumtaAAqiloona
has been repeated seven times in the Quran (4/-Bagara 2:73; Al-Bagara
2:242; 6:151; 12:2; 24:61; 40:67; 57:17).

The group or nation (Qawm) who have the ability to use intellect or reason
(agl) have also been addressed seven times directly in the Quran,
asligawminya AAqiloona - - (Al-Bagara 2:164; 13:4; 16:12; 16:67; 29:35;
30:24; 45:5).

And He has made the night and the day and the sun and the moon
subservient [to His laws, so that they be of use] to you;' and all the
stars are subservient to His command: in this, behold, there are
messages indeed for people who use their reason! (16:12)

Ironically, one of the two verses (5:58; 59:14) that describe groups who do
not use intellect gawmun la yaAAgqiloona(the la used is negative),narrates
an ill in its second part, which is common to the modern followers of the
Quran too.

They will not fight you (even) together, except in fortified townships,
or from behind walls. Strong is their fighting (spirit) amongst
themselves: thou wouldst think they were united, but their hearts are
divided: that is because they are a people devoid of wisdom. (59:14)

The Quran has also chided those who do not use intellect. The expression
— ‘will ye not use intellect’ or afalataAAqiloona has been repeated in the
Quran at least 14 times for emphasis (4l-Bagara 2:44, Al-Bagara 2:76,
Aal-E-Imran 3:65, 6:32, 7:169, 10:16, 11:51, 12:109, 21:10, 21:67, 23:80,
28:60, 36:62, 36:68). An example is the following:

Nor did We send before thee (as apostles) any but men, whom we did
inspire,- (men) living in human habitations. Do they not travel through
the earth, and see what was the end of those before them? But the
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home of the hereafter is best, for those who do right. Will ye not then
understand? (12:109)

7. Arguments on rational grounds

Through this repeated use of ‘will ye not use intellect” -
afalataAAqiloona—the Quran has encouraged the discussion on rational
grounds.

The verses usually suggest the line of argument and then ask the
Messenger to present it before its listeners. Such verses either begin with
Qul, which means ‘Say’ or accompany verses that begin with this
command. Three hundred verses begin directly with the word Qul/, and
several more accompany them. No verse in the Quran represents the
words of the human Messenger-

“Say: ‘If God had so willed, I should not have rehearsed it to you, nor
would He have made it known to you. A whole life-time before this
have I tarried amongst you: will ye not then understand?’” (10:16)

In this verse, a sudden change from a consistent life style of a seemingly
normal man to a preacher who had never preached before, and takes the
entire established old order of Mecca ‘head on’, inviting ridicule,
persecution and isolation, is presented as an argument:

“O my people! I ask of you no reward for this (Message). My reward is
from none but Him who created me: Will ye not then understand?"
(11:51)

Here, the lack of any expectation from his side in return for his preaching,
is cited as an argument.

8. Those who do not reflect

The Quran has not only emphasized on using reason but has also promised
strict punishment for those who do not reflect on the verses:

Those who reject Our signs, We shall gradually visit with punishment,
in ways they perceive not; (7:182)

Do they see nothing in the government of the heavens and the earth
and all that God hath created? (Do they not see) that it may well be
that their terms is nigh drawing to an end? In what message after this
will they then believe? (7:185)
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The Quran has compared those who do not want to see, listen or reflect on
verses, with the worst of beasts.

For the worst of beasts in the sight of God are the deaf and the dumb.-
those who understand not (8:22)

Ironically, the same allegory has been used for those who reject the
Creator.

For the worst of beasts in the sight of God are those who reject Him:
They will not believe (8:55)

The faith is voluntary, but according to Quran only those reject it who do
not use their intellect to recognize the truth, but act like a beast in a herd.

The parable of those who reject Faith is as if one were to shout like a
goat-herd, to things that listen to nothing but calls and cries: Deaf,
dumb, and blind, they are void of wisdom. (4/-Bagara 2:171)

9. An eternal problem of humanity

The Quran has identified the status quo maintained by the ‘Old order’ as
the eternal problem which inhibits the acceptance of revealed knowledge
from a fresh source, and in the dynamic interpretation of verses. A/-
Bagara 2:170; 5:104:

When it is said to them: "Follow what God hath revealed:" They say:
"Nay! we shall follow the ways of our fathers." What! even though
their fathers were void of wisdom and guidance? (4/-Bagara 2:170)

When it is said to them: “Come to what Allah hath revealed; come to
the Messenger”: They say: "Enough for us are the ways we found our
fathers following." what! even though their fathers were void of
knowledge and guidance? (5:104)

There are numerous such verses and almost all prophets have been
mentioned to have faced the same resistance.

Incidentally, the Quran has also revealed injunctions for care of elders,
very plainly, to clarify that respect and care of elders is different from the
‘uncritical acceptance of elders’ opinions’.

Thy Lord hath decreed that ye worship none but Him, and that ye be
kind to parents. Whether one or both of them attain old age in thy life,
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say not to them a word of contempt, nor repel them, but address them
in terms of honour. (17:23)

And, out of kindness, lower to them the wing of humility, and say:
"My Lord! bestow on them thy Mercy even as they cherished me in
childhood." (17:24)

10. Knowledge exists in the Quran, whose explanation we
may not yet know

Nay, they charge with falsehood that whose knowledge they cannot
compass, even before the elucidation thereof hath reached them: thus
did those before them make charges of falsehood: but see what was the
end of those who did wrong! (10:39)

It is needless to mention that to elucidate knowledge, the verses of the
Quran would need dynamic interpretation from a broad cosmic perspective.
This interpretation will have to be based on linguistic analysis, support from
traditions, and the wide base of increasing knowledge. The exact meaning
of words used can be traced through the Arabic roots as understood by
Bedouins of the era when the Quran had been revealed, and which had
been ably preserved by various early scholars.

In this regard, two other categories of verses of the Quran are relevant.

11. One should not fall on verses blindly and deafly

The revelations themselves seem to define how they should be studied:

And those who if are reminded with their Lord's verses, do not fall
down on it deafly and blindly. 25:73

In this verse, the Arabic word used is khiru, which means ‘fall from on
high’ or ‘prostrate one’s self in adoration’. Using this word khiru with a
negative lam, the verse criticizes the attitude of those believers who just
fall down on the verses in blind adoration (a subtle reference to blind
faith). They do not look for the true deeper meaning of words used; or how
these have been used in other places; and what difference would it make if
sender of the Message is Creator of the Cosmos Himself, and not a human.
This verse truly defines how much reflection should be done, and how
deeply the revelations need to be probed for understanding their contents;
yet, tragically millions of followers of the Quran miss the true import of
this verse.
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12. The Quran as Mahjur — a highly potent warning

We ought to remember that the depth and scope of an injunction increases
immeasurably if the Source is non-human. Therefore, invitations to
humanity from the Creator of Cosmos Himself, to look around at ‘nature’
and at the creation of things, should not simply be taken to mean noticing
them casually to reinforce the belief on Creator. These verses would imply
intense overall effort with deep and patient observations; designing of
instruments, laboratories and observatories for collection of data; and then
reflection on this data by men of knowledge, brilliance, and with positive
perspective through increasingly complex programs, in order to recognize
the Design in creation.

Tragically, the Ulema, the learned ones of community, exhibit a tendency
to curb all original reflection on verses of the Quran, and bind its
interpretation with reference to a particular era and culture. Anticipating
this problem of ‘blind following’ and ‘uncritical acceptance of the opinion
of elders’ with reference to the interpretation of the Quran, a clear warning
for the community has been communicated in its text, against any attempt
at restricting its potential.

In a verse (25:30) that describes a possible future scenario, Muhammad
(PBUH) complains to God on the Day of Judgment on the behavior of his
people towards the Quran:

Then the Messenger will say: "O my Lord, truly my people treated
this Quran with neglect." (25:30)

The specific word used here is mahjoor which has been translated
variously by Commentators as ‘neglect’ (above), or ‘foolish nonsense’ by
Yusuf Ali; ‘of no account’ - Pickthal; ‘thing to be shunned’ - Arberry;
‘forsaken thing’ — Shakir; ‘abandoned’ — Sarwar; and ‘deserted’ — by
Khalifa etc.

Only Commentators of QXP — ‘The Quran as it explains Project’ of ‘The
Quran Institute’ have explained the verse using the original meaning of
mahjoor.

And the Messenger will say, "O my Lord! These are my people, the ones
who had disabled and made this Qur'an of no account." (MAHJUR = They
had immobilized it like villagers who bind a cow by tying her front foot to
her horn).
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In the QXP interpretation, the word ‘disabled’ relates to Mahjoor. The
point to remember here is that the expression ‘of no account’ becomes
applicable only because the Quran was disabled by Prophet’s people (of
later time). Therefore, even the QXP interpretation does not convey the
true warning. The word Mahjoor is from the Arabic root Hijr, which
means stone. The true meaning of Mahjoor is to make a moving being
(mostly an animal) immobile, something like a stone, a fossil. Lexicons,
from this connotation, list Hijr and hijran as - he prevented, hindered,
withheld, restrained, debarred, inhibited, forbade, prohibited, or interdicted
etc.

From these meanings, the word Mahjoor does not seem to convey the idea
of a thing which has been ‘abandoned’, ‘deserted’, ‘shunned’ or ‘forsaken’
etc, as used by commentators of the Quran. These adjectives can only
become applicable to the Quran, after it is prevented, hindered, withheld,
restrained, debarred, inhibited, forbade, or prohibited to function in the
way for which it has been sent, i.e. to guide properly. The words used by
commentators represent the second stage, while the verse is referring to
the act in the first stage, which is responsible for the second stage.

Thus the true warning is not about a general abandoning of the Quran by
common man, but about restraining and preventing its verses to reveal
guidance, which was the reason for it being abandoned. The ‘learned
ones’ MUST reflect on this verse, with all the intensity the God’s Words
deserve as per their faith. The word Mahjoor has been used to describe the
Quran in the Quran itself and as part of a complaint to God on the Day of
Judgment, by a man no less than Muhammad (PBUH) himself, on how the
community has treated the Quran.

Such a warning ought to be taken extremely solemnly by the Ulema
(Learned ones) of the day, when they lay down restrictive conditions, or
put curbs on the interpretation of the Quran.
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SIR PHILIP SIDNEY AND AHMED SHAWQI:
ACOMPARATIVE STYLISTIC READING

AMR M. EL-ZAWAWY
ASSOCIATE PROFESSOR, ALEXANDRIA UNIVERSITY

1. By Way of an Introduction

Of the poet, Sidney (2014:16) says:

...[H]e doth not only show the way, but giveth so sweet a prospect into the
way as will notice any man to enter into it. Nay, he doth, as if your journey
should lie through a fair vineyard at the very first give you a cluster of
grapes, that full of taste you may long to pass further.

Such well-wrought statements and epithets are, doubtless, at the core of
the poet’s task; and the mention of ‘grapes’; and passing further imbues
the whole situation with a challenging, if not an intriguing, effect. True,
Sidney drives the readers into believing that a poet’s profession is to lead
his/her commentators and critics—for he preaches a kind of poetry
suitable for his fellows—into paradisiac dimensions, but the fact is that
poetry, as Sidney indited it, is totally different. His ‘Ditty’, as a prime
example, is here compared to Shawqi’s ‘They Deceived Her’ in order to
show how the two poets exploit almost the same thematic and stylistic
techniques to conceal more than their words show.

The arguments presented in this short chapter are tangentially based on the
notions of atmosphere and aura (cf. El-Zawawy, 2016).1 have opted for the
term ‘atmosphere’ here because it is somehow different from ‘aura’. A
simplistic definition can be the feeling that is stirred inside the reader just
by ruminating over a poem. In a sense, an atmosphere is a personal feature
difficult to be subject to criticism. However, J.A. Cuddon (1991c:64) gives
the following definition of an atmosphere: ‘the mood and feeling, the
intangible quality which appeals to extrasensory as well as sensory
perception, evoked by a work of art’.
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The so-called ‘stylistic’ reading of the two poems (i.e. ‘Ditty’ and ‘The
Deceived Her’ by Sidney and Shawqi, respectively) is meant to trace the
similarities and/or differences that may exist between the two poets’
stylistics while producing the two works. The insights of Sidney about
poetry and Shaqwi’s standing as the most prominent Arab bard are
brought to bear on the discussions and analyses presented herein.

2. Sidney’s ‘Ditty’ as a Poetic Bargain
Consider the opening of Sidney’s ‘Ditty’:
My true-love hath my heart, and I have his..
It is surprisingly direct, yet befuddlement starts with the second line:
By just exchange one to the other given...

A good question to ask is: is love a deal? If so, how can hearts be
exchanged? The two interrelated questions provoke feelings of confusion:
and the ‘taste’ of ‘grapes’ is not detected due to the amount of
flummoxation experienced in this short line. Yet the frivolous atmosphere
reigns once again with the fourth line:

There never was a better bargain driven.

Thus, love is a bargain, according to Sidney, par excellence. The analysis
of the poem at issue may necessitate some pulling to the ground (but not
deconstructively) of the epithet ‘true love’, for the materialistic aura of
bargains sharply contradicts the situation of adoration. The choice of
‘aura’, as a new term here, is informed by Jeremy Hawthorn (1992:9), who
provides the following ‘entry’:

The GERMAN MARXIST Walter Benjamin used the term aura (adj.
auratic) to describe the mystical sense that surrounds artistic or ritual
objects like a halo, an aura that, according to him, is ultimately destroyed
by techniques of mechanical reproduction such as photography.

Sidney can be thought of as intending to imbue his poem with an aura that
entails other undercurrent forces, and it is not clear whether the speaker in
the poem is spurious or not. One forceful interpretation is that the speaker
is enjoying some kind of tentativeness. The sixth line of the poem
furnishes another irritating surprise:

His heart in me keeps him and me in one...
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The eerie phraseology of the line furthers the reader’s confusion. A
possible rearrangement is as follows:

In me, his heart keeps me and him in one.
The idea of bargaining and profiteering is cemented in the seventh line:
My heart in him his thoughts and senses guides. ..

Besides holding possession of the beloved’s heart, the speaker concedes
that his own heart controls her. In this way, the bargain crystallizes into a
blind man’s bluff: the beloved may be guided into anything so long as it is
the wish of the lover. One corollary is that the speaker discloses his
insincerity and readiness to blackmail his mistress!

Still, Sidney’s words betray his intentions: “He [the poet] beginneth not
with with obscure definitions which must blur the margin with
interpretations, and load a memory with doubtfulness. But he cometh to
you with words set in delightful proportion, either accompanied with, or
prepared for, the well-chanting skill of music...[He] doth intend the
winning of the mind from wickedness to virtue” (2014:16). But this is not
exactly the case here: the speaker in the poem starts with a clear line, the
drags the reader’s mind from virtue’ to ‘wickedness’. Yet the only outlet
for Sidney is that he does not speak here—he dons the garb of a certain
persona, a lover.

According to any definition in a run-of-the-mill dictionary, a ‘ditty’ is a
short, simple poem or song. This definition is congruent with Sidney’s
poem—the theme is simple. And the verse can be composed by any
rhymer, except for the oblique line I have highlighted. Taken from this
angle, Sidney cannot be attacked, for he speaks about the style adopted by
a real bard, not a rhymester or a poetaster.

Not only that: Sidney outwits his readers when he indites:
He loves my heart, for once it was his own,
1 cherish his because in me it bides.

Such a by-product provides a view difficult to subject to pejorative acts:
the speaker announces his dominance and hegemony: the beloved loves
his heart, now including her, because it has been hers, and the lover
cherishes her heart just because it resides in his. In other words, he loves
what he possesses while his mistress stands restive outside, expressing her
adoration!
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In the second stanza of the poem in question, the diction is similar to the
first one. In the first stanza, there are words such as ‘true’, ‘heart’, ‘dear’,
‘bargain’ and ‘cannot’. These words consist of long and combined vowels,
which also appear in the second stanza in words such as ‘thoughts’,
‘guides’, ‘own’, ‘bides’, etc which aggrandize the avowals of feigned love.
The use of the pronoun ‘I’ with its derivatives figure in both stanzas from
seven to ten times. This structured set of repetition is evocative of the
lover’s harmful intentions, where his ego supersedes his beloved’s.

The metrical structure of the