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1 Risk management is not only a matter
of financial risk

Risk continues to perplex humankind. All societies worldwide, present and past,
face and have faced decisions about how to adequately confront risks. Risk is in-
deed a key issue affecting everyone and everything. How to effectively and effi-
ciently manage risks has been, is, and will always be, a central question for policy
makers, industrialists, academics, and actually for everyone (depending on the spe-
cific risk). This is because the future cannot be predicted; it is uncertain, and no
one has ever been successful in forecasting it. But we are very interested in the fu-
ture, and especially in possible risky decisions and how they will turn out. We all
face all kinds of risks in our everyday life and going about our day-to-day business.
So, would it not make sense to learn how to adequately and swiftly manage risks,
so that the future becomes less obscure?

Answering this question with an engineering perspective is the heart of this
book. If you went to work this morning, you took a risk. If you rode your bicycle,
used public transportation, walked, or drove a car, you took a risk. If you put your
money in a bank, or in stocks, or under a mattress, you took other types of risk. If
you bought a lottery ticket, you were involving an element of chance – something
intimately connected with risk. If you decided to go ahead with one production pro-
cess rather than another, you took a risk. If you decided to write a book, and not
another book or some scientific papers, you took a risk. If you decided to publish
one book, and not another one, you took a risk. All these examples reveal that
“risk”may involve different meanings depending how we look at it.

The current highly competitive nature of economics might encourage firms to
take on more or higher negative risks. But giving up managing such risks would be
financially destructive or even suicidal, even possibly in the short term, because
once disaster has struck it is too late to rewrite history. Some of you might argue
that safety is expensive. We would answer that an accident is even more expensive:
the costs of a major accident are very likely to be huge in comparison with what
should have been invested as prevention.

Let us take, as an example, the human, ecological and financial disaster of the
Deepwater Horizon drilling rig in April 2010. Are the induced costs of several bil-
lions of euros comparable to the investments that could or might have averted the
catastrophe? Answering this question is difficult, a priori, because it would require
assessing these uncertainties and therefore managing a myriad of risks, even the
most improbable. Most decisions related to environment, health and safety are
based on the concept that there exists a low level of residual risk that can be
deemed as “acceptably low.” For this purpose, many companies have established
their own risk acceptance or risk tolerance criteria. However, there exists many dif-
ferent types of risk and many methods of dealing with them, and at present, many
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organizations fail to do so. Taking the different types of risk into consideration, the
answer to whether it would have been of benefit to the company to make all neces-
sary risk management investments to prevent the Deepwater Horizon disaster would
have been – without any doubt – “yes.”

In 2500 BC, the Chinese had already reduced risks associated with the boat trans-
portation of grain by dividing and distributing their valuable load between six boats
instead of one. The ancient Egyptians (1600 BC) had identified and recognized the
risks involved by the fumes released during the fusion of gold and silver [1]. Hip-
pocrates (460–377 BC), father of modern medicine, had already established links
between respiratory problems of stonemasons and their activity. Since then, the
management of risks has continued to evolve:
– Pliny the Younger (first century AD) described illnesses among slaves.
– In 1472, Dr. Ellenbog of Augsburg wrote an eight-page note on the hazards of

silver, mercury and lead vapors [2].
– Ailments of the lungs found in miners were described extensively in 1556 by

Georg Bauer, writing under the name “Agricola” [3].
– Dating from 1667 and resulting from the great fire that destroyed a part of Lon-

don, the first Fire Insurance Act was published.

Despite today’s steep increase of risk and risk management knowledge and the
never-ending acceleration of all kinds of risk management processes, what still re-
mains to be discovered in risk management and risk engineering is rather systemic
and more complex.

As Ale [4] indicates, the essence of risk was formulated by Arnaud as early as
1662: “Fear of harm ought to be proportional not merely to the gravity of the harm,
but also to the probability of the event.” Hence, the essence of risk lies in the aspect
of probability or uncertainty. Ale further notes that Arnaud treats probability more
as a certainty than an uncertainty and as, in principle, measurable. Frank Knight
even defines risk in 1921 as a “measurable uncertainty” [5]. Today, the word “risk”
is used in everyday speech to describe the probability of loss, either economic or
otherwise, or the likelihood of accidents of some type. It has become a common
word, and is used whether the risk in question is quantifiable or not. In Chapter 2,
we will further elaborate on the true definition and the description of the concept of
“risk” and what constitutes it.

In response to threats to individuals, society and the environment, policy mak-
ers, regulators, industry and others involved in managing and controlling risks
have taken a variety of approaches. Nowadays, the management of risk is a deci-
sion-making process aimed at achieving predetermined goals by reducing the num-
ber of losses of people, equipment and materials caused by accidents possibly
happening while trying to achieve those goals. It is a proactive and reactive approach
to accident and loss reduction. We will discuss risk management and its definition in
a more general way in the next chapters, and we will define risk as having a positive
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and a negative side, but we will focus in the remainder of the book on managing
risks with possibly negative consequences.

Human needs and wants for certainty can be divided into several classes. Abra-
ham Maslow [6] discerned five fundamental types of human needs and ordered them
hierarchically according to their importance in the form of a pyramid (Fig. 1.1).

As long as someone’s basic needs at the bottom of the hierarchy are not satisfied,
these needs demand attention and the other (higher) needs are more or less disre-
garded. “Safety,” or in other words, the striving for a decrease of uncertainty about
negative risks, is a very important human need, right above basic needs such as
food, drink, sleep and sex. Consequently, if risks are not well managed in organiza-
tions, and people are not “safe,” the organizations will not be well managed at all.
They may focus upon “production” (the organizational equivalent of the physical
basic needs), but the organizations will never reach a level in which they excel.
Thus, engineering risk management (ERM), as discussed in this book, is essential
for any organization’s well-being and for its continuous improvement.

When reading this book it is necessary to wear “engineering glasses.” This
means that we will look at risk management using an encompassing engineer’s
approach – being systemic on top of analytic.

The analytic and the systemic approaches are more complementary than opposed, yet neither
one is reducible to the other. In systemic thinking – the whole is primary and the parts are sec-
ondary; in analytic thinking – the parts are primary and the whole is secondary.

The analytic approach seeks to reduce a system to its elementary elements in order to study in
detail and understand the types of interaction that exist between them. By modifying one vari-
able at a time, it tries to infer general laws that will enable us to predict the properties of a

Safety
(protection, economic certainty, etc.)

Self-
fulfillment

Esteem
(success, prestige)

Belonging
(love, social contacts, etc.)

Physical basic needs
(food, drink, sleep, sex, etc.)

Fig. 1.1: Maslow’s hierarchy of human needs.
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system under very different conditions. To make this prediction possible, the laws of the additiv-
ity of elementary properties must be invoked. This is the case in homogeneous systems, those
composed of similar elements and having weak interactions among them. Here the laws of statis-
tics readily apply, enabling us to understand the behavior of the multitude of disorganized
complexity.

The laws of the additivity of elementary properties do not apply in highly complex systems, like
the risk management, composed of a large diversity of elements linked together by strong interac-
tions. These systems must be approached by a systemic policy. The purpose of the systemic ap-
proach is to consider a system in its totality, its complexity, and its own dynamics [7].

This book is not written by financial experts, insurers, traders, bankers or psycholo-
gists. Although financial risk management is a crucial matter of daily business, it
will not be covered here. As a consequence, we will not discuss the topic of money
investments, when it is more convenient to invest in bank accounts, shares or other
financial placements. Our concern and purpose is to apply engineering methodolo-
gies to (non-financial) risk management. On the other hand, we will discuss in one
of the later chapters the micro-economic essentials related to decision-making with
respect to engineering risks. We believe that ERM is all about making the right deci-
sions and allocating the budget to deal with engineering risks, in the most optimal
way. Such optimal decision-making requires being knowledgeable about financial
aspects of risks and using micro-economics to aid the decision-making.

What is the essential idea of (engineering) risk management? We have all heard
the saying, “Give a man a fish and you feed him for a day. Teach a man to fish, and
you feed him for a lifetime.” We could adapt this expression taking into account a
risk management standpoint: “Put out a manager’s fires, and you help him for a day.
Teach a manager fire prevention, and you help him for a career.” If a manager under-
stands good risk management, he can worry about things other than firefighting.

Negative risk (or the negative aspect related to engineering risks – the positive
aspect is making profits by producing products or delivering a service) could be de-
scribed as the probability and magnitude of a loss, disaster or other undesirable
event. In other terms: something bad might happen. ERM focuses on the “avoiding
losses” aspects of risks and can be described as the identification, assessment and
prioritization of (safety, security, environment, quality, ethics) risks, followed by
the coordinated and economical application of resources to minimize, monitor and
control the probability (including the exposure) and/or impact of unfortunate
events. In other terms: being smart about taking chances.

The first step is to identify the negative risks that a company faces: a risk man-
agement strategy moves forward to evaluate those risks. The simplest formula for
evaluating specific risks is to multiply (after quantifying the risk in some form) the
likelihood of the risky event by the damage of the event if it would occur. In other
words, taking into consideration the possibility and consequences of an unwanted
event.
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The key word here is data. The best risk management specialists excel at deter-
mining predictive data.

The ultimate goal of risk management is to minimize risk in some area of the
company relative to the opportunity being sought, given resource constraints. If the
initial assessment of risk is not based on meaningful measures, the risk mitigation
method, even if it could have worked, is bound to address the wrong problems. The
key question to answer is: “How do we know it works?”

Several reasons could lead to the failure of risk management [8]:
– The failure to measure and validate methods as a whole or in part.
– The use of factors that are known not to be effective (many risk management

methods rely on human judgment and humans misperceive and systematically
underestimate risks).

– The lack of use of factors that are known to be effective (some factors are proven
to be effective both in a controlled laboratory setting and in the real world, but
are not used in most risk management methods).

As already mentioned, risk is often measured by the likelihood (i.e., the probability
in quantitative terms) of an event and its severity. Of the two, severity is more
straightforward, especially after the event. Measuring the probability is where many
people encounter difficulties. All we can do is use indirect measures of a probability,
such as observing how frequently the event occurs under certain conditions or, when
no information is available, make educated and expert assumptions.
– Risk has to have a component of uncertainty as well as a cost (we have uncer-

tainty when we are unable to quantify exactly accurate the likelihood).
– Risk is generally thought of in highly partitioned subjects with very little aware-

ness of the larger picture of risk management.
– Risk is an uncertain event or set of circumstances which, should it or they

occur, will have an effect on the achievement of objectives.

Very often, we hear that experience helps in understanding risk, but:
– Experience is a non-random, non-scientific sample of events throughout our

lifetime.
– Experience is memory-based, and we are very selective regarding what we

chose to remember.
– What we conclude from our experience can be full of logical errors.
– Unless we receive reliable feedback on past decisions, there is no reason to be-

lieve our experience will tell us much.
– No matter how much experience we accumulate, we seem to be very inconsis-

tent in its application [8].
– So at least there is need for a collective memory – the total memory of different

experts with various expertise backgrounds.
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There is space for improving risk management so as to adopt the attitude of model-
ing uncertain systems: acting as a scientist in choosing and validating models;
building the community as well as the organization. Risk management is not a
sole matter of managers or risk experts because it involves and affects everyone
in the organization and, directly or indirectly, a lot of people who form no part of the
organization.

Near-misses (being interpreted as something that “only just did not happen,”
but was very close to happening) tend to be much more plentiful than actual disas-
ters and, as at least some of them are caused by the same event that caused the
near-miss, we can learn something very useful from them.

The evolution of risk management has been influenced by expanding knowl-
edge and tools as well as by the hazards that need to be addressed. Regulatory bod-
ies, which tend to react in response to incidents, over time-enacted measures to
prevent recurrences. These bodies also have shaped how hazards are identified and
controlled.

This book intends to provide the reader with the necessary background informa-
tion, ideas, concepts, models, tools and methods that should be used in a general
organized process to manage risks. The reader will discover that risk management is
considered to be a process which affords assurance that:
– Objectives are more likely to be achieved.
– Unwanted events will not happen or are less likely to happen.
– Goals will be – or are more likely to be – achieved.

The ERM process enables the identification and evaluation of risks, helps in setting
acceptable risk thresholds, ranks them, allows for the identification and mapping
of controls against those risks and helps identify risk indicators that give early
warning that a risk is becoming more serious or is crystallizing. Once the risk man-
agement process has been followed and controlled, a risk recording has been pro-
duced and risk owners have been identified, the risk should be monitored and
reviewed. Risk management is a never-ending process, being more iterative than
ever with the increasingly fast evolution of emerging technologies.

Every organization has to live with negative risks. They go hand-in-hand with
the positive risks that lead to gains. Managing those negative risks in an adequate
manner is therefore a vital element of good governance and management. Several
types and sources of risks – either internal or external to the activity – may affect a
business project, process, activity, etc. Some risks may be truly unpredictable and
linked to large-scale structural causes beyond a specific activity. Others may have
existed for a long time or may be foreseen to occur in the future.

As already indicated, the key idea of risk is that there is uncertainty involved. If
compared with life [9], the only certainty in life is death, and the uncertainty lies in
when and how death occurs. People strive to delay the final outcome of life and try
to improve the quality of life in the interim. Threats to these interim objectives
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involve risks, some natural, some man-made, some completely beyond our control,
but most of them controllable and manageable.

In summary, it is not always obvious whether something is good/right or bad/
wrong, as is often the case in movies. Some action can be bad for one person, but it
can be good for another. Or something can be wrong at first sight, but it can be
right in the long run. Or it can be bad for few, but good for many, etc. Deciding
whether some action or process is good or bad is thus more complex than it seems
on the surface. Life is not black or white, as it is so often pictured in stories and
fairy tales. Life is colorful and complex. Dealing with life is complex. Risks are not
only a natural part of life, they can even be compared with life. Dealing with risks is
much more complex than it appears at first view: there is a positive and negative
side to most risks and thus they are not black or white. Handling risks is therefore
not easy or straightforward. Uncertainties in life are the very same as those related
to risks. Decisions in life or in organizations are comparable with those related to
risks. Making the right decisions in life (which is often very difficult because of the
complex character of the decision-making process, missing information, etc.) leads
to a prosperous and possibly longer life. Making the right decisions in business
(which is also difficult because of the complexity of the problems at hand and the
uncertainties accompanying available information) leads to sustainable profits and
healthy organizations.

To make the right decisions time and time again, risks should be “engineered”;
that is, they should be managed with engineering principles. To help anyone make
the right decisions in life and in business, and thereby continuously improve his/her,
or in case of an organization its, position, is why this book was written.
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2 Introduction to engineering and managing risks

2.1 Managing risks and uncertainties: an introduction

Traditionally, two broad categories of management systems can be distinguished:
business management systems and risk management (RM) systems. The former are
concerned with developing, deploying and executing business strategies, while the
latter focus on reducing safety, health, environmental, security and ethical risks.

Business management systems specifically aim at improving the quality or busi-
ness performance of an organization, through the optimization of stakeholder satis-
faction, with a focus on clients – such as the ISO Standard 9001:2008 [1] – or
extended to other stakeholders (e.g., employees, society and shareholders) – such as
the EFQM 2010 Model for Business Excellence [2] or the ISO 9004:2009 Guidelines [3].

Some of the most popular generic examples of RM systems are the international
standard for environmental management (ISO 14001:2015 [4]), the European Eco-
Management and Audit Scheme (EMAS) [5], the internationally acknowledged specifi-
cation for occupational safety and health (OHSAS 18001:2007 [6]) and the international
standard for integrity management SA 8000 [7] and the ISO 45001:2018 Occupational
Health and Safety Management Systems Requirements, that helps organizations
to improve employee safety, reduce workplace risks and create better, safer work-
ing conditions.

The boundaries of those two categories have seemed to fade in recent years. First,
as a result of successive revisions, the increase in alignment and compatibility between
the specific management systems has weakened boundaries [8]. Second, the introduc-
tion of a modular approach with a general, business-targeted, framework and several
sub-frameworks dealing with specific issues, such as RM, as shown by the development
of the EFQM Risk Management Model in 2005 has also caused distinctions to fade.
Third, this evolution is illustrated by the emergence of integrated RMmodels, which em-
phasize both sides of risks: the threat of danger, loss or failure (the typical focus of risk
management) as well as the opportunity for increased business performance or success
(the typical focus of business management). Examples of this last category are the
Canadian Integrated Risk Management Framework (2001) [9] and the Australian–New
Zealand standard AS/NZS 4360:2004 [10], which served as the basis for the develop-
ment of the generic ISO Risk Management Standard 31000:2018 [11]. It is interesting to
consider the latest insights of ISO 31000:2018 to discuss the risk concept.

A risk is defined by ISO 31000:2018 as “the effect of uncertainties on (achieving)
objectives”, an effect is a deviation from the expected. (ISO, 2018) [11]. Our world can
indeed not be perfectly predicted, and life and businesses are always and perma-
nently exposed to uncertainties that have an influence on whether objectives will be
reached or not. The only certainty there is about risks is that they are characterized
by uncertainty. All other features result from assumptions and interpretations.
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The ISO 31000:2018 definition implies that risks (financial as well as nonfinancial,
technological) are two-sided: we call them negative risks if the outcome is negative
and positive risks if the outcome is positive, although the same risks are envisioned
(Fig. 2.1). It is a straightforward assumption that organizations should manage risks in
a way that the negative outcomes are minimized and that the positive outcomes are
maximized. This is called RM and contains, among others, a process of risk identifica-
tion, analysis, evaluation, prioritization, handling and monitoring (see below) aimed at
being in control of all existing risks, whether they are known or not and whether they
are positive or negative.

Continuous RM lowers the risk of disruption and assesses the potential impacts of
disruptions when they occur. It has been developed over time and within many sec-
tors in order to meet diverse needs. The adoption of consistent processes within a
comprehensive framework can help to ensure that all types and numbers of risk are
managed effectively, efficiently and coherently across an organization. In current in-
dustrial practice, RM is only focused on negative risks, and only on avoiding losses,
instead of simultaneously avoiding losses and producing gains. This is mainly be-
cause companies tend to consider “risk managers” as “negative risk managers” for
historical reasons: risk managers have been appointed in organizations mainly to sat-
isfy legislative requirements or because of incidents and accidents that happened
within firms; hence the only risks that needed to be managed displayed possible neg-
ative consequences. Nonetheless, to take all aspects of risks into account and to take
optimal decisions, risks should ideally be viewed from a holistic viewpoint, meaning
that all relevant stakeholders and experts should be involved in the RM process and
that all possible knowledge and know-how should be present.

The best available “classic viewpoint” of RM is one of (narrow) thinking of purely
organizational RM and taking different domains within the company into account:
integrating them to take decisions for maximizing the positive side of risks and mini-
mizing the negative side. The process for taking decisions in organizations should
however be much more holistic than this. Risks are characterized by internal as well as
external uncertainties. Hence, all these uncertainties and their possible outcome(s)

Opportunity
+

–
Threat

Risk

Value
creation

Value
destruction

Fig. 2.1: Negative or positive risk.
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should be anticipated, that is, identified and mapped, for every risk, and by different
types of experts and stakeholders. If this can be achieved, the optimal decisions can be
taken. The end goal is to use all the right people and means, at the right time, to man-
age all existing risks in the best possible way, whether the risks are positive or nega-
tive, or whether they are known or not. After all, a part of RM is improving our
perception of reality and “thinking about the unthinkable.”

There are two ways of making profits. The first way is very obvious and easy to
understand by managers: there is a cause–consequence relationship between pro-
ductivity/production and innovativeness on the one hand, and profits on the other.
When the former goes up/down, the latter also increases/decreases. The second way
is much more difficult to understand by many managers: that is the relationship be-
tween safety and security on one side, and making profits on the other. Safety and
security are all about avoiding losses, and avoided losses can be seen as hypothetical
profits for an organization. Losses that you never have are costs that you do not have
to make, hence (virtual) profits. For achieving sustainable profitability in an organi-
zation, both investments in productivity and innovation as well as ERM (safety and
security) investments are therefore needed. Let us use the metaphor of a football tour-
nament: the attackers can be seen as the production people, and the defenders as the
safety/security managers. Football matches can be won by excellent attackers. Foot-
ball tournaments (wining match after match) can only be won if the defenders are
also excellent, and losses are kept to an absolute minimum.

To manage uncertainties efficiently, a composite of three building blocks (knowl-
edge and know-how, stakeholders and expertise and mindset) can be conceptualized,
as illustrated in Fig. 2.2.

Uncertainty
management

Knowledge
and
know-how

Stakeholders
and
expertise

Mindset

Fig. 2.2: Required capabilities for adequate uncertainty management.
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For each of the building blocks needed by an organization to efficiently perform
“uncertainty management,” some recommendations can be suggested. To deal with
the knowledge and know-how needs, cognition should be present in the organiza-
tion about past, present and (e.g., scenario-based) future data and information, and
about risk taking, risk averting and risk neutral items. Furthermore, the organiza-
tion should collect information on laws and regulations, rules and guidelines and
best practices and ideas and also on the procedural, technological and people do-
mains. To address the stakeholders and expertise building block, involvement
should be considered from different organizations, authorities and academia as
well as from other stakeholders (clients, personnel, pressure groups, media, sur-
rounding communities, etc.), and from different types of disciplines (engineers,
medical people, sociologists, risk experts, psychologists, etc.), and used where
deemed interesting. The mindset building block indicates that, besides existing
principles, some additional principles should be followed for adequate uncertainty
management: circular, nonlinear and long-term thinking, law of iterated expecta-
tions, scenario building and the precautionary principle, and operational, tactical
and strategic thinking. All these requirements should be approached with an open
mind.

RM can actually be compared with mathematics: both disciplines are commonly
regarded as “auxiliary science” domains, helping other “true sciences” to get every-
thing right. In the case of mathematics, true sciences indicate physics, chemistry, bio-
chemistry and the like: without mathematics, these domains would not be able to
make exact predictions, conclusions, recommendations, etc. The same holds for risk/
uncertainty management: without this discipline, applied physics, industrial chemis-
try, applied biochemistry, etc. will yield sub-optimal results and the achievement of
objectives will be hampered. Hence, mathematics is needed for correct laws in phys-
ics, chemistry, etc., and RM is required for optimized applications in physics, chemis-
try, etc. Figure 2.3 illustrates this line of thought.

Bearing Fig. 2.3 in mind, although the management of negative risks has proven to
be extremely important over the past decades to save lives and/or to avoid illnesses
and injuries in all kinds of organizations, major and minor accidents as well as occupa-
tional illnesses are still very much present in current industrial practice. Hence, there
is still room for largely improving all management aspects of negative risks, and it can
be made much more effective. How this can be theoretically achieved is treated in this
book; we thus mainly focus on theories, concepts, techniques, models, frameworks
and practical examples related to unwanted events leading to undesirable consequen-
ces, in other words, on the field of management of negative uncertainties and risks.

Uncertainties and risks cannot be excluded from our lives. Therefore, we should always be able
to deal with them in the best possible way. To this end, a risk should be viewed as a two-sided
coin: one side is positive, and the other side is negative. Bearing this in mind, we need the right
mindset, enough information and the right people to deal with risks and uncertainties.
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2.2 The complexity of risks and uncertainties

“Risk” means different things to different people at different times. However, as al-
ready mentioned, one element characterizing risk is the notion of uncertainty. That
is, for the omniscient or omnipotent, the “risk” concept would be incomprehensible.
Nonetheless, in the real world, the future of events, handlings, circumstances, etc.
cannot be perfectly predicted. Unexpected things happen and cause unexpected
events. An “uncertainty sandglass” can thus be drafted, and strengths, weaknesses,
opportunities and threats (SWOT, see also Section 4.2) can be identified. Figure 2.4
displays the uncertainty sandglass, with the SWOT elements situated within the
concept.

A SWOT analysis is a strategic planning method that specifies the objectives of,
e.g., a business venture or a project and aims to identify the internal and external fac-
tors that are favorable and unfavorable to achieving those objectives. Using the princi-
ples of a SWOT analysis (identifying positive as well as negative uncertainties) allows
risk managers to close the gap between line management and corporate or top man-
agement regarding taking decisions on existing uncertainties in the organization. By
not only focusing on the negative side of risks (weaknesses and threats), but by also
emphasizing the positive side of risks (strengths and opportunities), an approach is
adopted by the risk manager that is more easily understandable by top management.

As mentioned above, in this book, we only focus on the top triangle of the uncer-
tainty sandglass: negative uncertainties – exposure to uncertainties – not achieving
objectives. If we translate this into “(negative) (safety-related) risk management lan-
guage,” the upper triangle should be “hazards – exposure to hazards – unintentional
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Engineering
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Fig. 2.3: Analogy between exact sciences and industrial practice.
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losses.” This triangle can be called the “Safety Risk Trias.” The “Security Risk Trias”
can be seen in an analogous way and consists of “threats (or the intentional misuse
of hazards) – vulnerability to threats – intentional losses.”

If one of these elements is removed from one of these triangles (“trias” in
Latin), there is no safety/security risk. The engineering aspects of RM, discussed in
this book, focus on how to omit, diminish, decrease or soften as much as possible
one (or a combination) of the three elements of the “Safety/Security Risk Trias”
(hazards, exposure or losses), or a combination thereof.

Roughly, three types of uncertainties can be identified:
– Type I – uncertainties where a lot of historical data is available.
– Type II – uncertainties where little or very little historical data is available.
– Type III – uncertainties where no historical data is available.

From the viewpoint of negative risks, consequences of type I uncertainties mainly re-
late to individual employees (e.g., most work-related accidents). The outcome of type
II uncertainties may affect a company or large parts thereof, e.g., large explosions
and internal domino effects – for this sort of accident the reader is referred to Lees
[12], Wells [13], Kletz [14, 15], Atherton and Gil [16] and Reniers [17]. Type III uncer-
tainties have unprecedented and unseen impacts upon the organization and society.

Thus, whereas type I negative risks lead to most work-related accidents, such
as falling, little fires, slipping, etc., type II negative risks can result in catastrophes
with major consequences and often with multiple fatalities. Type II accidents do
occur on a (semi-)regular basis from a worldwide perspective, and large fires, large
releases, explosions, toxic clouds, etc. belong to this class of accident. Type III neg-
ative risks may transpire into “true disasters” in terms of the loss of lives and/or
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uncertainty
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Not archieving
objectives
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objectives
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on the path toward achieving objectives

Fig. 2.4: The uncertainty sandglass.
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economic devastation. These accidents often become part of the collective memory
of humankind. Examples include disasters such as Seveso (Italy, 1976), Bhopal
(India, 1984), Chernobyl (USSR, 1986), Piper Alpha (North Sea, 1988), 9/11 terrorist
attacks (USA, 2001) and more recently Deepwater Horizon (Gulf of Mexico, 2010),
Fukushima (Japan, 2011) and Tianjin (China, 2015).

To prevent type I risks from turning into accidents, RM techniques and practices
are widely available. We will discuss some of those techniques in Chapter 4. Statisti-
cal and mathematical models based on past accidents can be used to predict possible
future type I accidents, indicating the prevention measures that should be taken.

Type II uncertainties and related accidents are much more difficult to predict
via commonly used mathematical models because the frequency with which these
events happen is too low, and the available information is not sufficient to be in-
vestigated via, e.g., regular statistics. The errors of probability estimates are very
large, and one should thus be extremely careful while using such probabilities.
Hence, managing such risks is based on the scarce data that are available and on
extrapolation, assumption and expert opinion, e.g., see Casal [18]. Such risks are
also investigated via available RM techniques and practices, but these techniques
should be used with much more caution as the uncertainties are much higher for
these than for type I risks. A lot of risks (and latent causes) are present that never
turn into large-scale accidents because of adequate RM, but very few risks are pres-
ent that turn into accidents with huge consequences. Hence, highly specific mathe-
matical models (such as QRAs, see Section 4.9) should be employed for determining
such risks. It should be noted that the complex calculations lead these risks to ap-
pear accurate; nonetheless, they are not accurate at all (because of all the assump-
tions that have to be made for the calculations), and they should be regarded and
treated as relative risks (instead of absolute risks). As Balmert [19] indicates, physi-
cist Richard Feynman’s dissenting opinion in the Rogers Commission Report [20] of-
fers the perfect perspective: by NASA’s RM protocols, perhaps among the most
sophisticated work on risk, the failure rate for the Space Shuttle orbiter was deter-
mined to be one in 125,000. Feynman used a common-sense approach, asking scien-
tists and engineers the approximate failure rate for an unmanned rocket. He came
up with a failure rate of between 2% and 4%. With two failures – Challenger and
Columbia – in 137 missions, Feynman’s “back-of-the-envelope” calculation was by
far the more accurate.

Type III uncertainties are extremely high (they can also be seen as the extre-
mum of type II uncertainties), and their related accidents are simply impossible to
predict. No information is available about them, and they are extremely rare. They
are the result of pure coincidence, and they cannot be predicted by past events in
any way, they can only be predicted or conceived by imagination. Such accidents
can also be called “black swan accidents” [21], see also Section 2.9. Such events can
truly only be described by “the unthinkable” – which does not mean that they
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cannot be thought of, but merely that people are not capable of (or mentally ready
for) realizing that such events really may take place.

Type I unwanted events can be regarded as “occupational accidents” (e.g., acci-
dents resulting in the inability to work for several days and accidents requiring first
aid). Type II (and its extremum which is type III) accidents can be categorized as
“major accidents” (e.g., multiple fatality accidents and accidents with huge economic
losses).

The management implications of the typology of risks and accidents into the
two types is that the positive side of the risk coin goes hand in hand with the nega-
tive side of the coin, that is, if a manager is interested in making limited profits by
starting or increasing an action/activity, he/she should also take into account the
possibility of limited negative consequences (type I risks). If this manager is how-
ever taking action to make huge profits, he/she should at the same time be aware
that these potential profits go together with possible huge losses (type II risks).

Another way of explaining this distinction between possible events is by using
a slightly adapted table from the statement of Donald Rumsfeld on the absence of
evidence linking the government of Iraq with the supply of weapons of mass de-
struction in terrorist groups (US DoD, 2002) [22]. Figure 2.5 illustrates the different
types of events.

Events are classified into different groups, based on the one hand on the available
knowledge or information on events from the past, and on the other hand on the fact
that people have an open mind toward the possibility of the event. Looking at the
knowledge of events from the past, or the lack of it, in combination with the level of
open mindedness of people toward the event, four separate groups can be distinct:

C
lo

se
d 

m
in

d
O

pe
n 

m
in

d
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Knowledge Lack of knowledge

Known known Known unknown

Fig. 2.5: Table differentiating between known and unknown.
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1. Events that we do not know from the past (they have never occurred), and look
at with closed minds. These events are called “unknown unknowns” (e.g., 9/11,
Chernobyl disaster).

2. Events that we know from the past (we have certain information or records
about them), and look at with closed minds. These events are called “unknown
knowns” (e.g., vapor cloud explosion, Covid-19 pandemic).

3. Events that we know from the past and have open minds toward. These events
are called “known knowns” (e.g., transport accidents, falling down the stairs).

4. Events that we do not know from the past, but which we have open minds to-
ward. They are defined as “known unknowns” (e.g., electromagnetic radiation).

It should be clear that type III events are classified as unknown unknowns, e.g.,
Fukushima (2011) and Deepwater Horizon (2010). Type II events can be regarded as
unknown knowns, e.g., Tianjin (2015), Buncefield (2005) and Toulouse (2001) and
known unknowns, e.g., emerging technologies such as nanotechnology. Type I
events are obviously the known knowns. (See Chapter 11 for a discussion of these
and other accidents.) Hence, an open mind and sufficient information are equally
important to prevent all types of accidents from occurring.

Two types of negative risks exist: type I encompasses all risks where a lot of information is
available, and type II encompasses all risks where only very scarce information is available. A
third type, type III, can be regarded as an extremum of the second type, and encompasses all
risks where no information is available.

2.3 Hazards and risks

From the “Safety Risk Trias,” it is obvious that an easy distinction can be made be-
tween what is a hazard and what is a (safety) risk. Remark that an identical reason-
ing can be followed if talking about security risk. Further in the book, we will only
use the expression “Risk Trias” to indicate both safety and security risk triases.

A hazard can be defined as “The potential of a human, machine, equipment, pro-
cess, material or physical factor to lead to an unwanted event possibly causing harm to
people, environment, assets or production.” Hence, a hazard is a disposition, condition
or situation that may be a source of an unwanted event leading to potential loss. Dispo-
sition refers to properties that are intrinsic to a hazard and will be harmful under cer-
tain circumstances.

Although risk is a familiar concept in many fields and activities including engi-
neering, law, economics, business, sports, industry and also in everyday life, various
definitions exist. To link with the “Risk Trias,” the following definition of (negative)
risk can be coined: “The possibility of loss (injury, damage, detriment, etc.) created
by exposure to one or more hazards. The significance of risk is a function of the
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likelihood of an unwanted event and the severity of its consequences.” The event
likelihood may be either a frequency (the number of specified events occurring per
unit of time, space, etc.), a probability (the probability of a specified incident follow-
ing a prior incident) or a qualitative expression, depending on the circumstances and
the information. The magnitude of the loss determines how the risk is described on a
continuous scale from diminutive to catastrophic.

Kirchsteiger [23] points out that in reality risk is not simply a product type of
function between likelihood and consequence values, but an extremely complex
multi-parametric function of all circumstantial factors surrounding the event’s
source of occurrence. However, in order to be able to make a reproducible and thor-
ough risk assessment, and since a risk can be regarded as a hazard that has been
quantified, it is important to establish a formula for the quantification of any haz-
ard. In the currently accepted definition, risk is calculated by multiplying the likeli-
hood of an unwanted event by the magnitude of its probable consequences:

Negative risk = (likelihood of unwanted event) × (severity of consequences of
unwanted event)

Thus, if we are able to accurately and quantitatively assess the likelihood of an event,
as well as the probable severity of the event’s consequences, we find a quantitative ex-
pression of risk of that event (or scenario). A risk can thus be expressed by a number. It
should be noted that the exposure factor of the Risk Trias is part of the likelihood assess-
ment. As Casal [18] points out, such an equation of risk is very convenient for many
purposes, but it also creates several difficulties, e.g., determining the units in which risk
is measured. Risk can be expressed in terms of number of fatalities, the monetary losses
per unit of time, the probability of certain injuries to people, the probability of a certain
level of damage to the environment, etc. Also, in some cases, especially in type II (and
certainly type III) events, it is obviously very difficult to estimate the likelihood of a
given unwanted event and the magnitude of its consequences. To be able to obtain ade-
quate risk assessments, appropriate methods and approaches are used, as explained
further in this book.

Examples of the different risk trias elements are given in Tab. 2.1.
Table 2.1 clearly demonstrates that if either the hazard, the exposure or the loss

are avoided or decreased, the risk will diminish or even cease to exist. Hence, RM
techniques are always aimed at trying to avoid or decrease one or several of the risk
trias elements. The usefulness of risk analysis and RM is also easy to understand. An
adult working with a fryer will be less risky than a child working with it. Prevention
measures are thus obviously more important in case of the latter situation. Also, a
trained and competent worker using the toxic material will lead to a lower risk than
an unskilled and incompetent worker. In the same way, an automated system will
lead to lower risk levels than a human-operated system, in the case of look-alike
product storage.
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Furthermore, it is essential to realize that a risk value is always relative, never
absolute, and that risk values should always be compared with other risk values, to
make RM decisions. Risks should thus be viewed relative to each other – always.

Moreover, by looking at the likelihood values and the consequence values, and
taking all the many aspects into consideration, it is possible to put different kinds of
risk in to proper perspective. This is important as the risk value may depend on the
viewpoint from which it is looked at. For example, there often remains a gap between
the technical and the nontechnical view of risk [24]. As an example, if the safety re-
cord of an individual airplane is, on average, 1 accident in every 10,000,000 flights,
engineers may deem air travel to be a reliable form of transport with an acceptable
level of risk. However, when all the flights of all the airplanes around the world are
accumulated, the probability is that several airplane crashes will occur each year – a
situation borne out of observed events. Each crash, however, is clearly unacceptable
to the public, in general, and to the people involved in the crashes, in particular.

2.4 Simplified interpretation of (negative) risk

From the above, it is clear that risk is a very theoretical concept and cannot be felt
by human senses; it can be only measured or estimated. Risk possesses a value –
its criticality – which can be estimated by the association of the constitutive ele-
ments of risk in a mathematical model. Always assuming that we stay in the area of
its probability.

The simplest model defines that the probability of a certain risk depends:
– on the frequency by which the target is exposed to the hazard (sometimes called

likelihood of occurrence), supposing that the hazard threatens the target, and
– the evaluation of its consequence corresponding to a measurement of the sever-

ity of the mentioned consequences.

Tab. 2.1: Illustrative examples of different concepts of the risk trias.

Example Hazard Exposure Loss Risk

Fryer in use Heat Person working with the
fryer

Burns Probability of children having
burns of a certain degree

Toxic
product

Toxicity Person working with the
toxic product

Intoxication Probability of worker being
intoxicated with a certain
severity

Storage of
products
that
look alike

Looking
alike

Order by client of one of
the look-alike products

Wrong
delivery to
client

€, claim by client over a
certain period of time
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This model for calculating a risk related to a specific scenario is generally expressed
by:

Risk = frequency × severity; R= F ·G

Remark that it is also possible to use an aversion factor a in the formula, as an ex-
ponent of the severity. Using such an aversion factor puts more or less weight on
the consequences, and can take the attitude of the decision-maker (see also Sec-
tion 2.6 in this book) into consideration. An aversion factor lower than one reflects
a risk-seeking attitude, while an aversion factor higher than one represents a risk
averse attitude. In the above case, where a = 1, a risk-neutral attitude is assumed.

To be consistent with the concept that measures have been taken against a
threat, the notions of protection and prevention are taken into account in the fol-
lowing formula:

R= F ·G= N ·T
Pre

� �
· D

Pro

� �
(2:1)

The likelihood of occurrence F depends on
– N – number of set targets
– T – average exposure time of each target at risk
– Pre – prevention implemented to influence N or T

Severity G is function of
– D – “crude” hazard of the situation
– Pro – level of protection implemented in the light of this hazard

This formula indicates the possible pathways and solutions to reduce risk. Reduc-
ing risk means to act on
– The severity → reduce the hazard, increase protection measures
– The frequency → reduce the exposure time, reduce the number of exposed tar-

gets, increase prevention measures

Changing the risk by reducing the occurrence of its components and/or their sever-
ity means addressing the following questions:
– Is it possible to reduce the number of exposed targets (N)?
– Is it possible to reduce the time the targets are exposed to the hazard (T)?
– Is it possible to increase the prevention measures (Pre)?
– Is it possible to reduce the hazardousness (D)?
– Is it possible to increase the level of protection (Pro)?

Zero risk does not exist, except if the hazard is zero or nonexistent or if there is no
exposition to the hazard.
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The results of the evaluation of risk are often presented in a matrix-like manner.
An illustrative example is depicted in Fig. 2.6; the terms of likelihood of occurrence
and the severity of the damages are easy to understand. The analyzed situation is
quantified in terms of frequency and severity and placed in the corresponding cell
(see also Section 4.8).

Thereby the quantification of risk does not solely indicate something about the oc-
currence and severity. It is not easy to make a risk very concrete because it is not
comprehensible. However, with the illustration shown in Fig. 2.7, it is possible to
understand the different classes of risk. Let us consider the drop of a spherical ob-
ject – there are several possibilities:
– A – low probability, low damage = low risk
– B – high probability, low damage =medium risk
– C – low probability, high damage =medium risk
– D – high probability, high damage = high risk

In order to be even more concrete, let us illustrate the risk by a concrete example: a
fall from a cliff (Fig. 2.8). We could note that the parameters present in eq. (2.1) can
be materialized as (only a few examples are presented):
– D = height of the cliff, ground, slippery ground on top of the cliff

Li
ke

lih
oo

d

Impact Fig. 2.6: Matrix representation of risk calculation.

A B C D

Fig. 2.7: Model of risk classes for a falling spherical object.
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– Pre = level of protective fences, warnings signs
– Pro = being secured with a rope, having a loose soil, e.g., water
– T = average time for a walk along the cliff
– N = number of people walking along the cliff

The risk of a person falling will depend on:
– If the surface is slippery
– If there are fences or guardrails
– If the person is secured
– Aggravating factors (weather conditions or physical state of the person, etc.)

A cliff might be very risky and
(i) a little dangerous if

– the grass surface is slippery
– there are no guardrails
– the cliff height is low
– there is loose soil at the cliff bottom

(ii) very dangerous when:
– the cliff is without fences
– the cliff is high (even if there are warning signs)
– there is hard ground at the bottom (rocks instead of sand or water)

We could also imagine that some worsening factors can play a role, e.g., if mist is
present and obscuring the edge of the cliff; a strong wind could also worsen that
risk. This example emphasizes that even if the reduced formula allows, estimating
the risk may be simple, its interpretation and real estimation may be difficult.

Fig. 2.8: Image of a cliff, to illustrate risk
determination.
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To exist, risks need three factors: hazards, losses and exposure. Decreasing (or even avoiding
or taking away) one of these parameters, or (one of) the characteristics of these parameters, in
one way or another, leads to lower risks (or even to no risk).

A good and timely exercise for the reader would be to think about the different pa-
rameters of the formula in relation to the Covid-19 pandemic and all its features and
possible measures.

2.5 Hazard and risk mapping

Many risk analysis techniques and RM approaches emerged in the industry from
the 1960s onward. This can be regarded as a reaction to some major accidents as
well as the desire to achieve higher performance and to improve production, quality
and workers’ health.

A hazard map highlights areas that are affected by or vulnerable to a particu-
lar hazard. The objective of hazard maps is to provide people with the information
on the range of possible damage and the accident prevention activities. It is im-
portant that people are provided with understandable clear information. For ex-
ample, we could illustrate this by natural disaster prevention. This is necessary to
protect human lives, properties and social infrastructure against disaster phenom-
ena. Two types are possible:
– Resident educating: this type of map aims to inform the residents living within

the damage forecast area of the risk of danger. The information on areas of dan-
ger or places of safety and basic knowledge on disaster prevention are given to
residents. Therefore, it is important that such information is represented in an
understandable form.

– Administrative information: This type of map is used as the basic materials that
administrative agencies utilize to provide disaster prevention services. These haz-
ard maps can be used to establish warning and evacuation systems, as well as
evidence for land-use regulations. They may also be used in preventive works.

Hazard mapping provides input to educational programs to illustrate local hazards,
to scientists studying hazard phenomena, to land-use planners seeking to base set-
tlement locations to reduce hazard impacts and to combine with other information to
illustrate community risks. A map of each type of hazard has unique features that
need to be displayed to provide a picture of the distribution of the variations in the
size and potential severity of the hazard being mapped. While fieldwork provides data
input for many hazard maps, some data will need to be collected from past impacts,
from archives maintained of records collected from beneath the built environment,
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from instruments and/or from the analysis of other data to develop a model of future
impacts. The methods for collecting data (e.g., surveys) are still important in provid-
ing input to producing hazard maps. Understanding potential hazards typically in-
volves identifying adverse conditions (e.g., steep slopes) and hazard triggers (e.g.,
rainfall). Together, conditions and triggers help define the potential hazard.

The main difficulty in mapping hazards is to quantify the intensity of the haz-
ard. Going back to hazards found in the workplace, Marendaz et al. [25] established
a comprehensive list of specific hazards found in research institutions. The strength
of this platform (ACHiL) is that it gives clear and objective criteria for each hazard
(comprising 27 categories). This allows for the reduction of the effects of incorrect
hazard perception by individuals. The ACHiL platform identifies and classifies haz-
ards according to a four-level scale:
– 0 – Hazard is not present
– 1 – Moderate hazard
– 2 – Medium hazard
– 3 – Severe hazard

Depending on each hazard, quantitative thresholds have been settled from level 1 to 3.
This also includes the applied criteria used for level discrimination. Hence, a nonquali-
fied person in health and safety would be less likely to make mistakes when assessing
hazards. An illustration of the hazard mapping for a research building is presented
in Fig. 2.9. It is obvious that very easily we can observe where the most hazardous
zones are located and which are the hazards concerned.

Another scope of the hazard mapping or hazard portfolio is to identify where resour-
ces for an in-depth risk analysis should be performed. Hence, as resources are not infi-
nite, it would make sense to concentrate on where hazards are most important, or

ACHiL level 0: 1: 2: 3:

Fig. 2.9: Hazard mapping of a lab sector for flammable solvents and acute and chronic toxics after
ACHiL scale application.
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where different hazards could, in a synergetic way, lead to combined hazards being
often less obvious to note. In addition, hazard mapping is a powerful decision support
tool, which can be used to detect rapidly “hot spots,” e.g., laboratories combining sev-
eral severe dangers.

In a similar manner, risk mapping is a technique used to help present identified
risks and determine what actions should be taken toward those risks and to define
priorities. Risk mapping is an approach to illustrating the risk associated with an
organization, project or other system in a way that enables us to understand it bet-
ter: what is important, what is not and whether the risk picture is comprehensive.
Risk mapping is primarily qualitative and its benefits are as follows:
– To improve our understanding of the risk profile and our ability to communicate

about it.
– To force us to think rigorously through the nature and impact of the risks that

have been identified.
– To improve our risk models by building an intermediate link between the risk

register and the model.
– To improve our risk register by basing it on a more transparent and accurate un-

derstanding of the system.

A complete chapter on risk mapping would be out of the scope of this book. Readers
interested in having more insights are referred to [26] a book dealing with mapping
wildfire hazards and risks.

2.6 Risk perception and risk attitude

Many decisions on risk taking, and other things in life, are colored by perception.
The perception people have of risks is steered by a variety of factors that determine
what risk is considered acceptable or unacceptable. Whether and how people ex-
pose themselves personally to certain risks (e.g., skiing and smoking), and how
much, is a matter of preference and choice. The subjective factors on which individ-
uals base their decisions on to take a risk or not, include the degree to which the
risk is known or unknown, voluntary or involuntary, acceptable or avoidable,
threatening or attractive, controlled or uncontrolled.

The perception people have of risks is steered by a variety of factors that deter-
mine what risk is considered acceptable and what risk is deemed unacceptable. Per-
ception is very important, as if we have the mere perception that a risk is high, we
will consciously or unconsciously take actions to reduce the risk. Also, where a per-
son gives more weight to the positive side of a risk, he or she will be more prepared
to take risks. Hence, influencing the perception is influencing the risk. The percep-
tion obviously is partially influenced by knowledge, which can be measured. Other
factors influencing perception are beliefs, assumptions and espoused values,
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which are much more difficult to measure. Moreover, perception is fully linked
with ERM, as the latter leads to an improvement of the perception of reality. By
doing just that, ERM induces the taking of more objective decisions and of ade-
quate actions.

Perception is strongly related with attitude. Risk attitude can be regarded as the
chosen state of mind, mental view or disposition with regard to those uncertainties
that could have a positive or a negative effect on achieving objectives. Hillson and
Murray-Webster [27] explain that attitudes differ from personal characteristics in that
they are situational responses rather than natural preferences or traits, and chosen
attitudes may therefore differ depending on a range of different influences. If these
influences can be identified and understood, obviously they can be changed and in-
dividuals and groups may than pro-actively manage and modify their attitudes. Sim-
ply put, a person’s risk attitude is his or her chosen response to perception of significant
uncertainty.

Different possible attitudes result in differing behaviors, which leads to conse-
quences. This can be represented by the cyclic KPABC model:

Knowledge ! Perception ! Attitude ! Behavior ! Consequences
! Knowledge ! etc.

As Hillson and Murray-Webster [27] indicate, although the responses to positive and
negative situations suggest at first sight that situation is the foremost determinant of
behavior, in fact it is how the situation is perceived by each person, because a situa-
tion that appears hostile to one may seem benign to another. This leads to the impor-
tant question of what influences behavior when the situation is uncertain. In this
case, it is essential to know whether uncertainty is perceived as favorable, neutral,
unfavorable or hostile. This reaction to uncertainty is “risk attitude.”

Risk attitudes exist on a spectrum. The same uncertain situation will elicit dif-
ferent preferred attitudes from different individuals or groups/organizations, de-
pending on how they perceive the uncertainty. Hence, different people will behave
differently in the same situation, as a result of their differing underlying risk atti-
tudes and perceptions. The variety of possible responses to a given level of risk can
be illustrated by Fig. 2.10. The x-axis displays the comfort or discomfort level people
relate to uncertainty. The y-axis displays the response that people will have on a
given level of uncertainty. Different types of risk attitude can be seen in the figure,
ranging from risk-paranoid to risk-addicted.

Obviously, the extreme attitudes (risk-paranoid and risk-addicted) are not com-
mon at all, and therefore the two well-known polarities are the risk-averse and risk-
seeking attitude. On the one hand, a risk-averse person or group of persons feels
uncomfortable with uncertainty, and therefore looks for certainty (safety and security)
and resolution in the face of risks. Hazards and threats are perceived more readily and
as more severe by the risk averse, leading to a preference for risk minimization and
risk avoidance. Risk-seeking people, on the other hand, have no problem at all with
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uncertainty and therefore are likely to identify fewer threats and hazards, as they see
these as part of normal business. Moreover, hazards and threats are likely to be under-
estimated both in probability and possible impact, and acceptance will be the preferred
response. A risk-tolerant person or group of persons is situated somewhere in the mid-
dle of the spectrum and views uncertainty (and risk) as a normal part of life, and is
reasonably comfortable with most uncertainty. This attitude may lead to a laissez-faire
approach, which in turn may lead to a nonproactive mindset and thus nonproactive
measures. As suggested by Hillson and Murray-Webster (2005) [27], this may be the
most dangerous of all the risk attitudes. No proper RM not only leads to important
losses and problems, but also missed opportunities and missed hypothetical benefits
(see also Chapter 9).

There are a number of situational factors that can modify the preferred risk
attitude:
1. The level of relevant skills, knowledge or expertise: if high → risk-seeking

attitude.
2. The perception of likelihood (probability of occurrence): if high → risk-averse

attitude.
3. The perception of (negative) impact magnitude: if high → risk-averse attitude.
4. The degree of perceived control or choice in a situation: if high → risk-seeking

attitude.
5. The closeness of risk in time: if high → risk-averse attitude.
6. The potential for direct (negative) consequences: if high → risk-averse attitude.
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Fig. 2.10: Response to a given level of uncertainty in function of the level of comfort of people.
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The way in which people perceive reality is very important: increasing the accuracy of our per-
ception of reality leads to increasing our adequate ability to understand, to interpret and to effi-
ciently and effectively deal with risk.

2.7 ERM: main steps

Many flowcharts exist in the literature to describe the sequences of RM. If we look
through “engineering’s goggles,” we could draw the main steps involved in the ERM
process. The process illustrated in Fig. 2.11 is based on a structured and systematic
approach covering all of the following phases: the definition of the problem and its
context, risk evaluation, identification, attribution of the risk ownership and exami-
nation of the RM options, the choice of management strategy, intervention implemen-
tations, process evaluation and interventions as well as risk communication. The
phases are represented by circles, and the intersections show their interrelations.

The process normally starts at the problem definition step and proceeds clockwise.
The central position of the risk communication phase indicates its integration into
the whole process and the particular attention this aspect should receive during the
realization of any of these phases.

Fig. 2.11: The engineering risk management process.
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The process must be applied by taking into account the necessity of implement-
ing the coordination and concentration mechanism, of adapting its intensity and its
extent depending on the situation, and to enable revision of particular phases de-
pending on the needs.

Although phases must generally be accomplished in a successive way, the cir-
cular form of this process indicates that it is iterative. This characteristic enables
the revision of phases in light of all new significant information that would emerge
during or at the end of the process and would enlighten the deliberations and ante-
rior decisions. The made decisions should be, as often as possible, revisable and
the adopted solutions should be reversible. Although the iterative character is an
important quality of the process, it should not be an excuse to stop the process be-
fore implementing the interventions. Selecting an option and implementing it
should be realized even if the information is incomplete.

The flexibility must be maintained all along the process in order to adjust the
relative importance given to the execution and the revision of the phases, as well as
the depth level of analysis to perform or the elements to take into consideration.

The RM process intensity should be adapted as best as possible to the different
situations and can vary according to the context, the nature and the importance of
the problem, the emergency of the situation, the controversy level, the expected
health impact, the socio-economic stakes and the scientific data availability. As an
example, emergency situations requiring a rapid intervention could require a brief
application of certain phases of the process. However, even if the situation requires a
rapid examination of these phases, all of them, and all the indicated activities in this
frame, should be considered.

Because this cycle has been similarly described many times in the literature,
here we will go a little bit deeper. It is interesting to look at the RM iterative ring
through the questions that must be answered in order to get the process moving
forward. A summary of these questions is presented in Fig. 2.12. The starting point
is the instruction or mission being the answer of, “What are the tasks of (negative)
risk management?” Hence, we should identify “What could go wrong?” in the iden-
tification step. Answering “What exactly is the risk?” allows for describing, analyz-
ing and prioritizing risks. The question of the risk ownership should then be solved.
If the risk is left without a responsible person whom will deal with, everything is
ready for an unsuccess. Then, in order to control and plan, the question, “What are
the important risks?” is raised. To implement the adequate measure for risk reduc-
tion, we have to answer, “What has to be done to reduce risk?” This allows also for
controlling and tracking the implementation. The task is not yet over, as we should
not forget to monitor the situation by asking several questions: “What is the risk
status?” allows following the time evolution of the considered risk. If something
begins to deviate, then, “What has to be changed?” brings us back to the risk identifi-
cation step. Another important point, often forgotten in ERM, is the answer to “What
did we learn?”
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In summary, the ERM process is not only an identification and treatment pro-
cess, it is a learning process that never ends and must be continuously performed.

Another characteristic of engineers is to simplify complex systems in order to
master them more efficiently. From this perspective, we could imagine a simplifica-
tion of the ERM process as depicted in Fig. 2.13.

The purpose of ERM is the creation and protection of value. It improves perfor-
mance, encourages innovation and supports the achievement of objectives. The prin-
ciples of ISO3100:2018 [11] provide guidance on the characteristics of effective and
efficient ERM, communicating its value and explaining its intention and purpose.
The principles are the foundation for managing risk and should be considered when
establishing the organization’s ERM framework and processes. These principles
should enable an organization to manage the effects of uncertainty on its objectives.

Effective ERM requires the following elements as follows.
a) Integrated

ERM is an integral part of all organizational activities.

Fig. 2.12: Main questions of the ERM process.
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b) Structured and comprehensive
A structured and comprehensive approach to ERM contributes to consistent
and comparable results.

c) Customized
The ERM framework and process are customized and proportionate to the or-
ganization’s external and internal context related to its objectives.

d) Inclusive
Appropriate and timely involvement of stakeholders enables their knowledge,
views and perceptions to be considered. This results in improved awareness
and informed ERM.

e) Dynamic
Risks can emerge, change or disappear as an organization’s external and inter-
nal context changes. ERM anticipates, detects, acknowledges and responds to
those changes and events in an appropriate and timely manner.

f) Best available information
The inputs to ERM are based on historical and current information, as well as
on future expectations. ERM explicitly takes into account any limitations and
uncertainties associated with such information and expectations. Information
should be timely, clear and available to relevant stakeholders.

g) Human and cultural factors
Human behavior and culture significantly influence all aspects of ERM at each
level and stage.

h) Continual improvement
ERM is continually improved through learning and experience.

In their previous version issued in 2009, ISO31000 indicates that for ERM to be ef-
fective, an organization should at all levels comply with the principles below:
– ERM creates and protects value. ERM contributes to the demonstrable achieve-

ment of objectives and improvement of performance in, e.g., human health and
safety, security, legal and regulatory compliance, public acceptance, environmen-
tal protection, product quality, project management, efficiency in operations, gov-
ernance and reputation.

– ERM is an integral part of all organizational processes. ERM is not a stand-alone
activity that is separate from the main activities and processes of the organization.
ERM is part of the responsibilities of management and an integral part of all orga-
nizational processes, including strategic planning and all project and change
management processes.

– ERM is part of decision-making. ERM helps decision-makers make informed
choices, prioritize actions and distinguish among alternative courses of action.

– ERM explicitly addresses uncertainty. ERM explicitly takes account of uncer-
tainty, the nature of that uncertainty and how it can be addressed.
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– ERM is systematic, structured and timely. A systematic, timely and structured
approach to ERM contributes to efficiency and to consistent, comparable and re-
liable results.

– ERM is based on the best available information. The inputs to the process of
managing risk are based on information sources such as historical data, experi-
ence, stakeholder feedback, observation, forecasts and expert judgment. However,
decision-makers should inform themselves of, and should take into account, any
limitations of the data or modeling used or the possibility of divergence among
experts.

– ERM is tailored. ERM is aligned with the organization’s external and internal
context and risk profile.

– ERM takes human and cultural factors into account. ERM recognizes the capa-
bilities, perceptions and intentions of external and internal people that can fa-
cilitate or hinder achievement of the organization’s objectives.

– ERM is transparent and inclusive. Appropriate and timely involvement of stake-
holders and, in particular, decision-makers at all levels of the organization, ensures
that ERM remains relevant and up to date. Involvement also allows stakeholders to
be properly represented and to have their views taken into account in determining
risk criteria.

– ERM is dynamic, iterative and responsive to change. ERM continually senses and
responds to change. As external and internal events occur, context and knowledge
change, monitoring and review of risks take place, new risks emerge, some change
and others disappear.

– ERM facilitates continual improvement of the organization. Organizations
should develop and implement strategies to improve their ERM maturity along-
side all other aspects of their organization.

Eliminate Reduce Transfer Assume
Measurement
and
monitoring

Risk follow-
up

Elaboration and implementation of
operational safety measures

Risk assessment

Risk identification

Fig. 2.13: Simplified ERM process.
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The success of ERM will depend on the effectiveness of the management framework
that provides the foundations and arrangements to embed it throughout the organi-
zation at all levels. The framework assists in managing risks effectively through the
application of the ERM process at varying levels and within specific contexts of the or-
ganization. The framework ensures that information about risk derived from the ERM
process is adequately reported and used as a basis for decision-making and account-
ability at all relevant organizational levels.

Figure 2.14 shows the necessary components of the framework for managing risk
and the way in which they interrelate in an iterative manner. We could observe that
“communication and consultation” as well as “monitoring and review” are completely
integrated in the ERM process. At almost all stages, interrelations happen, the imple-
mentation of key factors is present (key performance indicators or key risk indicators)
as the analysis of incident is crucial in the monitoring process.

Depending on the level of complexity necessary, we could use the different man-
ners to represent what is ERM. Some users will prefer the simplified model (Fig. 2.13),
while others will argue that the innovative representation with answering questions
(Fig. 2.12) is preferable; still others will use the complete scheme (Fig. 2.14).

It is not really so important what scheme is used, the most important aspect is
that with time one remains consistent in the use and in the follow-up. It is better to
have a simplified system in adequate use rather than a complex scheme that will be
only partially used.

A variety of risk management schemes and frameworks are available to be used in industrial
practice. A framework should always have a feedback loop built into it, where one is certain
that risk management efforts never stop. Risk policy, assessment, communication and monitor-
ing should also always be part of the scheme.

2.8 Objectives and importance of ERM

Engineering today’s organizations and their technology and systems is sophisti-
cated and complex. Technology, processes, systems, etc. become ever more com-
plex, distributed geographically and spatially, and they are linked through ever
more complicated networks and subsystems. These operate to fulfill the needs of a
variety of stakeholders, and they need to be ever more flexible, balanced in relation
to expected performance and risk managed in a responsible and respectful manner.
ERM offers an answer to the ever more difficult task of managing the risks of organi-
zational systems, technology, infrastructure, etc.
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Fig. 2.14: Risk management process according to ISO 31000:2018.
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It is widely recognized that enacted law is by no means the only driver for im-
proved ERM by corporations. Cost imperatives, liability issues, corporate reputa-
tion, industry peer pressure, etc. are increasingly important drivers. Community
expectations about a better educated and informed workforce, more respect toward
all stakeholders and the absence of hazards possibly leading to major risks, en-
hance the use of ERM to achieve these expectations.

We define the objectives of ERM as: “the early and continuous identification, assessment, and
resolution of non-financial risks such that the most effective and efficient decisions can be
taken to manage these risks.”

There are many considerations explaining the importance of ERM, including early
and continuous risk identification, risk-informed (risk-based) decision-making,
gaining a systemic overview of an organization, proactive planning for unwanted
events, proactive learning and learning from incidents, intelligent resource alloca-
tion, situational awareness and risk trends, etc.

ERM encompasses different well-known management disciplines such as change
management (which is actually ERM of changes), project management (ERM of proj-
ects), crisis management (ERM of crises), innovation management (ERM of innova-
tions), etc. ERM is only limited with respect to the type of operations, because only
nonfinancial negative risks are envisioned with the term.

Employing the models, methodologies, ideas, theories, tools, etc., explained and
elaborated in this book, leads to a systematic continuous improvement of organiza-
tional practices. This is shown in Fig. 2.15.

The types of risk that can be handled by ERM, and by the methods described in
this book, include accident risks, natural disasters, fire risks, technical risks, social
risks and labor risks. Handling these risks requires an analytical and systematic ap-
proach to identify important contributors to such risks, providing input in developing
procedures for normal and emergency conditions, providing appropriate input to de-
sign processes, providing adequate inputs to the assessment of acceptability of po-
tentially hazardous facilities, updating information on key risk contributors, dealing
with societal demands, etc.

2.9 The black swan (type III events)

Based on the presumption that all swans are white because all the swans observed be-
fore were white until someone discovered one black swan (Fig. 2.16), the statement of
impossibility “black swan” was used to describe anything “impossible or not existing.”
Introduced by Nassim Nicholas Taleb [28], the black swan theory shows the possibility
to expect the impossible. Three main features of black swan events could be identified:
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– After the occurrence of the event, explanations are formulated making it predict-
able or expectable.

– The event has extreme or major impact.
– The event is unexpected or not probable.

The first defining characteristic of a black swan event is that human thought tries to
explain an enormous amount of phenomena whereas, in fact, it can explain a lot
less than it believes it is able to explain. Nowadays, explanations on almost all
imaginable social and scientific phenomena are available through a variety of infor-
mation sources. Once an event has occurred, experts and analysts waste no time in
finding the causes that fit adequately to what was observed. These explanations a
posteriori are often the result of thorough analysis and usually generate accounts
supposing the event as being evident and explainable. Many models and theories
are therefore formulated on the occurrence of past events. However, these models
may often be useless in explaining or predicting future ones, especially in case of
type II or type III (so-called black swan) events.

The second characteristic regards the consequences that its occurrence may
have. The impact could be classified either positive or negative: positive could be
the invention of the steam machine, the discovery of a new vaccine or mobile

Yes

No

No

Yes

Continous
improvement
requires
continously going
through the process

Negative risks
possibly emerged
or introduced
which require
attention?

Comparison between current and desired
situation of organizational practice

Take actions:
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within organization

Improved organiz.
practice
= new organiz. practice

Improvement
possible
and feasible?

Engineering
risk management

Temporary
ideal situation

Temporary
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Start

Fig. 2.15: Loop of continuous organizational practice improvement using ERM.
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telecommunication; negative could be the 9/11 terrorist attack or the sinking of the
Titanic – a black swan precisely because it was considered “unsinkable.” The ar-
rival of Europeans in the new world was a black swan, negative from the viewpoint
of the Aztecs, but maybe positive from the contemporary European perspective.

The last characteristic deals with the boundaries of human knowledge and the
belief that it encompasses more that it really can. The enormous impact these
events have is partly caused by our incapacity to predict their occurrence. Accord-
ing to the most traditional estimation methods, their probability is very low because
of their infrequency. Narrowing this phenomenon based on the notion of an ex-
tremely low probability, it can be believed that its occurrence is impossible, ac-
counting for the conditions in which previous events developed. This characteristic
weakens the traditional techniques available for statistic forecasting. Their appari-
tion does not obey any tendency, nor does it adjust to any known distribution: it
simply occurs without apparent reason (until a group of experts and analysts pos-
sess a series of explanations to make its occurrence evident).

A “black swan event” (or type III event) is an event that is nearly impossible to predict. An event
that is unpredictable and unexpected in even the most detailed and carefully calculated proba-
bility models. It is characterized with so-called deep uncertainty.

If any conventional statistical method is used, future black swans would be located
in the tales of its distribution, that is, those events with extremely high impact and
extremely low probability – but given the forecast method, the chance of these
events to occur are considered nearly impossible.

Fig. 2.16: Picture of a black swan.
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It would be erroneous to state that the world is “dominated” by the unknown
unknowns as suggested by Taleb. It would be closer to the truth to say the world is
“challenged” from time to time by the unknown unknowns.

It is not always true that it is impossible to predict technological and scientific
innovations. Prediction requires knowing about technologies that will be discovered
in the future. But that knowledge would almost automatically allow us to start devel-
oping those technologies right away. For example, Jules Verne and H.G Wells forecast
the motorization of society, the submarines, the advent of airplanes and the landing
on the moon but did not have the will, the money, the expertise or the inclination to
develop those technologies themselves. The theoretical knowledge required to make
a technological prediction does not necessarily and automatically lead in practice to
its immediate invention or development.

Black swans have a large impact on ERM; they introduced the concept of “think
the unthinkable.”

2.10 Risk management and education

Engineering RM cannot stand without a proper education. Continuous and spiral safety
and security education reinforces the value and need for safety/security, and demon-
strates to students the high priority that employees and managers should place on
these fields. It will build the knowledge base and the safety/security skills the students
will need as they pursue further education and move into the workforce [29].

When starting with the simple formula “risk equals probability times damage,”
the result is often being expressed in monetary consequences. This simplified vision
of risk is widely used leading to the concept that “risk is probability times effect.”
However, often it is the case that there is still the problem of finding significant data
on the basis of which it will be possible to calculate the likelihood or probability of a
particular type of accident occurring and causing a given financial loss. How deep
does one go into finding/determining the consequences: direct effects are relatively
easy, but indirect and hidden consequences and losses are much more complicated
and sometimes more intangible as well. As soon as we try to apply to simple formula,
we face the problem of how to quantify probability and effect. Disagreements on the
subject of ERM can often be traced back to choices made regarding the definition of
the limits of the system to be examined. The discussion is then often about what con-
stitutes a risk‐bearing activity, what constitutes damage or loss, how to define the
causal link that has to be proven and within what period the effects have to become
apparent [30]. As the systems become more and more complex, simpler models tend
to fail and emphasizes the central role of safety education in the ERM process.

The value of ERM lies not so much in the ways it serves as means to investigate
social responses to particular forms of possible danger, but more in the ways in
which it might sensitize us to use the language in current policy debates surrounding
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individual responsibilities. This should invite us to have a prospective attitude to re-
imagine ourselves as subjects with a fluid set of aspirations within the context of risky
futures.

The education of engineering risk managers should address the future concerns
of modern management of engineering risks. The latter will need to be able to iden-
tify and address new risks quickly, be more agile and modular, deliver new technology
and techniques rapidly and work increasingly in partnership with finance, operations
and the businesses. Engineering risk managers need to become more familiar and
aware of the behavioral aspects of ERM. In addition, tools and techniques may need to
evolve to reflect the changing nature of the risk framework and landscape. These
changes will require them to recruit, develop and retain staff with skills that differ sig-
nificantly from those that are found in organization today. These skills should at least
be the concern of modern education at all levels: undergraduate, graduate and con-
tinuing education.

2.11 Tips for managing risks

Risk is inherent in everything we do. Whether it is driving you bike to work, choos-
ing your next holidays, crossing the road, making dietary choices or investing in
financial products, life is full of risk. You can’t remove it, but you can contain or
mitigate it. The solution is the management of risk. It is evolutionary in nature –
the level of risk can change and so too can our perceptions of it. It involves under-
standing and analyzing risk to ensure organizations and/or individuals meet their
objectives. The following tips can help on how to improve ERM:
– Define the goal and mandate: Set the objectives in order that everyone knows

exactly what part of the business and what activities and tasks they are respon-
sible for.

– Identify risks at an early stage: It is never too early to start thinking about risks.
The sooner it is done, the easier it will be to manage them. Use early warning
indicators when possible to identify raising risks. ERM should be integrated into
all work processes and corporate culture.

– Look at positive risks: Not all risks are negatives, risks can be positive too (cfr.
The uncertainty Sandglass). Presenting opportunities and enabling us to take
advantage of a given event or situation.

– Describe the risk appropriately: A good practice in the risk assessment process
is to create a “chain” of risks, distinguishing between cause and effect.

– Evaluate, rank and prioritize risk, for both the type I risks and the type II risks.
Make two separate prioritization lists. Assess and prioritize all known type I and
type II risks. The simplified model to calculate the severity of a risk by looking
at both the likelihood of occurrence and impact (severity) can be used as a start-
ing assumption.
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– Taking responsibility and ownership: If something wrong is observed, such as a
potential safety issues, fraud, malevolence or security breach, responsibility
should be taken rather than waiting for someone else to fix it. ERM is more effec-
tive when everyone is empowered to take action.

– Learn from the past: Use historical data and anecdotes to learn from past mis-
takes to ensure they will never happen again. Take measures especially at the
management system level.

– Use appropriate strategies to manage risk: eliminate, reduce, transfer or assume
(see also Chapter 5 of this book).

– Document all risks in one file: This will improve information sharing and
accountability.

– Keep monitoring and reviewing. This is like the PDCA model, a continuous im-
provement methodology. The level of risk we all face is constantly evolving, with
new risks emerging and others becoming less important. By being proactive and
regularly monitoring them, we will be ready to act when the time comes.

2.12 Conclusions

To have a thorough understanding of what constitutes engineering RM and how the
theories, concepts, methods, etc. can be employed in industrial practice, some
terms and concepts (uncertainty, hazard, threat, risk, risk type, exposure, losses,
risk perception, risk attitude, etc.) have to be unambiguously defined. In this chap-
ter, we further focus on the negative side of engineering risks, and in what possible
operational ways such safety/security/environment/ethics/quality risks can be de-
creased. The strategic part of engineering RM is explained by presenting different
possible ERM frameworks.
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3 Risk management principles

3.1 Introduction to risk management

The modern conception of risk is rooted in the Hindu-Arabic numbering system
that reached the West some 800 years ago [1]. Serious study began during the Re-
naissance in the seventeenth century. At that time, large parts of the world began
to be discovered by the Europeans, and they began to break loose from the con-
straints of the past. It was a time of religious turmoil and a steep increase in the
importance and rigorousness of mathematics and science. As the years passed,
mathematicians transformed probability theory from a gamblers’ toy into an instru-
ment for organizing, interpreting and applying information. By calculating the
probability of death with and without smallpox vaccination, Laplace developed the
basis of modern quantitative analysis in the late eighteenth century.

The word “risk” seems to have been derived from the early Italian risicare, which
means “to dare.” In this sense, risk is a choice rather than a fate. The actions we dare to
take, which depend on how free we are to make choices, are what “risk” should be about.
The modern term “risk management” seems to have been first used in the early 1950s [2].

Whereas determining risk values as accurately as possible and obtaining a cor-
rect perception of all risks present (see Chapter 2) are both very important aspects
of decreasing or avoiding the consequences of unwanted events, the aspect of mak-
ing decisions about how to do this and what measures to take is at least as impor-
tant. In contrast to risk assessment (including risk identification and analysis),
which is a rather technical matter, risk management is largely based on company
policy and can be seen as a response to perceptions. Therefore, risk management
significantly differs across organizations, mainly as a result of the different values
and attitudes toward specific risks in different organizational culture contexts.

As mentioned in Chapter 2, risk assessment connotes a systematic approach to orga-
nizing and analyzing scientific knowledge and information for potentially hazardous
activities, machines, processes, materials, etc. that might pose risks under specified cir-
cumstances. The overall objective of risk assessment is to estimate the level of risk asso-
ciated with adverse effects of one or more unwanted events from one or more hazardous
sources. By doing so, it supports the ability to proactively and re-actively deal with
minor accidents as well as major accidents through “risk management.” Hence, risk-
based decision-making consists of risk assessment and risk management. The former is
the process by which the results of a risk analysis (i.e., risk estimates) are used to make
decisions, either through relative ranking of risk reduction strategies or through compar-
ison with risk targets; while the latter consists of the planning, organizing, leading and
controlling of an organization’s assets and activities in ways that minimize the ad-
verse operational and financial effects of losses upon the organization. Risk as-
sessment is thus only one element belonging to the larger domain of risk management.
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Other elements that are part of risk management are, e.g., safety training and educa-
tion, training-on-the-job, management by walking around, emergency response, busi-
ness continuity planning, risk communication, risk perception, psychosocial aspects of
risk, emergency planning, risk governance and ethical aspects of risk. We may define
“risk management” as the systematic application of management policies, procedures
and practices to the tasks of identifying, analyzing, evaluating, treating and monitoring
risks [3]. Figure 3.1 illustrates the engineering risk management set a portfolio of a non-
exhaustive list of research domains all being important for the ERM manager.

A simplified overview of the risk management process to cope with all the tasks
related to the risk management set, according to ISO 31000:2009 [4], is illustrated
in Fig. 3.2.

The sequence of the various process steps in assessing the risks originating from a
specified system, i.e., establishing the context, identification, analysis, assessment,
handling, monitoring, management and decision-making, is very similar at a generic
level across different industries and countries. This observation also holds for different
kinds of risk – safety-related risks, health-related risks, but also environmental risks,
security risks, quality risks and ethical risks. The next section explains more in-depth
how risk management should ideally be elaborated in a generic and integrated way.

Engineering risk management

Economic issues of risk
Accident costs
Risk transfer
Risk insurance
Cost-benefit analysis
Cost-effectiveness analysis
Safety as economic value
Prevention investments

Reliability engineering

Risk communication

Risk treatment

Safety management system development

Societal acceptability of risks

Safety
performance
management

Maintenance
management

Psycho-social aspects of risk

Business continuity planning
Emergency planning
Emergency management
Emergency response
Crisis management

Learning from accidents
Event analysis
Company memory management
Accident investigation

Risk assessment
Risk identification
Risk analysis
Risk estimation
Risk prioritization

Legislation & regulations
Compliance
Defining risk tolerability
Defining risk targets

Risk climate & risk culture
Human factors
Risk attitude
Risk perception
Mgt. by walking around
Training-on-the-job
Risk awareness

Risk reduction

etc.

Moral aspects of risks

Risk governance

Fig. 3.1: The risk management set.
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3.2 Integrated risk management

When comparing a specific management system (designed for one domain, e.g.,
safety or environment or quality) with an integrated management system (designed
for all risk domains), five common aspects can be found:
1. Both systems provide guidelines on how to develop management systems with-

out explicitly prescribing the how-exercise in details.
2. They consider a risk management system to be an integral part of the overall

company management system. This approach guarantees the focus and ability
to realize the company’s general and strategic objectives.

3. They all have two common aims: (i) to realize the organization’s objectives taking
compliance into full consideration; (ii) continuous improvement of an organiza-
tion’s achievements and performances.

4. The process approach is employed.
5. The models can be applied to every type of industrial organization.

The comparison also leads to the identification of several differences:
– Integrated risk management systems recognize the positive as well as the negative

possible outcomes of risks. Hence, both damage and loss on the one hand, and
opportunities and innovation on the other hand, are simultaneously considered.

– All kinds of risks are considered: operational, financial, strategic, juridical, etc.,
and hence, a balanced equilibrium is strived for.

– The objectives of integrated management systems surpass compliance and con-
tinuous improvement.

The question that needs to be answered is how the integration of management sys-
tems can be realized in industrial practice, taking the similarities and differences of
specific risk management systems into account. A suggested option is to integrate
all management systems according to the scheme illustrated in Fig. 3.3.

Communicate & consult

Monitor & review

Establish
the context

Treat
risks

Risk assessment
Identify
risks

Analyze
risks

Evaluate
risks

Fig. 3.2: Risk management process – simplified overview.
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It is essential that an organization initially formulates a vision with respect to the
system that is used to build the integrated risk management system. Such a vision
demonstrates the intentions of the organization in respect to its risk management sys-
tem in the long-term.

For a concrete elaboration of an integrated risk management system, the starting
point can be the results of an organization (Fig. 3.4: Results) – its overall objectives,
action plans and improvement measures. When these are known, instruments need
to be designed for carrying out daily operations (Fig. 3.4: Approach) and realizing
the established aims (Fig. 3.4: Implementation) (instruments can be, e.g. (working)
procedures, (operational) instructions, standard forms, letters). In a subsequent
phase, instruments need to be figured out (Fig. 3.4: Evaluation) to assess the effec-
tiveness and efficiency of goal realization within the company (e.g., employing risk
analyses, threat assessments, SWOTs, internal and external audits, survey results,
scoreboards). Finally, the results of the analysis on the different domains (safety,
health, environment, ethics/integrity, security, quality, etc.), as well as documents
of related meetings (e.g., safety, security, quality, management improvement, exter-
nal audits and inspections), need to be used (Fig. 3.4: Audit) in follow-up meetings

Business risk
assessments

Risk assessments
w.r.t. etical issues

Security risk
assessments

Safety & health
risk assessments

Environment
risk assessments

Legal requirements; regulations; guidelines; best practices; etc.

Safety & health
policy

Quality/business
policy

Ethics policy

Security policy

Environment
policy Stakeholder

involvement

Plan, do,
check, act:
continuous
improvement

Changes in
legislation,
requirements,
accidents, etc.?

No Yes

Internal and external
communication

Fig. 3.3: Scheme of integrated risk management.
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to define new objectives and improvement actions for the next time period. Figure 3.4
illustrates the entire integration process.

Risk management requires an integrated view. Risks very often do not only have an impact on
one domain, e.g., health and safety, but they also affect other domains such as environment or
security or quality. As such, the generic risk management process should be elaborated at –
and implemented on – a helicopter level, for all domains at once.

3.3 Risk management models

Risk management models are described and discussed in this section, providing in-
sights into organizational risk management. The models visualize the various fac-
tors and the different domains that the structure and approaches of adequate risk
management should take into account within any organization.

Let us look at some very brief and basic insights into safety science history, and
the development of models, theories, concepts and metaphors with respect to safety. It
is obvious that safety science is a modern science with limited history, when compared
with, for instance, physics, chemistry and mathematics. The study into safety, how to
be safe and how to avoid occupational accidents indeed only emerges in a systematic
way at the beginning of the twentieth century.

Up until somewhere 1960, research was mainly conducted by people from industry
and insurance companies, and was focused upon incidents and accidents happening
to individual employees and how to make sure that a safe workplace is created. This is
the era of the “safety first movement.” Models and theories are mainly ratio relation-
ships based on thousands of accident reports (such as the accident pyramid, see next
section) developed by safety pioneers such as Herbert Heinrich, sometimes also called
the “father of industrial safety.” The central thinking and modeling was around safety
behavior and a very popular theory in this period was the so-called accident proneness
theory. Basically, in the first half of the twentieth century, one believed that all the

Evaluation

Audit

Results

Approach

Implemen-
tation Fig. 3.4: Integrated risk management in practice:

an approach.
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focus should be on changing the behavior of people, and people could be seen as
merely a pair of hands to do the work, but not to think while working. The focus of the
studies were type I risks and accidents.

From 1960 on, a new safety era emerges, driven by the mindset of the nuclear
and chemical industrial age and all its accompanying risks, which we can call the
“loss prevention and management” period. In this period, research institutes and
academia became involved, as well as governmental agencies. Research was not con-
ducted anymore by foremost practitioners, but also, by academic and governmental
researchers. Focus of the safety research carried out in this period was on major acci-
dents and catastrophes, and developing models, metaphors and theories to under-
stand the underlying phenomena of disasters and to deal with type II risks and
accidents. Protecting the surrounding communities of industrial areas as well as the
workers of the neighboring companies became the goal of safety research besides im-
proving an organization’s employees’ safety and health. This second period lasted
roughly until somewhere 2020 see Fig. 3.5.

From 2020 (and started earlier) on, we see yet a new safety era emerging, insti-
gated by the revolution of communication technology (internet and social media), and
all the possibilities in that regard. Society has put more emphasis on ethical issues and
transparency, and at the same time individual citizens have become much more knowl-
edgeable about risk, policies and health. Citizen networks appear and mingle in the
debate about health and safety policies in organizations, using social media as a lever-
age to influence decision-making and to further advance safety research. Focus of
safety studies are being enlarged in this latest safety era toward society as a whole,
besides the still ongoing research to better health and safety of employees and citizens
working within industrial parks and living in the surrounding communities.

Let us in the next sections discuss some of the most known models, metaphors
and theories from the past century of safety research.

3.3.1 Model of the accident pyramid

Heinrich [5], Bird [6] and Pearson [7], among other researchers, determined the exis-
tence of a ratio relationship between the numbers of incidents with no visible injury
or damage, over those with property damage, those with minor injuries and those
with major injuries. This accident ratio relationship is known as “the accident pyra-
mid” or “the safety triangle” (see an example in Fig. 3.6). Remark that this accident
ratio relationship also holds for security/quality/environmental incidents. Generally
speaking, from a management perspective, accident pyramids indicate that acci-
dents are “announced.” Hence the importance of awareness and incident analyses.

Different ratios were found in different studies (varying from 1:300 to 1:600) de-
pending on the industrial sector, the area of research, cultural aspects, etc. However,
the existence of the accident pyramid has obviously been proven from a qualitative
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point of view. It is thus possible to prevent serious accidents by taking preventive
measures aimed at near-misses, minor accidents, etc. These “classic” accident pyra-
mids clearly provide an insight into type I accidents where a lot of data is at hand.

In brief, the assumptions of the “old” safety paradigm emanating from the acci-
dent pyramid (see Fig. 3.6) hold that
(i) As injuries increase in severity, their number decreases in frequency.
(ii) All injuries of low severity have the same potential for serious injury.
(iii) Injuries of differing severity have the same underlying causes.
(iv) One injury reduction strategy will reach all kinds of injuries equally (i.e., reduc-

ing minor injuries by 20% and will also reduce major injuries by 20%).

Using injury statistics, Krause [8] indicated that while minor injuries may decline in
companies, serious injuries can remain the same, hence casting credible doubts on
the validity of the accident pyramid or safety triangle concept. In fact, research indi-
cated that only 21% of the type I incidents have the potential to lead to a serious
type I accident. This finding implies that if there is only focus on “the other 79%” of
the type I incidents (79% of the incidents haven’t got the possibility to lead to seri-
ous injury), the causative factors that create potential serious accidents will con-
tinue to exist and so will serious accidents themselves.

Therefore, Krause and his colleagues proposed a “new” safety paradigm with
the following assumptions:
(i) All minor injuries are not the same in their potential for serious injury or fatality.

A subset of low severity injuries come from exposures that act as a precursor to
serious accidents.

(ii) Injuries of differing severity have differing underlying causes.
(iii) Reducing serious injuries requires a different strategy than reducing less serious

injuries.
(iv) The strategy for reducing serious injuries should use precursor data derived

from accidents, injuries, near-misses and exposure.

Major injuries or
serious accidents

Minor injuries

Property damage accidents

Incidents with no visible
injury or damage

1

10

30

600

Fig. 3.6: The Bird accident pyramid (“Egyptian”).
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Based on research by Krause et al., on the different types of uncertainties/risks
available, and based on several disasters (such as the BP Texas City Refinery disaster
of 2005), the classic pyramid shape thus needs to be refined and improved. Instead of
an “Egyptian” pyramid shape, such as the classic accident pyramid that studies sug-
gest, the shape should rather be a “Mayan” one, as illustrated in Fig. 3.7.

First, only some 20% of the near-misses at the bottom of the pyramid have the
potential to become serious accidents. This is indicated by the hatched part of the
light grey zone in Fig. 3.7. Second, the shape of the pyramid should be Mayan in-
stead of Egyptian. The Mayan pyramid shape shows that there is a difference be-
tween type I risks and type II risks – in other words “regular accidents” (and the
incidents going hand-in-hand with them) should not be confused with “major acci-
dents.” Not all near-misses have the potential to lead to disaster, but only a minor-
ity of unwanted events may actually eventually end up in a catastrophe. Obviously,
to prevent disasters and catastrophes, risk management should be aimed at both
types of risks, and certainly not only at the large majority of “regular” risks. Hop-
kins [9] illustrates this by using a bi-pyramid model, consisting of two pyramids
partially overlapping. One pyramid represents type I risks, leading at most to a seri-
ous accident (e.g., a lethality), but not to a catastrophe, and the other pyramid rep-
resents type II risks, with the possibility to lead to a disaster. The overlap is also
present in the Mayan pyramid of Fig. 3.6, represented by the dark blue areas, be-
cause in some cases, unwanted events may be considered as warnings or incidents
for both pyramids.

Thinking in the line of the classic Egyptian accident pyramid – resulting from the
studies by Heinrich, Bird, Pearson and others – has had an important influence on
dealing with safety in organizations, and it still has, but we should realize that this
way of thinking is the cause as well as a symptom of blindness toward disaster.
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Fig. 3.7: Mayan accident pyramid shape.

3.3 Risk management models 51

 EBSCOhost - printed on 2/13/2023 1:34 AM via . All use subject to https://www.ebsco.com/terms-of-use



Therefore, the Mayan pyramid model or the bi-pyramid model are essential, and
they provide a much better picture of how to deal with safety. Hopkins [9] indicates
that the airline industry was the pioneer regarding this kind of safety thinking. In
this industry, taking all necessary precaution measures to ensure flight safety is re-
garded as fundamentally different from taking prevention measures to guarantee
employee safety and health. Two databases are maintained by airline companies:
one database is used to keep data of near-miss incidents affecting flight safety, and
another database is maintained to store information regarding workforce health
and safety. Hence, in this particular industry, we understand that workforce injury
statistics tell nothing about the risk of an aircraft crash. This line of thinking should
be implemented in every industrial sector.

In summary, the correct pyramid shape should be Mayan, making a distinction
between the different types of risk. Type II risks do not only require constant indi-
vidual mindfulness based on statistical modeling, but also collective mindfulness,
focus on major accident, safety, an open mind toward extremely unlikely events,
etc., based on qualitative and semi-quantitative risk approaches and assessments.

3.3.2 The P2T model

If accidents result from holes in the safety system, then it is important to “close the
holes” in time. Based on the OGP model for human factors [10], Reniers and Dull-
aert [11] discern three dimensions in which measures can be taken to avoid and pre-
vent unwanted events, and mitigate their consequences. The three dimensions are:
people, procedures and technology (see Fig. 3.8), and the model is therefore called
the “P2T”model.

Applied to risk management within an organization, the first dimension, people, in-
dicates how people (individually and in a group) deal with risks and think about
risks in the organization (including domains such as training, competence, behav-
ior and attitude, etc.). The second dimension, procedures, concerns all management
measures taken in the organization to tackle risks in all possible situations and
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Fig. 3.8: People, procedures and technology to manage and control risks.
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under all conceivable circumstances (including topics such as work instructions,
procedures, guidelines, etc.). The third component, technology, comprises all tech-
nological measures and solutions taken and implemented with respect to risk man-
agement (including risk software and safety instrumented functions (SIF)).

3.3.3 The Swiss cheese model and the domino theory

The “Swiss cheese” model was developed by the British psychologist Reason [12], to
explain the existence of accidents by the presence of “holes” in the risk manage-
ment system (see Fig. 3.9). A solid insight into the working of the organization al-
lows for the possibility to detect such “holes,” while risk assessment includes the
identification of suitable measures to “close the holes.” The cheese itself can be
considered as the positive side of risks, and thus the more cheese, the more gains
the risks may provide.

It is important to notice that the Swiss cheese is dynamic: holes may increase (e.g.,
caused by mistakes, errors, violations, lack of maintenance), but they may also de-
crease (because of solid risk management and adequate preventive and protective
measures).

This model is very powerful in its use of “barrier” thinking (or “layer of protec-
tion” or “rings of protection” thinking). The holes within the barriers should be
made as small as possible through adequate risk management, and this should be

Hazard
Organizational
factors

Unsafe
supervision

Preconditions
for unsafe acts

Unsafe
acts

Other holes due to
active failure

(failed or absent defense)

Some holes due to
latent conditions

Fig. 3.9: The Swiss cheese model.
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done for type I as well as type II and III risks. For type III risks, a further elaborated
Swiss cheese based model can be suggested. Figure 3.10 illustrates the theoretical
safety continuous amelioration picture, (especially interesting for preventing type II
and III accidents, on top of type I accidents) – the P2T (people, procedures, technol-
ogy) model from Section 3.3.2 is combined with the Swiss cheese model.

The upper half of Fig. 3.10 shows the stepwise progress that risk management
science has made over time and is still making. Taking two companies A and B as
an example, every distinct progress step (characterized by new insights, and repre-
senting the dimensions from the P2T model) is represented by a rhomb. This rhomb
can actually be considered as a kind of safety layer. The hypothetical development
of five potential accidents for the two plants is shown. Every potential accident is
prevented by one of the dimensions, elaborated on an individual plant level or on a
multi-plant scale, except for accident number three. Accident number one, e.g.,
was stopped by the accident prevention layer marked by the existing procedures on
a plant level. The lower half of the figure illustrates the needed ceaseless stepwise
safety improvement resulting from new insights (captured over time) dealing with
risks. Each safety layer (itself composed of a number of safety barriers) is consid-
ered as increasing safety effectiveness.

Linked with the Swiss cheese model is the “domino model” by Heinrich [13–15].
Heinrich, sometimes called the father of industrial safety and prevention, indicates
that the occurrence of an accident invariably results from a completed sequence of
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Fig. 3.10: Stopping unwanted events by combining the Swiss cheese model with the P2T model.
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factors, the last one of these being the accident itself. The accident further results
in loss (injury, damage, etc.). The accident is invariably caused by the unsafe act of
a person and/or a mechanical or physical hazard. Figure 3.11 illustrates the Hein-
rich domino theory model and shows that the sequential accident model has a clear
assumption about causality, specifically that there are identifiable cause–effect
links that propagate the effects of an unwanted event. Based on the model/meta-
phor, Heinrich indicated that, completely in the sphere of his time (first half twenti-
eth century), the behavior of workers (the “unsafe act” domino block) should be
changed to avoid injuries and losses (cfr. accident proneness theory).

An accident can thus be visualized by a set of domino blocks lined up in such a
way that if one falls, it will knock down those that follow. This basic principle is
used in accident investigations. It should be noted that the domino model by Hein-
rich should not be confused with other items such as “domino accidents” and
“domino effects,” indicating “chains of accidents” or escalating events whereby
one accident leads to another accident and so on.

Although the domino model by Heinrich only applies to type I risks and is some-
what antiquated (because present insights in risk management indicate that sys-
tems thinking (see Section 3.10.1) should be used, and not only a cause and effect
model), it still has its merits for presenting a complex accident in a simple way.

3.4 The anatomy of an accident: SIFs and SILs

The best way to achieve safety within any organization is to have inherently safe pro-
cesses and to operate in correctly designed, controlled and maintained environments
(from the perspective of people, procedures and technology). However, it seems inev-
itable that once designs have been engineered to optimize organizational safety, a
spectrum of risks remain in many operations. To deal with these risks, a comprehen-
sive safety management system is developed. This safety management system ad-
dresses hazard assessment, specification of risk control measures, evaluation of the

Fig. 3.11: The domino theory model. Source: Heinrich [13].
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consequence of failures of these controls, documentation of engineering controls,
scheduled maintenance to assure the on-going integrity of the protective equipment,
etc. SIF1 can, e.g., be considered as a prevention measure. A SIF is a combination of
sensors, logic solvers and final elements with a specified safety integrity level (SIL)
that detects an out-of-limit condition and brings a process to a functionally safe state.
However, these methodologies do not investigate the underlying physical and chemi-
cal hazards that must be contained and controlled for the process to operate safely,
and thus they do not integrate inherent safety into the process of achieving safe plant
operation. Most action items refer to existing safety procedures or to technical safe-
guards, or require the addition of new levels of protection around the same underlying
hazards. In other words, they represent “add-on safety.” However, taking preventive
measures in the conceptual design phase is extremely important to optimize and help
achieving organizational safety.

The most desirable requirement of equipment is that it is inherently safe.
Achieving such inherent safety starts in the design phase of the equipment. An
inherently safe design approach includes the selection of the equipment itself,
site selection and decisions on dangerous materials inventories and company lay-
out. Complete inherent safety is rarely achievable within economic constraints.
Therefore, potential hazards remaining after applying such an approach should
be addressed by further specifying independent protection layers (IPL) to reduce
the operating risks to an acceptable level.

In current industry practice, chemical facilities processing dangerous substances
are designed with multiple layers of protection, each designed to prevent or mitigate
an undesirable event. Multiple IPL addressing the same event are often necessary to
achieve sufficiently high levels of certainty that protection will be available when
needed. Powell [16] defines an IPL as having the following characteristics:
– Specific – designed to prevent or to mitigate specific, potentially hazardous

events.
– Independent – independent of the other protective layers associated with the

identified hazard.
– Dependable – can be counted on to operate in a prescribed manner with an accept-

able reliability. Both random and systematic failure modes are addressed in the as-
sessment of dependability.

– Auditable – designed to facilitate regular validation (including testing) and
maintenance of the protective functions.

– Reducing – the likelihood of the identified hazardous event must be reduced by
a factor of at least 100.

1 This is a newer, more precise term for a safety interlock system (SIS).
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An IPL can thus be defined as a device, system or action that is capable of prevent-
ing a scenario from proceeding to its undesired consequence independent of the
initiating event or the action of any other layer of protection associated with the
scenario.

Figure 3.12 illustrates safety layers of protection that are specifically used in the
chemical industry. Detailed process design provides the first layer of protection.
Next come the automatic regulation of the process heat and material flows and the
providing of sufficient data for operator supervision, in the chemical industry to-
gether called the “basic process control systems.” A further layer of protection is
provided by a high-priority alarm system and instrumentation that facilitates operator-
initiated corrective actions. A SIF, sometimes also called the “emergency shutdown
system,” may be provided as the fourth protective layer. The SIFs are protective sys-
tems that are only needed on those rare occasions when normal process controls are
inadequate to keep the process within acceptable bounds. Any SIF will qualify as one
IPL. Physical protection may be incorporated as the next layer of protection by using
venting devices to prevent equipment failure from overpressure. Should these IPL fail
to function, walls or dikes may be present to contain liquid spills. Plant and commu-
nity emergency response plans further address the hazardous event.

By considering the sequence of events that might lead to a potential accident (see
also the “domino” model by Heinrich, in the previous subsection), another repre-
sentation can be developed that highlights the efficiency of the protection layers, as
shown in Fig. 3.13 (adapted from [17]).

Figure 3.13 illustrates the benefits of a hazard identification approach to examine
inherent safety by considering the underlying hazards of a hazardous substance, a

1. Process

2. Process design

3. Basic Process Control (BPC):
alarms and supervision

4. Critical alarms, operator supervision,
manual intervention

5. Automatif SIFs

6. Protection (e.g. relief devices)

7. Mitigation (e.g. containment dikes)

8. Plant emergency response

9. Community emergency response

Fig. 3.12: Typical layers of protection found in modern chemical plants.
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process or an operation. Inherently safer features in a design can reduce the required
SIL (see Tab. 3.1) of the SIF, or can even eliminate the need for a SIF, thus reducing
cost of installation and maintenance. Indeed, the Center for Chemical Process Safety
[18] suggests that added-on barriers applied in non-inherently safer processing condi-
tions have some major disadvantages, such as the barriers of being expensive to de-
sign, build and maintain the hazard of being still present in the process, and the
accumulated failures of IPLs still with the potential to result in an incident. An inci-
dent can be defined as “an undesired specific event or sequence of events that could
have resulted in loss,” whereas an accident can be defined as “an undesired specific
event or sequence of events that has resulted in loss.”

The primary purpose of risk evaluation methods currently employed is to deter-
mine whether there are sufficient layers of protection against an accident scenario.
A scenario may require one or more protection layers depending on the process
complexity and the potential severity of a consequence. Note that for a given sce-
nario, only one layer must work successfully for the consequence to be prevented
(see also the Swiss cheese model and the Heinrich domino model). However, as no
layer is perfectly effective, sufficient protection layers must be provided to render
the risk of the accident tolerable. Therefore, it is very important that a consistent

Prevention
Inherent safety
(Underlying hazards)

Prevention +
Protection
Protection
layers

Mitigation/
Mitigation
layers

Causes Consequences

Abnormal
process
deviations

Hazards Initiating
events

Hazardous
events Impacts

Process hazards analysis:
– inherent hazards identification
– inherent hazards evaluation Process hazards analysis:

– risk identification (Hazop, What-if,...)
– risk evaluation (Risk Matrix,...)

IPL 1: inherently safe process design IPL 2: BPCS
IPL 3: high priority
alarm/operator
interaction
IPL 4: SIF 1
IPL 5: SIF 2

IPL 6: SIF 3
IPL 7: SIF 4

IPL 8: relief devices
IPL 9: containment dikes
IPL 10: plant emergency
response
IPL 11: community
emergency response

Fig. 3.13: Anatomy of an accident (with four SIFs).
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basis is provided for judging whether there are sufficient IPLs to control the safety
risk of an accident for a given scenario. Especially in the design phase, an approach
for drafting inherent safety into the design by implementing satisfactory IPLs is
needed for effective safety. In many cases, the SIFs are the final independent layers
of protection for preventing hazardous events. Moreover, all SIFs are required to be
designed such that they achieve a specified SIL.

The SIL is the quantification of the probability of failure on demand (PFD) of a
SIF into four discrete categories. The PFD can be defined as “the probability that a
system will fail to perform a specified function on demand.” Table 3.1 gives an over-
view of such levels.

Thus, four corresponding degrees of reduction in hazardous event likelihood are pro-
duced by the SILs. SIL 1 provides about two orders of magnitude of event likelihood
reduction; SIL 2 about three orders of magnitude, SIL 3 about four orders of magnitude
and SIL 4 more than four orders of magnitude. Obviously, the availability targets for
SIL 3 and SIL 4 are extremely stringent and the design practices to achieve and main-
tain these high levels are extensive and costly. Remark that the SIL levels as defined in
Tab. 3.1 only concern so-called low-demand SIFs which are designed to function in
low-demand mode. SIFs operating in high-demand mode require the use of PFH or
probability of dangerous failure per hour instead of a PFD, as a design parameter.

Gardner [20] points out that methods used to select SILs are based on an evalu-
ation of three characteristics of the process and the hazardous event associated
with the SIF: the severity of the hazardous event consequences (minor, serious, ex-
tensive), the likelihood that an upset situation will occur that could lead to these
consequences (low, moderate, high) and the number of IPLs. Before a SIL can be se-
lected, the inherent risk of the process must be evaluated. Next, credit for all non-SIF
mitigation measures (e.g., relief valves, dikes) must be accounted for to determine
the baseline risk of the process, which is the starting point of the SIL selection. All of
the SIF design, operation and maintenance choices have to be verified against the
target SIL. The safety design engineer has to realize that further mitigation with a SIF
solely reduces the likelihood of an incident. For example, if the baseline likelihood is

Tab. 3.1: Safety integrity.

Safety integrity
level (SIL)

Safety
availability

Probability to fail
on demand (PFD)

Equivalent risk reduction
factor (/PFD)

SIL  >.% ≥− to <− ,–,
SIL  .–.% ≥− to <− ,–,
SIL  –.% ≥− to <− –,
SIL  –% ≥− to <− –

Source: based on International Standard, 2003 [19].
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10−2 per year, a SIL 2 would reduce the likelihood up to 10−5 per year. The risk reduc-
tion process is illustrated in Fig. 3.14, in which risk criteria are represented in the
form of FN limit lines (see also Section 3.5.2).

Determining the necessity of IPLs and SIFs, and the required level of their
safety integrity, is performed using risk identification and evaluation methods. No
one approach for the selection of a SIL is appropriate in every situation.

Summarizing, in highly technological environments, the SIL is chosen to re-
duce the incident frequency to a tolerable level. It is the design basis for all engi-
neering decisions related to the SIF. When the design is complete, it must be
validated against the SIL. Therefore, the SIL closes the design cycle: starting with
hazards identification, then requirements quantification and ending with design
validation.

Achieving inherent safety is not always possible. When processing, storing or
transporting hazardous materials, rest risks often remain, to a greater or lesser ex-
tent. To identify and to assess rest risks in an optimal and effective way, the analy-
ses aimed at remaining risks should be thoroughly carried out.

The fundamental basis of security management can be expressed in a similar
way to the layers of protection used in chemical process plants to illustrate safety
barriers (see Fig. 3.10). In the similar concept of concentric rings of protection [21],
the spatial relationship between the location of the target asset and the location of
the physical countermeasures is used as a guiding principle. Figure 3.15 (adapted
from [17]) exemplifies the rings of protection and their component countermeasures,
illustrating the responsibilities and the distinction between indoor and outdoor secu-
rity guards.

In security terms, critical infrastructure is broadly defined as people (employees,
visitors, contractors, nearby members of the community, etc.) information (formulae,
prices, processes, substances, passwords, etc.) and property (buildings, vehicles, pro-
duction equipment, storage tanks and process vessels, control systems, raw materi-
als, finished products, hazardous materials, natural gas lines, rail lines, personal
possessions, etc.) which are believed crucial to prevent major business disruption
and resulting substantial economic and/or societal damage.

By considering the sequence of events that might lead to a potentially success-
ful attack, another representation can be given, illustrating the effectiveness of the
rings of protection (see Fig. 3.16).

First, companies can clearly protect themselves in a much better way against
external attacks than against attacks from within the company itself, because in the
latter case there only exists indoor security to avert the threat. Second, as the effec-
tive prevention, protection and mitigation of attacks depend on meticulously carry-
ing out security risk assessments, the latter is of crucial importance to deter, detect
and delay possible threats within a single company as well as within a cluster of
companies.
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Once the entire sequence of events has taken place, either safety-related or se-
curity-related, there is a loss. Regardless of the particular business activity in which
the loss may have occurred, losses can be considered minor, serious, major or cata-
strophic. Depending upon the particular business activity, the determining factors
for rating the severity of an accident loss can be the degree of physical harm and/or
property damage and any resulting humane or economic aspects. When evaluating
either these humane or economic effects, investigators should be particularly aware
that those factors readily apparent are usually indicative of much more serious and
far-reaching aspects that are not so obvious. Much like the tip of an iceberg, the
extent and size of the problems associated with accidents and losses are not easily
seen or determined on the surface, but they are, nonetheless, there [22]. We also refer
to Chapter 9 on economic issues related to safety.

Models used to deal with risks are very diverse. The models have been built after decades of
experience and research, within a variety of academic disciplines and encompassing diverse in-
dustrial sectors. Incidents and accidents usually were a driver and an inspiration for the build-
ers of the models.
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Fig. 3.14: The effect of risk reduction measures (adapted from [17]).
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3.5 Individual risk, societal risk, physical description of risk

3.5.1 Location-based (individual) risk

A so-called location-based risk or individual risk can be defined in general as “the
frequency with which a person may expect to sustain a specified level of harm as a
result of an adverse event involving a specific hazard” [3]. Hence, individual risk can
be used to express the general level of risk to an individual in the general population,
or to an individual in a specified section of the community. There is widespread
agreement in many countries that an additional risk from industrial activities of 10−6

per year to a person exposed to this risk is very low level compared with risks that
are accepted every day. The reasoning is thus. On the one hand, the individual risk of
getting killed from driving a car is estimated as 10−4 per year. If the level of (individ-
ual) risk is higher than driving a car, it is perceived as unacceptable. On the other
hand, the individual risk of being struck by lightning is estimated as 10−7 per year,
and this risk level is perceived to be so low that it can be accepted.

Critical
Infrastruc-

ture

Inner ring:
– Alert personnel
– Door and cabinet locks
– Network firewalls and passwords
– Visitor escort policies
– Document shredding
– Emergency communications
– Secure computer rooms
– CCTV
– Intelligence

Middle ring (inside):
– Locked doors
– Receptionist
– Badge checks
– Access control system
– Parcel inspection
– Carry out SVAs

Outer ring:
– Lighting
– Fences
– Entrance /exit points
– Bollards
– Trenches
– Instrusion detection
– Instrusion sensors
– Guards on patrol at

property fenceline

Middle ring (outside):
– Badge checks
– Access control system
– Turnstiles
– Window bars
– Receptionist

Indoor security Outdoor security

Attacks

Attacks

Attacks

Fig. 3.15: Security rings of protection.
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Fig. 3.16: Anatomy of an attack.
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Legislators often use levels of individual risk with “specified level of harm” equal
to “fatality” (such risks are called “individual fatality risks”), as a regulatory approach
to setting risk criteria. In the process industries, e.g., the individual (fatality) risk is de-
fined as the risk that an unprotected individual would face from a facility if he/she re-
mained fixed at one spot, 24 h a day, 365 days per year. Therefore, the risk is also
called location-based risk. A location-based risk describes the geographic distribution
of individual risk for an organization. It is shown using so-called iso-risk curves, and is
not dependent on whether people or residences are present (see Fig. 3.17).

Location-based risk is used to assess whether individuals are exposed to more
than an acceptable risk in the locations where they may spend time (e.g., where
they live or work). It does not directly provide information on potential loss of life.
Nor does it distinguish between exposure affecting employees or the general (sur-
rounding) population.

Individual fatality risks are calculated by multiplying the consequences and the
frequency. For example, if the severity of an industrial accident is such that there is a
p% probability of killing a person at a specified location (the probability merely takes
into account the level of lethality due to the accident (e.g., due to heat radiation or a
pressure wave), but does not consider population figures), and the accident has a fre-
quency of f per year, then the individual fatality risk at this particular location is p × f
per year. Where there is a range of incidents that expose the person at that point to
risk, the total individual fatality risk is determined by adding the risks of the separate
incidents. Iso-risk contours – contours of which on each point the risk level is identi-
cal – can then be plotted around an industrial activity, and can be used to present
the risk levels surrounding the activity. Sometimes different levels of individual fatal-
ity risk are defined to be allowed by the authorities for different types of location. For
example, a distinction is made between industrial areas, commercial areas, parks
and sport fields, schools, rest and nursing homes, hospitals, etc. Individual risks are
often calculated using “quantitative risk assessment” (QRA; see Section 4.9).

iso-risk
curves

hazardous

activitie
s

10–5

10–7

10–6

Fig. 3.17: Example of iso-risk curves showing
the distribution of location-based (individual)
risk surrounding an enterprise.
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3.5.2 Societal risk or so-called Group Risk

Calculating the individual fatality risk around a specific industrial activity does not
make a distinction between the activity-taking place, e.g., somewhere in the desert or
within the center of a major city. The calculated individual risk will be the same, re-
gardless of the number of people exposed to the activity. However, it is evident that in
reality the level of risk will not be identical for both situations: the level of risk will be
higher if the industrial activity would take place in the city, rather than in the desert.
This is a result from people living in the neighborhood of the activity, and thus being
exposed to the danger. To take the exposed population figures into account, a “societal
risk” is calculated. This is “the probability that a group of a certain size will be harmed –
usually killed – simultaneously by the same event or accident” [23]. It is presented in
the form of an FN curve. Each point on the line or curve represents the probability that
the extent of the consequence is equal to or larger than the point value. These curves
are found by sorting the accidents in descending order of severity, and then determin-
ing the cumulative frequency. As both the consequence and the cumulative frequency
may span several orders of magnitude, the FN curve is usually plotted on double loga-
rithmic scales (see also [24]). A log–log graph is obtained, as depicted in Fig. 3.18.

The societal risk is designed to display how risks vary with changing levels of
severity. For example, a hazard may have an acceptable level of risk for just one
fatality, but may be at an unacceptable level for 100 fatalities. In some jurisdictions,
there are rigidly defined boundaries on the societal risk graph between the zones of
high, intermediate and low risk (see Fig. 3.19). It is common, where an industrial
activity is calculated to generate risks in the intermediate zone between high and
low, to require the risks to be reduced to a level that is “as low as reasonably practi-
cable” (ALARP), provided that the benefits of the activity that produces the risks
are seen to outweigh the generated risks.
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Fig. 3.18: FN curve – an illustrative example.
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As the severity of the event increases, people become more risk averse. Particu-
larly, once the death threshold is passed, it appears the community has a much
greater aversion to multiple fatality accidents. In many countries, this seems to
amount to a 100-fold decrease in the likelihood for the event for a 10-fold increase
in the severity of the consequences measured in fatalities. This is shown in the FN
curves defined by the authorities from different countries to indicate the region
where societal risks must be reduced and where they can be tolerated, depicted in
Fig. 3.20.

One measure of the societal risk from an installation could be obtained by cal-
culating the fatal accident rate (FAR) of the number of fatalities per year from acci-
dents involving dangerous substances. If the FN curve of the installation is known
then the value of FAR can be calculated as follows:

FAR=
XNmax

N=1
f ðNÞ ·N

However, using the FAR as a criterion for societal risk attracts criticism, for it does
not include an allowance for aversion to multi-fatality accidents. It gives equal
weight to the frequencies and consequences of accidents. By not distinguishing be-
tween one accident causing 50 fatalities (type II event) and 50 accidents each caus-
ing one fatality (50 type I events) over the same period of time, the FAR fails to reflect
the importance society attaches to major accidents [25]. Moreover, several industrial
activities from nearby companies in the same industrial area may each generate a
low level of societal risk, whereas their combined societal risk might fall within the
high-risk zone of the chart of Fig. 3.19 (or Fig. 3.20), if these industrial activities were
all to be grouped for the purposes of the calculation.

For calculating consequences, often so-called probit functions are employed,
providing the probability of specific consequences (e.g., death of an average person

High risk –
Must be reduced
Intolerable risk region

M
arginal risk – reduce as far

as reasonably practicable

ALARP risk region

Frequency (per year)
of accidents with

consequences
exceeding N fatalities

Low risk –
Negligible
risk region

10–3

10–4

10–5

10–6

10–7

10–8

1 10

Number of fatalities or more N

100 1000

Fig. 3.19: Example of approach to defining societal risk criteria.
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or failure of a certain material structure) within a specified exposure time and
based on a concentration (in case of toxic substances) or intensity (in case of heat
radiation) for instance. In case of toxicity, the formula has the following form:

Pr = a+b · lnðCn · tÞ
Constants a, b and n in this equation are substance specific. C represents the con-
centration of the toxic substance, and t the exposure time. A probit value of 5 is
lethal for 50% of the population exposed. The concentration at this 50% fraction is
known as LC50 and the dose, C × t, as LD50. Probit 2.67 corresponds to a lethal dose
for 1% of the exposed population and probit 7.33 for 99%. Probit tables are usually
readily available. Outcome uncertainty is high due to the tables been drawn for the
“average person,” and hence, not directly applicable to more vulnerable groups.
Through international cooperation, probit coefficients are still being updated from
time to time. For more information, see for example [26].

In enterprises encountering numerous hazards with severe potential consequences,
computer programs are used to calculate the risk levels on a topological grid, after
which they are used to plot contours of risk on the grid. These contours are used to
display the frequency of exceeding excessive levels of hazardous exposure. For ex-
ample, Reniers et al. [27] discuss software tools that are available that will prepare
contours, e.g., for the frequency of exposure to nominated levels of heat radiation,
explosion overpressure and toxic gas concentration. QRA software is employed to
plot FN curves.

Sw
itzerland

Hong Kong

United Kingdom

A
ustralia

The N
etherlands

Flanders
(B

elgium
)

1 10 100 1000

Number of fatalities (per event)

Negligible

Unacceptable10–3

10–4

10–5

10–6

10–7

10–8

10–9

C
um

ul
at

iv
e 

fr
eq

ue
nc

y 
(p

er
 y

ea
r)

Fig. 3.20: Societal risk criteria in different
countries.
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We should keep in mind that all these software tools provide insight into the pos-
sible scale of a disaster and the possibility of its occurrence, but they do not offer
adequate information for the optimal prevention of catastrophic accidents. Moreover,
if the number of events observed in the past is not sufficient to estimate significant
frequency values, as in the case of type II and III events, a simple histogram plotting
the absolute number of past events versus a certain type of consequence is often
used instead of a risk curve. However, type II and III event predictions are extremely
difficult to make simply because of the lack of sufficient data. Although it is thus not
possible to take highly specific precaution measures based on statistic predictive in-
formation in such cases, engineering risk management, leading to a better under-
standing of relative risk levels and to an insight in possible accident and disaster
scenarios, is actually essential to prevent such disastrous accidents and therefore
should in one way or another be fully incorporated in industrial activities worldwide.

In summary, there are different possible ways to calculate risk. Two well-known approaches,
widely used, are the calculation of the individual risk and of the societal risk. An individual risk
provides an idea of the hazardousness of an industrial activity. A societal risk takes the expo-
sure of population in the vicinity of the hazardous activity into account in the calculation.

3.5.3 Physical description of risk

In the previous chapter, we defined a negative risk and indicated that all such risks
are characterized by three factors: hazards – exposure – losses, together forming
the “Risk Trias.” Risk is a theoretical concept, and can be described in yet another
way. To have a profound understanding of risk, we also discuss this second – more
physical – approach.

In order to physically describe what a risk is, we must define some of its key
components. The notion of the “target” needs to be introduced. By definition, the
target can be represented by
– A human
– The environment
– A natural monument
– A process in a company
– A company
– The brand image, etc.

A threat is the potential of a hazard to cause damage. A threat can be intentional –
then it is always a human threat related to the field of security – or it can be acci-
dental or by coincidence. A threat is the direct consequence that arises by its link
with the hazard; if the threat is non-intentional, it is subordinated to the law of
probability. Simply put, a safety-related threat results from a hazard that gets out of
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control (one could see it as energy getting out of its cage) by coincidence, while a
security-related threat results from a hazard that is deliberately misused by a per-
son that has the intention to cause losses.

Risk exists as soon as a hazard affects one or many possible targets. An identi-
fied hazard that does not affect any target does not represent a risk. For example,
life on Mars may be very hazardous, but as long as nobody lives on Mars . . . there
are no losses, and hence no risk. Risk is found at the interface, or at the cross sec-
tion, of a hazard and a target, as illustrated in Fig. 3.21.

Basically, a risk is physically characterized by four elements:
1. A hazard.
2. One or many targets threatened by the hazard.
3. The evaluation of the threat.
4. The measures taken to reduce the threat.

These elements, depicted in Fig. 3.22, show that a protection and/or prevention bar-
rier is required in order to prevent a threat reaching the target.

The main difference between an incident and an accident is generally defined
by the importance of caused or sustained damage (Fig. 3.23).

We defined incident and accident in Section 3.4. To have a more physical description
of these terms, the norm OHSAS 18001 [28] can be used. It defines the notions of acci-
dent as follows:

Hazard Risk Target

Fig. 3.21: Physical risk model.

Hazard Threats Prevention
protection

Target
Fig. 3.22: Constitutive elements of risk.
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– Incident: an event that leads or could have led to an accident.
– Near-accident or near-miss: an incident that does not damage health or leads to

any deterioration or losses (but did have the potential to do so).
– Accident: an unexpected event that leads to health deterioration, lesions, dam-

ages or other losses.

A disaster is a major accident. It is an event that is brutal and sudden and of an
enormous dimension. It has severe consequences that are accompanied by destruc-
tion of goods and/or death.

Sometimes, an “incident” is used as a term to indicate any kind of event that
leads, or could have led, to negative consequences. Looking at Fig. 3.22, before an
incident takes place, there should be a “near-miss,” and even earlier in the sequence
order is “poor or bad behavior” and prior to that, the “wrong attitude” and a “fault
perception” (see also the KPABC model discussed in Section 2.6).

There are two possibilities to physically describe the risk: static and dynamic
modeling.

3.5.3.1 Static model of an accident
If risk is a potential, the accident is reality. It is realized as soon as a threat gets in
contact with a target, allowing damage creation (Fig. 3.24). The prevention or protec-
tion barrier has only partially done its job as protector. The failure of the barrier is rep-
resented by the holes in the wall. For a static model, the time scale is not included.

3.5.3.2 Dynamic model of an accident
While risk is not an event, the accident is one. Often it is the sequence of other events,
the succession of an incident, which leads to damage. These successive incidents in-
duce situations that are more and more hazardous, in which the likelihood of occur-
rence increases to a critical level and finally overcomes, as illustrated in Fig. 3.25.

Fig. 3.23: Relation between incident, accident and disaster.

70 3 Risk management principles

 EBSCOhost - printed on 2/13/2023 1:34 AM via . All use subject to https://www.ebsco.com/terms-of-use



We observe four zones:
A. At time zero, the protective/preventive barrier is fulfilling its purpose and pre-

vents any threats from reaching the target.
B. Small incidents happened, with time decreasing the protective/preventive level

or efficiency of the barrier. It is the first observable sign of precursors for a future
accident.

C. As time continues, the degradation of the barrier is now sufficient for the hazard
(its threats) to reach the target. We now speak about an accident!

D. Finally, the consequences of the accident are losses and damages.

The accident can also be the result of a situation that has changed continuously with-
out the safety barrier measures being adapted to the changed situation. This is the case
in many companies: the established measures have not been increased even if the

A B C D

Hazard

Prevention
protection

Target Time

Incident Incident
Accident

Damages

Events

Fig. 3.25: Dynamic model of an accident (freely inspired from [29]).

Hazard Threats Prevention
protection

Target

Damages

Fig. 3.24: Static model of an accident.
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company grew during a certain period. The protective and preventive measures are not
adequate for the new size, and therefore risk becomes more and more important
(Fig. 3.26).

Again, four zones are observed:
A. At time zero, the protective/preventive barrier is fulfilling its purpose and pre-

vents any threats from reaching the target.
B. The target begins to grow with time (it is rarely that the barrier shrinks with

time) but the barrier is still sufficient.
C. As time continues, the actual target is now larger than the size of target against

which the barrier was designed to protect. We now speak about an accident!
D. Finally, the consequences of the accident are losses and damages.

Dynamic modeling taught us that:
– An accident is often the conclusion of successive events or incidents occurring sub-

sequently, whether there is damage or not. Do not trivialize the incident!
– The accident may be the result of a situation that has gradually changed without

the provisions put in place originally being re-evaluated. Adapt measures to sit-
uations that have evolved.

To fulfill its protective role, risk management must be a dynamic, proactive and
reactive process, based on careful and continuous observation of risk situations.

Finally, risk is not only a matter of technology but mainly dealing with humans.
Therefore, in order to get a safe situation, one must combine the safe place AND the
safe person as illustrated in Fig. 3.27.

A B C D

Accident

Hazard

Prevention
protection

Target Time

Damages

Fig. 3.26: Dynamic model of an accident (freely inspired from [29]).
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A risk was theoretically characterized in the previous chapter as hazard, exposure and loss.
Risk management aims to decrease one of these elements, or a combination thereof. When
physically describing a risk, it can be characterized as hazard, threat, prevention/protection
and target. In industrial practice, risk management aims to identify all of these, and by manipu-
lating one of these elements, or a combination thereof, risks are managed.

3.6 Safety culture and safety climate

3.6.1 Organizational culture and climate

An organizational culture is: “a pattern of shared basic assumptions learned by a
group as it solves its problems of external adaptation and internal integration,
which has worked well enough to be considered valid and, therefore, to be taught
to new members as the correct way to perceive, think and feel in relation to those
problems” [30]. An organizational culture has an impact on the behavior of the em-
ployees, the operations and the results of the organization. In order for this impact
to be positive, it is important that there is a good fit between the strategy and the
culture of the organization [31]. However, a company’s culture will not be the only
factor influencing the achievements and the excellence of a company. Two other influ-
ential factors are the organization’s structure and its processes [32]. For an extensive
overview of definitions for “organizational safety culture,” see Guldenmund [33].

Organizational culture can be analyzed at several different degrees or levels to
which the cultural phenomenon is visible to the observer [30]. The three levels are:
1. Artifacts (visible structures and processes as well as observable behaviors).
2. Espoused beliefs and values (ideals, values, aspirations, ideologies, rationalizations).
3. Basic underlying assumptions (unconscious, taken-for-granted beliefs and values).

Safe
place

Safe
person

Human factors
Motivation
Attitude
Behavior
Perception etc.

Design
Engineering
Physical
Controls

Fig. 3.27: Safe situation according to the classical risk modeling.
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It is essential to realize that a correct interpretation of the (most visible) artifacts
depends on the knowledge of the pattern of basic assumptions. Although the es-
sence of a group’s culture is its pattern of shared, basic taken-for-granted assump-
tions, the culture will manifest itself at the level of observable artifacts and shared
espoused values, norms and rules of behavior.

In addition to a company’s culture, another important concept is a company’s
climate (e.g., see [34–38]). Although both concepts are closely linked, it is impera-
tive to make a clear distinction. Generally speaking, a company’s climate can be
thought of as “the product of some of the underlying assumptions and hence, it is
the way in which a company’s culture is visible to the outside world.” Therefore, a
company’s climate can be seen as the outer layers of a company’s culture and actu-
ally the manifestation of the culture. As a result, a company’s culture emphasizes
continuity, while its climate is comparable to a snapshot of its culture. An impor-
tant difference between these two concepts is the way in which they are measured.
A company’s climate corresponds to the outer and more visible layers of its culture,
reflected into the perceptions of people, and can therefore be measured with stan-
dardized questionnaires. A company’s culture is more fundamental, and is for that
reason much more difficult to measure. A combination of measuring methods needs
to be used, e.g., observations, questionnaires and in-depth interviews in one go [39].
In any case, both an organization’s culture and its climate should be integrated into
a single model to truly advance an organizational domain through the process of
goal setting, measuring and continuously improving. To achieve excellence in a par-
ticular domain (such as safety and security), an organization needs to set goals and
measure if it has reached those goals, i.e., it has to manage its performances in the
domain. Organizational consensus must be achieved on what to measure, how to
measure it and what to do when corrections are needed. In order to determine what
to measure, first the most important dimensions and subdimensions of a company’s
culture and climate need to be identified. A dimension or subdimension is a part of
the company that is of critical importance to realize the corporate mission and strat-
egy. Next, these dimensions and subdimensions should be translated into measur-
able performance indicators to be able to objectively measure them [40]. If the
company’s track record is found to be inadequate in whatever domain, the organiza-
tional culture and/or climate needs to be changed or adapted by taking corrective
measures and/or by setting new corporate objectives in the domain.

3.6.2 Safety culture models

The safety culture and its policy are defined as “the core values and behaviors result-
ing from a collective commitment by leaders and individuals to emphasize safety
over competing goals to ensure protection of people and the environment.” It should
emphasize the importance of fostering and maintaining an open, collaborative work
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environment that encourages all employees and contractors to promptly speak up
and share concerns and differing views without fear of negative consequences. The
safety culture of an organization is the product of individual and group values, atti-
tudes, perceptions, competencies and patterns of behavior that determine the com-
mitment to, and the style and proficiency of, an organization’s health and safety
management.

There is no single definition of “a safety culture.” The term first arose after the
investigation of the Chernobyl nuclear disaster in 1986, which led to safety culture
being defined as an organizational atmosphere where safety and health is under-
stood to be, and is accepted as, the number one priority. In high-risk industries like
aviation, nuclear power, chemical manufacturing and fuel transportation, this
makes sense. However, the problem is that safety and health do not exist in a vac-
uum isolated from other aspects of organizations such as people and financial man-
agement, as it both influences and is influenced by them, so safety culture is really
a part of the overall corporate culture. On this basis, a more realistic definition may
be “a safety culture is an organizational atmosphere where safety and health is un-
derstood to be, and is accepted as, a high priority.” Some indicators for safety cul-
ture could be expressed as:
– Commitment at all levels.
– Safety and health are treated as an investment, not a cost.
– Safety and health is part of continuous improvement.
– Training and information is provided for everyone.
– A system for workplace analysis and hazard prevention and control is in place.
– The environment in which people work is blame free.
– The organization celebrates successes.

To develop a safety culture, change needs to be driven from the highest levels. The
extent to which you can influence the organization largely depends on your place
within the hierarchy. The recognition of the importance of a safety culture in pre-
venting accidents has led to a growing number of studies to define and assess
safety culture in a variety of complex, high-risk, industries.

An unsafe culture is more likely to be involved in the causation of organiza-
tional rather than individual accidents. Safety cultures evolve gradually in response
to local conditions, past events, the character of the leadership and the mood of the
workforce. An ideal safety culture is the “engine” that drives the system toward the
goal of sustaining the maximum resistance toward its operational hazards, regard-
less of the leadership’s personality or current commercial concerns.

According to Reason [41], several powerful factors act to push safety into the
background of an organization’s collective awareness, particularly if it possesses
many elaborate barriers and safeguards. But it is just these defenses-in-depth that
render such systems especially vulnerable to adverse cultural influences. Organiza-
tions are also prey to external forces that make them either forget to be afraid, or
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even worse, avoid fear altogether. The penalties of such complacency can be seen
in the recurrent accident patterns in which the same cultural drivers, along with
the same uncorrected local traps, cause the same bad events to happen again and
again.

An organization with a “safety culture” is one that gives appropriate priority to
safety and realizes that safety has to be managed like other areas of the business.
That culture is more than merely avoiding accidents or even reducing the number of
accidents, although these are likely to be the most apparent measures of success. It is
to do the right thing at the right time in response to normal and emergency situa-
tions. The quality and effectiveness of that training will play a significant part in de-
termining the attitude and performance – the professionalism. And the attitude
adopted will, in turn, be shaped to a large degree by the “culture” of the company.

The key to achieving that safety culture is as follows:
– Recognizing that accidents are preventable through establishing and following

correct procedures and established best practices;
– Constantly thinking about safety, creating ‘situational awareness’ among employees;
– Seeking continuous improvement, having a ‘questioning attitude’ and being a

learning community.

It is relatively unusual for new types of accidents to occur, and many of those that
continue to occur are caused by unsafe acts. These errors, or more often violations of
good practice or established rules, can be readily avoided. Those who make them are
often well aware of the errors of their ways. They may have taken short-cuts they
should not have taken. Most will have received training aimed at preventing them
but, through a culture that is tolerant to the “calculated risk,” they still occur.

Actually, if all employees would follow all the existing safety procedures and rules
in organizations, and be risk aware, almost no accidents would probably occur. This
can be compared with traffic accidents: if all car drivers would all the time and rigor-
ously follow the driving laws, and be attentive all the time, almost no car accidents
would occur. Another comparison can be made with the Covid-19 pandemic rules:
if all citizens would strictly follow the rules of social distancing, washing hands
with alcohol gel all the time, wearing face masks, etc., much less infections would
be determined. People are people and many people don’t like following rules or
procedures, despite the (indirect and uncertain) benefits for themselves and for
the organsiation or the society at large. They have to fully understand what is the
purpose, what is the consequence if you don’t follow the rule, why it is important
for him/herself and for coworkers, the organization and/or society, etc.

Referring to the KPABC model of Section 2.6, there needs to be emphasis on
both the “knowledge, perception and attitude” of a person, this is called person-
based safety, and the “behavior and consequences” of a person, which is called be-
havior-based safety. Behavior-based safety only lasts for a limited period of time,
while person-based safety is much more long-lasting.
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Following the Chernobyl accident in 1986, a lot more attention was paid to the
term “corporate safety culture” and various definitions were proposed. Cooper [42]
defines corporate safety culture as “that observable degree of effort by which all
organizational members direct their attention and actions toward improving safety
on a daily basis,” hereby stressing that in a good safety culture, all members of an
organization should deliver intentional efforts to continuously improve overall
safety. Hale [43] refers to beliefs, values and perceptions of natural groups within
an organization and the effect of these groups on values and norms. These values
and norms will define how a company will handle its risk and risk control systems.
Wiegmann et al. [44] try to capture all previous definitions of safety culture in the
following elaborated formulation:

“Safety culture is the enduring value and priority placed on worker and public safety by everyone
in every group at every level of an organization. It refers to the extent to which individuals and
groups will commit to personal responsibility for safety, act to preserve, enhance and communicate
safety concerns, strive to actively learn, adapt and modify (both individual and organizational) be-
havior based on lessons learned from mistakes, and be rewarded in a manner consistent with
these values.”

It is important to also notice that the aspect of learning from mistakes is adopted in
the latter definition. Mohamed [45] presents a very pragmatic definition by stating
that a corporate safety culture is a mere subculture of the general organizational
culture. He defines safety culture as: a sub-facet of organizational culture, which af-
fects workers’ attitudes and behavior in relation to an organization’s on-going safety
performance. In summary, a safety culture can be regarded and explained as the
way that people behave and act (with respect to safety) in an organization when
nobody is watching them.

Moreover, as already mentioned in the previous section, an important differ-
ence exists between safety culture and safety climate. Much like organizational cul-
ture and climate, Hale [43] states that safety culture is the whole of values and
practices that are linked to the company in a strong, unobservable relation. These
values and practices are stable in time and cannot easily be observed nor be altered.
The corporate safety climate is easier to observe. The explicit artifacts and values of
a company are good examples of the safety climate components. Wiegmann et al.
[44] add to this that the safety climate is a snapshot of the safety culture at one mo-
ment in time, and that the climate displays what is the perception of the culture by
the members of an organization.

Safety culture is commonly viewed as an enduring characteristic of an organi-
zation that is reflected in its consistent way of dealing with safety issues. Safety cli-
mate is viewed as a temporary state of an organization that is subject to change
depending on the features of the specific operational or economic circumstances.
Therefore, just like personality researchers, safety researchers have attempted to
identify key indicators of organizational safety culture and to develop methods for
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assessing the extent to which these key organizational features are consistent
across time and situations.

Safety climate is the temporal state measure of safety culture, subject to com-
monalities among individual perceptions of the organization. It is therefore situation-
ally based, refers to the perceived state of safety at a particular place at a particular
time and is relatively unstable and subject to change, depending on the features of
the current environment or prevailing conditions.

Safety climate is a psychological phenomenon, which is usually defined as the
perceptions of the state of safety at a particular time. It is closely concerned with
intangible issues such as situational and environmental factors. Hence, safety cli-
mate is a temporal phenomenon, a “snapshot” of safety culture, relatively unstable
and subject to change.

Safety behavior presents a paradox to practitioners and researchers alike be-
cause, contrary to the assumption that self-preservation overrides other motives,
careless behavior prevails during many routine jobs, making safe behavior an on-
going managerial challenge.

At present, there is no overall satisfying model for safety culture and climate,
or for security2 culture and climate [46]. However, important features and capabili-
ties that are essential for characterizing, elaborating and improving an organiza-
tion’s safety and security culture and its safety and security climate have been put
forward by various authors. Moreover, as Guldenmund [33] rightly puts it, when a
given safety and security culture and climate has been assessed, the next question
will certainly be – so what? The organization needs to make conclusions, and cor-
rective actions have to be taken and carried out if required. The next section
presents a model that may be viewed and used as an easy-to-use approach to con-
tinuously improve the organization’s safety and security culture or climate in order
to achieve safety and security excellence and leadership.

3.6.3 The P2T model revisited and applied to safety and security culture

In Section 3.3.2, we proposed a three-dimensional model that can be applied as the
first (observable) phase to develop an integrative safety and security culture model.
With this model from Section 3.3.2, all observable safety and security culture aspects
can be integrated and covered, as all observable elements concerning a good safety
and security culture can be placed under one of the three dimensions. The suggested
dimensions were people, procedures and technology, and the model was therefore

2 Security is characterized with intentionality and indicates deliberate acts by humans to cause
loss. Safety indicates accidental loss.
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referred to as the P2T model. The interplay between these three observable domains
defines the present safety and security culture in any organization; see Fig. 3.28.

We need little argument that the technological dimension is indispensable to en-
sure a good observable safety and security culture. With failing installations or
equipment, a company inflicts a direct threat to its workers and surrounding people
and buildings. Despite the large improvements in safety technology that have been
gained in the past decades, security technology such as CCTV and biometric sys-
tems have not been applied to their full potential in many enterprises. Following
the ALARA principle (as low as reasonably achievable), it should be noted that no
risk can be reduced to zero without expenses that can be justified economically.
That is why the technological dimension has to be designed in a way that the result-
ing risk lays between socially accepted boundaries. Governments will impose these
bounds, but often organizations will surpass the required measures.

The second dimension (of the observable part of the safety and security cul-
ture), procedures, is being managed by a safety management system (in case of
safety), and a security management program (in case of security). These manage-
ment systems revise the existing procedures used to maintain a good observable
safety culture and/or security culture. The term “procedures” can be interpreted
very broadly. It concerns procedures to operate safely and securely; to safely store
hazardous substances; to manage the competences of employees; to manage emer-
gency situations; to have deter, detect, delay procedures in place, etc. Logically, the
organizational structure and culture play a large role in this.

The third dimension to influence the observable safety and security culture is
being defined as people. Reason [12], Fuller and Vassie [3], CCPS [47] and many other

People
Safety and security
management train-
ing, awareness,
competence
profiles, etc.

Technology
Prevention and
mitigation technology,
      risk software
         and tools, etc.

Procedures
Safety and Security
Management System,
working procedures,
etc.

Safety and
Security

Climate and
Culture

Fig. 3.28: Observable safety and security culture according to the P2T model.
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researchers indicate that a majority of accidents and near-misses can be attributed to
human error. According to some estimates, human error contributes to 90% of all ac-
cidents [48]. This number considers all possible sources of error, including front-line
operating personnel, engineers and supervision. In case of security, even all inci-
dents are human made. Another point for the security is the necessity to understand
the human element for threat and vulnerability analysis. Also, human errors can be
made in analyzing, identifying and responding to security incidents and this must be
considered to minimize the threats and decrease risk. That is why creating safety and
security awareness among all employees is essential for a good safety and security
culture, as well as providing proper training, providing safety and security incentives,
creating a safety-driven and security-driven organizational community, enhancing
competences of employees at all levels, etc.

It is evident that a good safety culture depends on adequate and solid strategic
management concerning risks. Section 3.7 discusses how strategic management
should lead to continuous improvement, and Section 3.8 proposes and discusses a
model to unify the principles of performance management and continuous improve-
ment with the concepts of safety culture.

3.6.4 The Egg Aggregated Model of safety culture

While investigating literature regarding the observable aspects of safety, also some-
times called the engineering domain of safety, and the non-observable aspects of
safety, also sometimes called the psychosocial domain of safety, it becomes obvious
that all these aspects or factors are not isolated from one another. On the contrary, that
they are strongly related, influencing each other, and thus forming a cyclic framework.

From the previous, it is obvious that a lot of research has been carried out on
the subject of safety culture. This research has been carried out by a variety of sci-
entific disciplines, e.g., engineering, sociology, psychology, safety scientists and
others. However, up until recently, there has never been an integrated and holistic
overview of what a safety culture constitutes and a vivid debate among scientists
on the safety culture topic could be observed. Recently, a unifying model of safety
culture was developed and proposed, called “The Egg Aggregated Model of safety
culture,” abbreviated TEAM, taking all aspects of safety science within an organiza-
tion into consideration and explaining their position toward each other (see the
study by [49]). Figure 3.29 illustrates TEAM of safety culture.

The egg displayed in Fig. 3.29 is composed of three different layers with distinct
visibility, comparable with Guldenmunds’ (2000) [39] framework of safety culture.
The observable factors are represented by the yolk. Most elements of these observ-
able factors are cited by Guldenmund as particular manifestations of his outermost
layer. The protein, a somewhat translucent mass that is harder to capture than the
yolk, represents the perceptual and the personal psychological factors sometimes
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grouped under the name of the “psychosocial factors for safety.” The content of the
protein is comparable with Guldenmunds’ middle layer indicated by him as “es-
poused values/attitudes with a relatively explicit visibility.” Beliefs, affective and
cognitive processes and self-control can be seen as the “air” being present in the
egg, that is, invisible though an essential part of a culture of an organization, just
like the basic assumptions of Guldenmunds’ core level.

The safety culture of an organization can thus be conceptualized as three layers
which might be studied separately as the engineering domain of observable factors,
the perceptual domain of safety climate and the psychological domain of intended
behavior.

In summary, in TEAM of safety culture, measurable factors and unmeasurable
factors are mentioned. First, the unmeasurable factors involve beliefs, affective and
cognitive processes and self-control, also indicated by Guldenmund (2000) as being
an essential part of a culture of an organization. These unmeasurable factors can be
seen as the “air” being present in an egg. Second, two types of measurable factors
are present: observable measurable factors (represented by the yolk of the egg) and
non-observable measurable factors (represented by the protein of the egg). Three
measurable domains thus constitute the safety culture of an organization, that is,
the engineering domain of observable factors, the perceptual domain of safety cli-
mate, and the psychological domain of intended behavior. It is obvious from previ-
ous research that the domains are linked, but there is no definite proof of causal
relationships. Rather, it is clear that there is a loop-wise structure of the domains.
This cyclic characteristic is so typical for safety thinking, thus also transpires in
TEAM of safety culture. The influence between the three egg domains is indicated
by lightning arrows.

Further research is needed to translate the various elements that compose
TEAM of safety culture into measurable indicators. These indicators have to be mea-
sured by means of different research methods: (i) document analyses and quantita-
tive analyses for the engineering domain, (ii) quantitative analyses (questionnaires)
for determining the shared perceptions on safety (or the so-called safety climate)
and (iii) qualitative analyses (in-depth interviewing, focus groups, observations) to
find out the individual and group human-related state as regards safety. Hence,
both quantitative and qualitative research techniques should be used to obtain a
good idea of an organization’s safety culture.

Remark that it is possible to define and elaborate the security culture of an or-
ganization in a completely analogous way: three domains make the constituting
parts, that is, an observational domain with respect to security, a perceptual do-
main (the “security climate”) and a motivational (intended behavior) domain. The
first domain can be measured by (internal and external) audits and walking around
the organization, document analyses, etc. The perceptual domain can be measured
by using questionnaires for the employees on the topic of security (management
commitment, security communication, etc.). The intended behavior domain can be
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measured by conducting interviews about the motivation of workers with respect to
security practices, their knowledge and know-how on the topic, their security atti-
tude and awareness, etc. (see Figure 3.30).

One can look at the safety/security culture of an organization as an iceberg
where the top that can be seen from above the water, represents the observational
domain. But just like in the case of an iceberg, most of the ice is under water and
cannot be seen. Nonetheless, this hidden part of the iceberg is as important as the
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Fig. 3.29: The Egg Aggregated Model (TEAM) of safety culture (source: Vierendeels et al. [50]).
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visible part to assess the risk that the iceberg represents. The same is true for an
organizational safety culture: the hidden, non-observational, part is as important
as the auditable part, and should also be measured if one desires an adequate un-
derstanding and insight into the safety/security culture. Climate and motivation
should thus always also be measured.

It needs finally to be said that a safety culture needs constant attention and
constant labor to ensure its success. An (internal or external) measurement only
provides an idea of the safety state (whether it is the real situation via an audit or it
is the perceived situation via a questionnaire) at a certain point in time and thus
does not give a true indication of the safety culture or of the “safety DNA” of an
organization. To have a more accurate picture of the safety culture of an organiza-
tion, several research methods should be combined and strategic safety perfor-
mance management should be established to make sure that there is continuous
improvement over time.

3.7 Strategic management concerning risks and continuous
improvement

Strategic management consists of five phases.
– The first phase determines the strategic vision of the organization. This vision

makes it clear for the entire organization how the organization should look like
and how it should evolve.

– The second phase consists of translating the strategic vision into clearly measur-
able objectives. This enables the company to measure if the desirable results
have been achieved.

– In the third phase, the organization should develop a strategy that makes it pos-
sible for the organization to reach its goals. This strategy should be specified for
each functional domain within the organization, e.g., the safety domain.

– In the fourth phase, the chosen strategy should be implemented in an efficient
and effective way.

– Finally, in the fifth phase, the performance of the organization should be evalu-
ated and if necessary, changes should be implemented [50].

In order to execute the last phase of strategic management, a company should have
a system of continuous improvement. One of the most widely used systems is the
well-known plan-do-check-act loop of continuous improvement or the Deming cycle.
The different steps of the Deming loop, which is also called the PDCA cycle, are
below:
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– Plan – develop a policy and determine the goals and processes necessary for
achieving certain objectives, based on the risk analyses carried out and the sub-
sequent action programs.

– Do – execute the actions and measures and realize the policy objectives; imple-
ment the processes (e.g., the risk management process).

– Check – monitor, measure and analyze the realization of the aims, targets, ac-
tion programs, etc. and their effects, by means of inspections, audits, etc. The
result of these measurements and analyses is the definition of new corrective
and/or preventive improvement actions, that aim to improve organizational pro-
cesses and products in relation to the policy and its objectives.

– Act – take measures to continuously improve process achievements; review and
eventually revise company policy.

The Deming cycle describes the quality management principle of continuous im-
provement that needs to be applied to all aspects, processes and activities throughout
the whole company [46]. The PDCA cycle can be illustrated in different ways and it
can be filled in for different types of activities. Figure 3.31 illustrates the basic philos-
ophy of the PDCA cycle for risk management.
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Fig. 3.31: Basic philosophy of PDCA applied to risk management.
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3.8 The IDEAL S&S model

In current industrial settings, companies follow the plan-do-check-act loop of continu-
ous improvement because of their acquired know-how of internationally accepted
business standards such as the ISO9000 series and the ISO14000 series, addressing
quality and environment management systems, respectively. The OHSAS18000 series –
the international Occupational Health and Safety management Assessment System
specification that empowers an organization to control its occupational health and
safety risks and improve its performance concerning those risks – also uses the PDCA
cycle as a basic management concept and is often used to work out safety manage-
ment systems.

The ISO norms and OHSAS are very well known throughout all industrial sec-
tors, and hence some degree of basic management standardization often already
exists. Available risk management models mention performance management as a
technique to measure safety performance using proactive/leading indicators or re-
active/lagging indicators. The models fail to unambiguously recognize the strong
link between performance management and organizational culture and climate.

Reniers et al. [46] present a model to integrate a safety and security culture
with performance management, leading to company excellence achievement and
leadership on safety as well as security. The suggested elements to this end are em-
bedded in the Deming cycle. The proposed model – Improvement Diamond for Ex-
cellence Achievement and Leadership in Safety and Security (IDEAL S&S) – uses
the P2T model (explained in Section 3.3.2) to visualize the observable part of a
safety and security culture. Figure 3.32 illustrates the IDEAL S&S model.

In order to explain the IDEAL S&S model, a number of terms have to be defined.
The IDEAL S&S model shows two fields of tension. The tension between optimal
resources versus deployed recourses makes up the first field of tension. The term
“resources” should be interpreted very broadly, e.g., money, knowledge, installa-
tions, know-how and people. On one hand, optimal resources are those that are
necessary to reduce a certain risk component until it is considered – some way or
another – acceptable. They represent resources “as should be in ideal circumstan-
ces.” On the other hand, deployed resources are/can be deployed in reality and
thus in the real industrial setting of the plant – the situation “as is in real circum-
stances.” In an ideal equilibrated situation, the optimal resources are equal to the
deployed resources. If the level of optimal resources lies above the level of the de-
ployed resources, a potentially hazardous situation can occur. Conversely, if the
deployed resources surpass the optimal ones, a company has wasted resources,
because the risk level was already reduced below an acceptable level.

A second field of tension exists between short term and long term. Influencing
a safety culture requires goals in the long term that also need to be translated into
manageable short-term goals. Hence, achieving the long-term requirements for a
company’s safety and security culture is visualized in the (long term) upper part of
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the model whereas the safety and security climate (which can be seen as a short-
term perceptual snapshot of the company’s culture) is represented by the (short
term) lower part of the model.

The IDEAL S&S model employs safety and security indicators. These indicators
assign a qualitative or quantitative value to different safety and security culture as-
pects. The long-term deployed resources are situated between the plan phase and
the do phase of the Deming cycle and can be steered by using management safety
and security indicators. The short-term deployed resources are situated between
the do phase and the check phase and can be steered by using operational safety
and security indicators. Both leading and lagging indicators should be used in both
cases. Further information concerning developing leading and lagging (safety and
security) indicators can be found in HSE [51] and Parmenter [52].

Actually, three types of indicators exist: management indicators, process indi-
cators and result indicators. Management indicators are proactive/leading indica-
tors and tell you what to do to increase performance dramatically and answers the
question “With what means?” Hence, such indicators provide an idea of whether
the conditions are present to achieve certain safety-related goals. Some examples
are the percentage of yearly turnover used for safety measures, or the percentage of
five yearly company strategic goals related to health and safety. The second type of
indicators, process indicators, are also proactive/leading by nature and they tell
you what to do to optimize (human, work, etc.) processes. They provide an answer
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Fig. 3.32: IDEAL S&S model.
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to the question “How?” and they indicate whether the efforts to achieve a prede-
fined goal are carried out according to plan. Some examples: number of yearly risk
analyses carried out over the number of risk analyses planned in the period of
a year, or the percentage of processes audited externally. The third and last type of
indicators, the result indicators, are the only reactive/lagging indicators and they tell
you what was done in a perspective. They answer the (lagging) question “What has
been achieved?” Result indicators indicate what was achieved and whether a prede-
fined goal was reached. Some examples of such indicators are the number of first
aids of contractors per 6 months, or the yearly insurance premium for damages.

In relation to the IDEAL S&S model (Fig. 3.32), the management indicators can
be linked to the “Plan” phase of the model, while the result indicators are related
with the “Check” phase of the model. The process indicators can be linked to all
phases of the model. A rule of thumb about the three types of indicators is the
10–80–10 rule: out of 100 indicators used in an organization, there should be about 10
management indicators, 80 process indicators and 10 result indicators. Hence, by far,
most of the indicators should be process indicators, telling you how to continuously
improve processes all the time. Remark that many organizations like to use result indi-
cators, because they are simple to develop, use and interpret. However, such indica-
tors are reactive/lagging, and therefore the wrong has already been done. In case of
result indicators, the only way to learn is by mistake, while the mistake could perhaps
have been prevented if a process indicator had been employed.

The IDEAL S&S model also uses safety and security objectives. The amounts of
optimal resources have to make sure these objectives can be met. Management
safety and security objectives and operational safety and security objectives, re-
spectively, are quantitative figures or qualitative figures set to be achieved by com-
pany management or by business unit management for a specific management
safety and security indicator, or a specific operational safety and security indicator,
respectively. Management safety and security objectives (e.g., with a yearly, two-
yearly or five-yearly frequency) and operational safety and security objectives (e.g.,
with a weekly, monthly or three-monthly frequency) are used to control, remediate
and continuously improve the organization’s safety and security achievements,
which ultimately lead to company excellence in safety and security.

Management indicators and objectives are used to influence and continuously
optimize the company’s safety and security culture (long-term approach), whereas
operational indicators and objectives lead to constant organizational safety and se-
curity climate assessment and improvement (short-term approach). Indicators and
objectives themselves should be continuously planned, implemented, checked and
adapted (if necessary) according to the Deming wheel of improvement.

Furthermore, all management and operational safety and security objectives
and indicators should be worked out by using the three dimensions of the P2T
model, i.e., people (observable behavior), procedures and technology. Also, to inte-
grate both safety and security into the model, the three dimensions are looked
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upon from both perspectives. Hence, people, procedures and technology are further
categorized into different subdimensions (which are used for both safety and secu-
rity) and various safety and/or security indicators are linked to each of these subdi-
mensions. For all indicators, a set of minimum organization-specific safety and/or
security objectives can be established by the user of the model. Based on the cur-
rent literature (among others HSE [51] and OECD Guidance on Safety Performance
Indicators [53]), a list of possible safety and security subdimensions may be identi-
fied. The subdimensions from Tabs. 3.2 to 3.3, respectively, for the long term and
the short term, are used for illustrative purposes. Remark that the indicator exam-
ples given in Tabs. 3.2 and 3.3 are not categorized according to the three existing
types of indicators, that is, management-, process- and result indicators. The reader is
invited to do the exercise and assign an indicator category to each of the mentioned
indicator examples.

Every company should define its own safety and security subdimensions,
which are eventually used to develop management safety and security indicators
and objectives and operational safety and security indicators and objectives. The
subdimensions presented in Tabs. 3.2 and 3.3 should be regarded as illustrative
guidance.

Tab. 3.2: Safety and security long-term subdimensions and indicator examples.

Long-term subdimensions Non-exhaustive list of indicator examples

Technology
Software, tools, etc. for safety and for security
prevention, mitigation, emergency, etc. are
used.

Two-yearly budget available for safety software

Technology (other than software) for safety and
for security prevention, mitigation, emergency,
etc. is used.

Five-yearly budget available to maintain
installations according to best available
practices

Technological knowledge and know-how of
chemical processes, products, installations, etc.
is regarded as essential.

Two-yearly budget for training/educating
personnel installation state-of-the-art
knowledge

Installations are safely and securely designed. Percentage of installations that comply with
international norms (DIN norms, ISO norms, etc.)
within  years

Procedures
Existence of a company safety and security
policy

An external audit of the company’s safety and
security policy is carried out every  years.

Compliance with safety and security legislations
at all times

Number of legally prescribed safety procedures
that are not fulfilled are <% of all legally
prescribed safety procedures; this is checked
every  years.
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Tab. 3.2 (continued)

Long-term subdimensions Non-exhaustive list of indicator examples

Likelihood and severity of potential accidents
are reduced to an acceptable level, using risk
assessments and threat assessments

Every  years, the entire plant is checked by
using security vulnerability assessments (i.e., at
least per  years, an SVA is carried out for every
installation within the plant).

Safety and security improvements are driven by
learning.

Number of incidents attributed to the same
cause in  years.

A well-functioning safety management system is
put in place, as well as a security management
program.

A -yearly internal audit of the security
management program is carried out.

Emergency preparedness and response
procedures as well as business continuity plans
are in place.

The BCP is tested every  years.

Internal and external audits are drivers for change
management and continuous improvement of
safety and security within the company.

When an internal audit is performed, long-term
recommendations for continuous improvement
are required in the audit report.

Documentation of procedures A -yearly check is carried out by the security
department whether all security procedures are
written down, understandable, up-to-date and
whether they can be easily consulted by its users.

People
Involvement of top management in safety and
security policy

Overall, -yearly budget assigned to security
activities.

Involvement of employees in safety and security
practices

Every  years, a security survey is organized
among company personnel.

Involvement with/of parties external to the
company

Every  years, contractor safety achievements
are discussed with the contractors.

Employees are sufficiently competent
concerning safety and security issues and they
have adequate experience/expertise when
needed.

A learning trajectory for employees exists within
the company

There is a very open sphere regarding safety; all
employees are well-informed and are free to
express ideas, discontentment, etc.; employees
are involved in the decision-making process.

Score given to “corporate openness regarding
safety” in a -yearly questionnaire

Safety and security are the number one
priorities and this is acknowledged by all
employees.

Scores employees receive during safety
observations using ° feedback reviews
carried out every  years

There is mutual communication based on mutual
trust concerning safety and security between all
employees.

Score given to “mutual communication as
regards security topics” in a -yearly
questionnaire

Employees are prepared for emergency
situations.

Percentage of executed improvement
propositions within  years resulting from
emergency plan exercises

1One indicator is given as an example per subdimension. Source: Reniers et al. [46].
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Tab. 3.3: Safety and security short-term subdimensions and indicator examples (non-exhaustive).

Short-term subdimensions Non-exhaustive list of indicator examples

Technology
Installations and chemical products and
processes are regularly investigated for working
as expected (safe and secure) and they are
maintained wherever deemed needed on a
regular basis.

Safety inspections are carried out at least every
 months in every installation of the plant.

Risk assessment software and threat
assessment software are employed for risk
studies and they are regularly updated.

Access and gate control: the number of daily
controlled persons

All technology (besides software) used within
the company or business unit with regards to
safety and security is regularly maintained and
updated

Ratio of corrective/predictive maintenance per
month

The workplace is safe and ergonomic to work in,
and technological security measures (e.g., CCTV)
are applied wherever necessary.

weekly score given to workplace safety and
housekeeping

Procedures
Company safety and security policy is clearly
and unambiguously translated in operational
safety and security goals per level and per
business unit of the organization.

Number of yearly improvement proposals as a
result of an internal audit in one of the
installations of the company

Hazardous substances are stored in a proper
manner.

Daily housekeeping checklists are used for
storing materials.

Working procedures, safety procedures, security
requirements, installation specifications, etc.
are well documented.

Percentage of standardization of security
documentation, checked per  months

Efficient and adequate (user-friendly)
procedures have been developed for the staff to
follow.

Percentage of procedures, still leading to
difficulties and incidents, evaluated per year

Company procedures and guidelines are in place
regarding the frequency and the necessity/
circumstances to use risk assessment or threat
assessment software.

A frequency of SVAs to be carried out per
installation is determined and the circumstantial
conditions/approaches are described.

Procedures are in place to comply with existing
safety and security regulations and to follow-up
and comply with new safety and/or security
legislation.

Degree to which existing security legislation is
taken into account by company procedures is
checked every  months.

The procedural expectations regarding safety
and security are understood by all employees
and everybody commits him- or herself to
respect these procedural standards.

Degree to which working procedures of a
business unit or installation are easy to
understand and are followed is formally checked
by the shift supervisor every  months (on top of
daily informal checks)
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3.8.1 Performance indicators

There should be clear and unambiguous objectives that can be used to evaluate the
company policy. Conversely, only those items linked to the company’s subdimen-
sions should be measured. Hence, an indicator should always be related to a subdi-
mension. This way, it is also easier to: (i) change a subdimension and thus indicators
linked to that subdimension, (ii) choose more or other indicator(s) for a subdimen-
sion or (iii) change the objective of an indicator.

Indicatorss hould be “SMART”:
– Specific and clearly defined
– Measurable so that how the indicator is performing can be checked on a regular

basis

Tab. 3.3 (continued)

Short-term subdimensions Non-exhaustive list of indicator examples

All company safety and security procedures,
guidelines, working instructions etc., are
documented.

Level of standardization of security documents
(procedures, guidelines, working instructions,
etc.)

Company procedures and guidelines are in place
regarding the frequency and the necessity/
circumstances to have internal and/or external
audits.

Number of scenarios (circumstances) for which a
frequency of external audits is fixed

The company has internal and external
emergency plans as well as a business
continuity plan.

Degree to which the external emergency plan is
elaborated and tested for security situations
(e.g., a terrorist attack)

People
Competence schemes and profiles are kept of all
employees and a learning trajectory exists
within the company.

Percentage of employees within an installation
that has similar competences (and which leads
to more flexibility within the work shift).

All employees are aware of all safety and
security knowledge and know-how for carrying
out his/her function.

Number of weekly visits of management to work-
floor.

Every person fully understands his/her safety
and security responsibilities and acts
appropriately.

Number of monthly meetings where employees
receive information and feedback about the
importance of security.

The company can ensure a safe cooperation
with – and operations of – contractors and
outsiders.

Levels of satisfaction (questionnaire scores)
regarding cooperation with external partners
after yearly emergency exercises.

° feedback reviews and open communication
initiatives are taken within the company.

Daily operational staff meetings are held on
safety.

Emergency exercises and drills are regularly
carried out.

Every  months, a drill for security guards and
dogs is held.

1One indicator is given as an example per subdimension. Source: Reniers et al. [46].
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– Achievable so that each indicator provides a target that is stretching but not so
extreme that it is no longer motivational (the indicator needs to have sufficient
support)

– Relevant to the organization and what it is aiming to achieve
– Time bound in terms of (realistic) deadlines or timing for when each indicator

will be achieved

Objectives can be formulated in different ways: as an absolute number (target num-
bers), as a percentage (decrease of x%, satisfy x% of criteria, satisfy x% of a check-
list, etc.) or as a relative position to a benchmark (higher than the national mean,
lower than the mean of the industrial sector, lower than one’s own performances of
the past x years, etc.).

The different parts of performance management as part of the organizational
safety management system are dimension, subdimension, indicator, objective, re-
sult and deviation.

Mazri et al. [54] indicate that certain basic information, technical data, organi-
zational information and IT data are required for every indicator. Table 3.4 provides
an overview of the information required to ensure adequate use of performance in-
dicators. By keeping all this information for every indicator, a company memory ap-
proach is installed in the organisation. Such a company memory is essential for the
learning aspect of the organisation, and to ensure that the same mistakes and errors
are not repeated as time goed by.

Moreover, as already mentioned, different types and levels of indicators exist. It
is obvious that indicators should be defined for all three dimensions (and all their
subdimensions). In Chapter 2, the risk sandglass was introduced, indicating the exis-
tence of positive as well as negative risks (the risks can, e.g., be determined by the
combination of a SWOT analysis and more traditional risk analyses), and that posi-
tive risks should be maximized, while negative risks should be minimized. Thus, in-
dicators should be elaborated for both positive and negative risks. Moreover, one
should not be blind toward major catastrophes, and toward risk characterized with
extreme high uncertainties. Hence, indicators should be identified for all three types
of risks (types I–III). Furthermore, different decision levels require different indica-
tors: management, process and operational/result. Remark that management indica-
tors are always long-term, and operational/result indicators always short-term. Process
indiscators can be long-term or short-term. Next to management and operational result
indicators, process indicators provide information on the working processes within the
organization. Such indicators are very important, as they allow for gaining a system’s
view on the organization, which is indispensable for a safe organization (see also Sec-
tion 3.10). Another distinction is the position of the indicator: measuring before an
event (proactive or leading indicator) or after an event (reactive or lagging indicator).
Management and process indicators are pro-active, while result indicators are re-active.
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Tab. 3.4: Performance indicators – information table.

General information

Short name Unique codified name of indicator.
Long name Detailed name of indicator.
Description and purpose What does and doesn’t the indicator measure? (What would

there possibly be confusion about?)
Source Who issued this indicator?
References Available reference document(s) concerning the indicator.
Nature Qualitative, semi-quantitative or quantitative.
Risk domains covered Depending on the needs and the management systems

implemented, a myriad of risk domains can be covered. For
example, environment risks, health and safety risks, security
risks, operational risks, process risks, occupational risks, quality
risks, ethical risks, etc. or any combinations thereof. Note that a
unique indicator may be more or less relevant for several
domains.

Technical information

Formula and unit With what formula was the indicator value calculated (if
applicable)?

Target value Target value (to reach a predefined performance).
Minimal and maximal values Describe the minimal and maximal limit values within which the

indicator value may be considered as “acceptable.” If the
indicator value is out of these limit values, actions need to be
taken.

Input data required Information required to implement the formula described above
(that led to the calculation of the indicator).

Frequency of measurement What is the frequency with which this indicator should be
measured (the periodicity of monitoring will influence on the
level of resources required)?

Related indicators Indicators are part of a “network of indicators” monitoring
different system components. The relationship(s) between the
indicators should be mapped and a list of additional indicators
providing extra information on the indicator under consideration
should be drafted.

Organizational information

Indicator reference person
(or owner)

A reference person in the organization should be affected to
each indicator. This person will be responsible for the quality of
the whole process from data and information collection to
interpretation and communication of the results.

Data provider(s) or
registrator(s)

Person(s) need to be appointed to collect and deliver the
required data/information (necessary input data).
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It should be obvious that indicators sometimes will be extremely hard to imagine and
to think of, or will simply not exist.

The aim of performance indicators and performance management is obviously
to improve the different domains of an organizational culture, for instance the ob-
servable domain of it (i.e., people, procedures, and technology). Proactive and reac-
tive monitoring allows taking measures in organizational processes, activities,
attitudes, etc. Figure 3.33 visualizes the usefulness of performance management.

Based on the TEAM model, for every organizational risk, a three-dimensional
representation can be suggested for all three domains of organizational safety and
security culture. As an example, Fig. 3.34 shows a quick overview of the three indi-
vidual subdomains (P, P, T) of the observable (engineering) domain of organiza-
tional culture, for negative as well as positive risks.

This way, a quick overview is provided of the most important/urgent positive
and negative risks, based on monitoring leading (for proactive monitoring) and lag-
ging (for reactive monitoring) indicators. The levels at which actions are required,
are indicated by light blue = no actions needed, medium blue = actions needed but
not urgently (e.g., within 4 months) and dark blue = immediate action required.

Performance management is a very powerful tool to systematically map the effectiveness with
which every aim or goal (short-term or long-term) within the different safety and security dimen-
sions and sub-dimensions of an organization is reached. It can also be used to prioritize ac-
tions, budget allocations, etc.

Tab. 3.4 (continued)

Interpretation procedure Person(s) need to be identified who are capable of, and who
have the competence and the authority to, correctly interpreting
the measured indicator value, and to translate this value into
knowledge and insights.

Communication procedure Person(s) within and outside the organization that should be
informed about the indicator results are to be identified. The
method of communicating the results is to be determined.

Organizational information

Relevance assessment
procedure

The relevance of any indicator should be questioned at regular
time intervals and according to a predefined procedure.

IT information

Software availability Existing software is listed that improves the use of the indicator
or that makes it more easy.

Adequacy with existing/local
information system

The configuration of existing software may facilitate the input of
collected data, or it may complicate this process. This fact
should be taken into account beforehand.
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Organizational
culture domain to
be adjusted: People,
Procedures,
or Technology

Risk aspects
throughout the
organization

Corrections

Re-active
measures

Corrections

Pro-active
measures

Re-active monitoring/
indicators (per org. culture
domain: P, P, T)

Pro-active monitoring/
indicators (per org. culture
domain: P, P, T)

Optimized
risk aspects
throughout the
organization

Fig. 3.33: Optimization of the risk aspects throughout the organization and performance
management with reprint permission of Die Keure [55].

People
Organizational risk aspects

Procedures

Technology

Positive risks

Negative risks

Indicator 1
Indicator 2

etc.

= Low
= Medium
= High

Fig. 3.34: Possible depiction for a quick visualization of the observable subdomains of people,
procedures and technology, with reprint permission of Die Keure [55].

96 3 Risk management principles

 EBSCOhost - printed on 2/13/2023 1:34 AM via . All use subject to https://www.ebsco.com/terms-of-use



3.9 Continuous improvement of organizational culture

Based on social system theory, Wu et al. [56] studied the potential correlation be-
tween safety leadership, safety climate and safety performance. The results of the sta-
tistical analysis indicated that organizational leaders would do well to develop a
strategy by which they improve the safety climates within their organizations, which
will then have a positive effect on safety performance. We can therefore assume that
employing the suggested IDEAL S&S model will lead to truly safer and more secure
companies that will expose organizational safety and security leadership.

In summary, a safety culture is like a human relationship: it needs constant at-
tention and constant labor to ensure its success in the short term, and especially in
the long term. An (internal or external) audit only provides an idea of the safety
climate at a certain point in time and does not give a true indication of the safety
culture or of the “safety DNA” of an organization. To have a more accurate picture,
safety performance management should be established, and the three domains of
safety culture should be measured on a regular basis, and the results should be
compared with each other and should be analyzed to make sure that there is contin-
uous improvement over time. Figure 3.35 shows how this may be achieved.

Safety culture 

at tim
e t3

Safety culture 

at tim
e t2

Safety culture 

at tim
e t1

Safety culture 

at tim
e t0

Performance mgt.
& IDEAL S&S model

Performance mgt.
& IDEAL S&S model

Performance mgt.
& IDEAL S&S model

Performance mgt.
& IDEAL S&S model

Time

Safety culture

Fig. 3.35: Continuous improvement of organizational safety culture.
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The way an organization deals with risks is also explained by the general atti-
tude of the people working in the organization and its leadership. Different levels of
maturity of safety culture can be discerned, from pathological over reactive, calcu-
lative and proactive to generative. The difference between the proactive level and
the generative level is mainly due to attitude and trust: in the generative level, peo-
ple communicate freely about problems and trust each other within and across
every layer of the organization. Things are done safely or not at all.

Nonetheless, most best-of-class companies today are situated at the proactive
level, where they actively look for potential problems, and adopt the attitude of “if
you think safety is expensive, try an accident.” However, they should really try
achieving the generative level. The IDEAL S&S Model can be employed to get there
in a realistic way.

3.10 High reliability organizations and systemic risks

3.10.1 Systems thinking

The different subsequent work process steps need to be understood, as well as the ex-
isting links between them. However, it is also very important to gain insights into the
“logic behind the system.” Such insights are essential to be able to interpret existing
causalities at the level of organizational working processes. Some general insights in
systems thinking are given hereafter. It should be noted that gaining insights within
any organization requires “trial and error” procedures within the organization.

3.10.1.1 Reaction time or retardant effect
Every safety measure, taken based on risk management, has a certain “reaction
time” – it takes a certain amount of time before the effect(s) of a measure become(s)
apparent. It is important to know, or at least to have an idea of, this reaction time
in order to avoid taking new measure(s) too quickly. Hence, a long-term vision,
while taking safety and health measures and interpreting the results, needs to be
supported by the insights of the working of the system and of the long-term effects
of measures on the system.

Senge [57] illustrates the idea by using the metaphor of a hot-water faucet. If
one does not take into account the fact that 10 s are needed for the water to become
hot, one might further turn open the hot water faucet, so that at the time the water
becomes warm, it might be so hot that it hurts, leading the operator to turn the tap
toward cold water; with the result of having cold water instead of hot water, and
time is lost. Eventually, after a certain period of trial and error, the desired water
temperature may be achieved, but a lot of time has been lost, dangerous situations
may have occurred and the work process is all but optimal.
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3.10.1.2 Law of communicating vessels
The law of communicating vessels simply states that in physics matters are often
linked to one another, and that in some way they have an impact on each other. This
is no different for socio-economic systems such as organizations. Every measure or
change within a system leads to changes and shifts within other parts of the system,
and these domino-changes need to be identified and, if necessary, additional meas-
ures need to be taken.

The whole system at once, instead of different parts of the system, needs to be
considered, and the relationships between the parts of the system need to be taken
into account when making risk decisions. Hence, awareness of possible unexpected
changes and continuous vigilance always need to be present.

3.10.1.3 Nonlinear causalities
Linear causality is very hard to find in real life and in real industrial practice: almost
never is an accident the result of one cause; on the contrary, an accident is usually
(almost always) caused by the concurrence of circumstances and a variety of factors.
One factor itself does often not suffice to cause an accident. Also, if another order
of events had happened then the consequences of an accident might have been
completely different. Moreover, cause and consequence regularly are not closely
linked in space and time. Nonetheless, the urge to “think in linear causalities” by hu-
mans is very strong, and for risk managers it certainly has also been so in the past.

Instead of viewing reality as a static picture and, based on this picture, taking
preventive measures, risk managers need to discern change patterns, looking at
positive and negative feedback loops between events, and based on this improved
perception of reality, take health and safety measures.

3.10.1.4 Long-term vision
Research indicates that business failures more often originate from bad adaptation of a
business to slowly emerging threats, instead of being caused by sudden threats [57].
Insidious, latent (long-term) problems usually do not receive the attention they de-
serve; while on the contrary, short-term failures leading to problems often do.

Because analyses are limited in space and time, gradually emerging failures
and problems are much more difficult to detect. Increasing space and time while
analyzing a certain part of reality improves the perception of this reality piece. An
improved perception of reality leads to better decisions.

3.10.1.5 Systems thinking conclusions
All previously mentioned “laws of systems thinking” indicate the need for insights
in a system, thereby considering all relevant system parts, their relationships and
their interdependences. Often, “easy solutions” are sought, looking for symptoms
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instead of underlying causes and structures. This way, the “visible problem” is
solved for a short time, cannot be seen anymore and all seems to be well. Of course,
in reality, the problem is still present, and it will reappear later in time, often with
more persistence and possibly somewhere else in a system. Also, the problem has
often become that of someone else, who finds it harder to solve the problem be-
cause of the superficial actions taken previously.

Such non-systems thinking behavior is strongly present in people, and knowl-
edge and reasoning is therefore necessary to implement true systems thinking be-
havior in organizations. This can be illustrated by a fireman who is considered a
hero when distinguishing fire at risk of his own life, but who is considered a stickler
when implementing fire safety regulations [58].

3.10.2 Normal accident theory and high reliability theory

Two schools of thought exist on how to prevent major accidents: the high reliability
theory (HRT), and the normal accident theory (NAT). HRT believes that with intelli-
gent organizational design and management techniques a company can compensate
for weaknesses within the organization and guarantee accident-free operations. NAT,
on the contrary, believes that major accidents are inevitable, and suggests that com-
plex organizations make decisions in ways that are different from the rational models
used by the HRT theorists.

According to the HRT, four aspects lead to zero-accident safety: leadership that
prioritizes safety objectives as an organizational goal, high levels of human and
nonhuman redundancy, an organizational setting of high reliability with decentral-
ized authority and a line level culture of reliability and training, and an approach
to trial and error learning where organizations learn from (internal and external)
experiences.

According to NAT theorists however, complex organizations may work hard to
maintain safety and reliability but, despite all efforts, major accidents will be a
“normal” result or an integral characteristic of the system. NAT theorists provide
some causes for this: different individuals at different levels of an organization may
hold conflicting goals, there may be important communication problems, the pro-
cesses may not be fully understood by the employees, essential risk knowledge may
have left the company with retirement, etc.

In any case, the levels of vulnerability and resiliency of organizations are very
important in order to decide on how to deal with prevention, mitigation, emergency
management, etc. within an organization. Furthermore, the type of activity of an or-
ganization has an impact on its levels of resiliency and vulnerability. Perrow [59] dis-
cerns two important dimensions in organizations: “interactions” and “coupling.”

Interactions can be linear or complex. Linear interactions may be complicated,
but they are always clear and visible to some extent. Complex interactions on the
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other hand can be unexpected or even incomprehensible. Ideally, systems should be
made as linear as possible, this way an incident and its possible effects become more
predictable. However, this is not always possible in the (complex) industrial world of
today. Systems subject to complex interactions are not always more dangerous or
hazardous, and they are characterized by a low predictability. Complex interactions
require decentralization to be able to adequately cope with problems.

Some organizations or systems (within organizations) are tightly organized ac-
cording to fixed procedures and with strong interdependence. Perrow [59] calls this
“tightly coupled systems.” In this type of organization, taking care of errors, distur-
bances and failures are built in, without many possible ways to deviate from sug-
gested scenarios and solutions. There is low room for improvisation in case an
accident is unfolding, and centralization of command is needed. In other “loosely
coupled” organizations, there is much more possibility to improvise and to use al-
ternative solutions.

NAT theory, elaborated by Perrow [59, 60], explains “system accidents” by using
both these dimensions and their implications (such as nonlinearities, reinforcing cau-
salities, complexities and interactions and strong structural links (“tight coupling”)).
Organizations can be divided into four quadrants, as illustrated in Fig. 3.36. The nu-
clear industry and to a lesser extent the chemical industry are examples of organiza-
tions belonging to complex tightly coupled working environments. These industrial
sectors are in a quadrant where on the one hand centralization is required due to the
low room for improvisation when things go wrong (tight coupling), and on the other
hand decentralization is needed due to the low predictability of things going wrong.
Hence, problems will keep arising in such environments according to NAT theorists.

Insights gained from the NAT can also be applicable for noncomplex working
environments. The theory boils down to people (regardless of the environment in
which they work) understanding and appreciating the possibility of minor faults
and failures interacting in unexpected ways, and, through the existence of struc-
tural relationships between system components, leading to a cascade of faults/fail-
ures, eventually leading to an accident. The higher the complexity of a system, the
more it depends on coincidence and unexpected events, from both a positive and a
negative point of view. A failure in a linear system (e.g., an assembly line) can usu-
ally be anticipated, and it is understandable and visible. Such a failure can be
avoided by taking the correct preventive measures, being correctly executed and
maintained. Complex interactive systems can be subject to different failures, of
which each of the failures separately may not cause any problems because the cor-
rect preventive measures are in place. However, it may be the case that because of
unexpected and incomprehensible interactions between different simultaneous fail-
ures of the complex system, the separate preventive measures are bypassed or nul-
lified. If the system, next to being complex, would be tightly linked as well, the
failures may get out of control, and an avalanche of failures may arise, resulting in
a major system failure and a subsequent major accident.
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Conversely, to the NAT theory, HRT theorists maintain that organizations can be
designed and managed to near-perfect reliability and safety records. NAT theorists
maintain that, in these same organizations, major “system” accidents are inevitable
because of “system faults.” The difference in perception between the theorists of HRT
and NAT boils down to how much influence each one believes that risk management
has on the performance of the organization.

In this regard, the difficulty of having a technological disaster should be stressed.
For example, chemical plants with catastrophic potential have been around for more
than a century, yet there have been few disasters that claimed thousands of lives.
There has, e.g., only been one Bhopal. Nonetheless, the US EPA estimated in 1989
that in the previous 25 years, there were 17 releases of toxic chemicals in volumes
and levels of toxicity exceeding those that killed many thousands of lives in Bhopal.
Mostly because of sheer luck, only five people were killed in these accidents [62]. As
Perrow [63] indicates, the reason is the flip side of NAT: just as it takes the right com-
bination of failures to defeat all the safety devices, so does it take the right combina-
tion of circumstances to produce a true disaster.

3.10.3 High reliability organization principles

Organizations capable of gaining and sustaining high reliability levels are called
“high reliability organizations” or HROs. Despite the fact that HROs operate hazard-
ous activities within a high-risk environment, they succeed in achieving excellent
health and safety figures. Hence, they identify and correct risks very efficiently and
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Fig. 3.36: Interaction versus coupling for different industrial sectors (inspired by [61]).
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effectively. Some examples of organizations having no choice but to function reliably
are: nuclear aircraft carriers, air traffic control systems, aircraft operations systems,
emergency medical treatment teams, nuclear power generation plants, continuous
processing firms, wildland firefighting crews, etc.

A typical characteristic of HROs is collective mindfulness. Hopkins [64] also in-
dicates that HROs organize themselves in such a way that they are better able to
notice the unexpected in the making and halt its development. Hence, collective
mindfulness in HROs implies a certain approach of organizing themselves. Collec-
tive mindfulness can only be achieved by individuals developing two characteris-
tics: (i) situational awareness and (ii) a questioning attitude.

Situational awareness could be described as a personal trait that leads an indi-
vidual to be fully devoted to professional knowledge regarding risks, brutally honest
self-assessment with respect to safety and risk behavior and thinking, continuous im-
provement and intellectual integrity. Situational awareness is however very difficult,
if not impossible, to reach. It is a mental model, a mindset, that individuals need to
strive for. The questioning attitude, as explained by Digenonimo and Koonce (2016),
is a thought process that employs a person’s fundamental knowledge to critically
evaluate the processes, ideas or operations and tasks that his/her organization uses
and/or are carried out. Some pitfalls where one needs to be careful for are a lack of
ownership, a lack of training, a lack of conscientiousness and a lack of communica-
tion, among others.

Five key principles are used by HROs to achieve such mindful and reliable organi-
zation (see also [65]). The first three principles mainly relate to anticipation, or the abil-
ity with which organizations can cope with unexpected events. Anticipation concerns
disruptions, simplifications and execution and requires means of detecting small clues
and indications, with the potential to result in large, disruptive events. Of course, such
organizations should also be able to decrease, to diminish or to stop the consequences
of (a chain of) unwanted events. Anticipation implies the ability to imagine new, non-
controllable situations, which are based on little differences with well-known and con-
trollable situations. HROs take this into account in principles 1, 2 and 3.

Whereas the first three principles relate to proaction, the fourth and fifth focus
on reaction. It is evident that if unexpected events happen despite all precautions
taken, the consequences of these events need to be mitigated. HROs take this into
account in principles 4 and 5.

3.10.3.1 HRO principle 1: targeted at disturbances
This principle asserts that HROs are very actively, and in a proactive manner, look-
ing for failures, disturbances, deviations, inconsistencies, etc. because they realize
that these phenomena can escalate into larger problems and system failures. They
achieve this goal by urging all employees to report (without a blame culture) mis-
takes, errors, failures, near-misses, etc. HROs are also very much aware that a long
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period of time without any incidents or accidents may lead to employee compla-
cency, and may thus further lead to less risk awareness and less collective mindful-
ness, eventually leading to accidents. Hence, HROs rigorously ensure that such
complacency is avoided at all times.

3.10.3.2 HRO principle 2: reluctant for simplification
When people – or organizations – receive information or data, there is a natural
tendency to simplify or to reduce it. Parts of the information considered as non-
important or irrelevant, are omitted. Evidently, information that may be perceived
as irrelevant might in fact be very relevant in order to avoid incidents or accidents.
HROs will therefore question the knowledge they possess from different perspec-
tives and at all times. This way, the organizations try to discover “blind spots” or
phenomena that are hard to perceive. To this end, extra personnel (as a type of
human redundancy) are used to gather information.

3.10.3.3 HRO principle 3: sensitive toward implementation
HROs strive for continuous attention toward real-time information. All employees
(from front-line workers to top management) should be very well informed about
all organizational processes, and not only about the process or task they are respon-
sible for. They should also be informed about the way that organizational processes
may fail and how to control or repair such failure.

To this end, an organizational culture of trust between and among all employ-
ees is an absolute must. A working environment in which employees are afraid to
provide certain information, e.g., to report incidents, will result in an organization
lacking in information, and in which efficient working is impossible. An “engineer-
ing culture,” in which quantitative data/information is much more appreciated
than qualitative knowledge/information, should also be avoided. HROs do not dis-
tinguish between qualitative and quantitative information.

HROs are also sensitive toward routines and routine-wise handling. Routines
can be dangerous when leading to mindlessness and distraction. By installing job
rotation and/or task rotation in an intelligent way, HROs try to prevent such rou-
tine-wise handling.

Furthermore, HROs view near-misses and incidents as opportunities to learn.
The failures that go hand-in-hand with the near-misses always reveal potential (oth-
erwise hidden) hazards, hence such failures serve as an opportunity to avoid future
similarly caused incidents.

3.10.3.4 HRO principle 4: devoted to resiliency
HROs define “resiliency” as “the capacity of a system to retain its function and
structure, regardless of internal and external changes.” The system’s flexibility
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allows it to keep on functioning, even when certain system parts do not function as
required anymore. An approach to ensure this is that employees organize them-
selves into ad hoc networks when unexpected events happen. These can be re-
garded as temporary informal networks capable of supplying the required expertise
to solve the problems. When the problems have disappeared or are solved, the net-
work ceases to exist.

3.10.3.5 HRO principle 5: respectful for expertise
Most organizations are characterized by a hierarchical structure with a hierarchical
power structure, at least to some degree. This is also the case for HROs. However, in
HROs, the power structure is no longer valid in unexpected situations in which cer-
tain expertise is required. The decision process and the power are transferred from
those at the top of the hierarchy (in normal situations) toward those with the most
expertise regarding certain topics (in exceptional situations).

Two theories exist of accidents in large-scale systems with catastrophic poten-
tial: HRT and NAT. HRT believes that organizations can learn from operating and
regulatory mistakes, put safety first and empower lower levels, thereby making
risky items quite safe. NAT suggests that, no matter how hard organizations try,
there will be serious accidents because of the interactive complexity and tight cou-
pling of most risky systems.

3.10.4 Risk and reliability

The safety of an organization, especially a complex tightly coupled organization,
depends on a variety of factors, evidently starting with good design of processes,
equipment, installations, etc. As a process, installation or equipment, no matter
how well designed, cannot operate indefinitely without intervention, the degree of
safety depends on the maintenance procedures and on actions intended to keep the
organization safe. Reliability engineering, as a part of risk engineering, is con-
cerned with analyzing the reliability, availability and maintainability (RAM) of a
safety system. Several issues related to performance must be considered: hardware
and software failures, human errors, incorrect operating procedures and also the
interactions between these. But what are the differences between those terms? Defi-
nitions are given by Sutton [66]:
– The reliability of a component or of a system is the probability that it will per-

form a required function without failure under stated conditions for a stated pe-
riod of time.

– The availability of a repairable system is the fraction of time that it is able to
perform a required function under stated conditions.
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– The maintainability of a failed component or system is the probability that it is
returned to its operable condition in a stated period of time under stated condi-
tions and using prescribed procedures and resources.

The difference between reliability and availability arises because reliability does
not account for the possibility that a given system can be repaired after its failure.
This indicates that the reliability in function of a time t, noted as R(t), predicts
the time t until the system has undergone its first failure (thus reliability refers to
the first system failure), whereas the system may have failed in the past but has
been repaired so that it is operational at time t with predicted availability A(t).
Reliability can also be seen as the complement of the failure probability F(t),
hence R(t) = 1 – F(t).

A system with redundant subsystems can exhibit subsystem failures without
system failure. For an availability analysis, the on-going repair actions continue.
Availability is thus used for systems and reliability is employed for components of
those systems.

Maintainability is the ability of a system component to be restored to a state in
which it can perform its intended function when the maintenance is performed
under prescribed procedures. It involves actions typically performed according to
procedures established by the manufacturer of the component.

For further information on reliability engineering, including probability theory,
Boolean algebra, failure rates probability distributions, mean time between failures,
mean time to failures, mean time to repair, mean downtime, etc., we refer to spe-
cialized literature such as Sutton [66], Smith [67], Lee and McCormick [68], Zio [69]
and others.

One important and much-quoted concept from reliability theory is the “bathtub
distribution.” The bathtub curve seeks to describe the variation of failure rate of
components during their life. Figure 3.37 illustrates this generalized relationship.

From a conceptual point of view, the bathtub curve is interesting as it clearly dem-
onstrates the usefulness of RAM for safety purposes. The failures shown in the first
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part of the curve, where the failure rate is decreasing, are called “early failures” or
“infant mortality failures.” They are usually related to manufacture and quality as-
sessment, e.g., connections, joints, dirt, impurities, cracks, insulation or coating
flaws, incorrect adjustment and incorrect positioning. The middle portion is re-
ferred to as the “useful life” and it is assumed that failures exhibit a constant failure
rate, i.e., they occur at random. The failures from this region are usually assumed
to be stress-related. The latter part of the curve describes the wear out failures and
it is assumed that failure rate increases as the wear out mechanisms accelerate.
Such failures result from corrosion, oxidation, breakdown of insulation, atomic mi-
gration, friction wear, fatigue, etc.

3.11 Accident reporting

This section deals with the question how and in what ways incident and accident
figures can be used as reactive (lagging) indicators to measure safety effectiveness
within an organization. It is an important topic, because many organizations still
use this type of performance indication to have an idea of how well – or how bad –
they are performing regarding safety. Several types of metrics are used. If we dis-
cern, as the Bird pyramid (Fig. 3.6) suggests, serious accidents from minor injuries,
different metrics for different kind of accidents are used.

For serious accidents, which we may define as occurrences that resulted in a
fatality, permanent disability or time lost from work of one day/shift or more, usu-
ally the lost-time injury frequency rate (LTIFR) is used. The LTIFR is the number of
lost-time injuries per million hours worked, calculated using this equation:

LTIFR = Number of lost− time injuries over the accounting period× 1,000,000
� Total number of hoursworked in accounting period

Hence, the LTIFR is how many lost-time injuries (LTI) occurred over a specified pe-
riod per 1,000,000 (or some other number; 100,000 is also often used) hours
worked in that period. Mostly, the accounting period is chosen to be 1 year. By
counting the number of hours worked, rather than the number of employees, e.g.,
discrepancies that may be caused in the incidence rate calculation by part-time
workers and overtime are avoided. However, this metric using the employees in-
stead of the hours worked – the lost-time injury incidence rate (LTIIR) – is also
used in many organizations. To calculate the LTIIR, which is the number of LTIs per
100 (or whatever figure you want) employees, the following equation are used:

LTIIR = Number of lost − time injuries over the accounting period × 100
�Average number of employees in accounting period
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Next, the severity rate, which takes into account the severity per accident. Depend-
ing on how this is expressed, you will need at least the information from above and
the number of work days lost over the year. Often, the severity rate is expressed as
an average by simply dividing the number of days lost by the number of LTIs. An-
other way of calculating the severity rate, the lost-time injury severity rate (LTISR),
is using the following equation (the figure 1,000,000 may be replaced by any other
figure; it just tells us that the LTISR in this case is expressed per million hours
worked):

LTISR = Number of work days lost over the accounting period× 1,000,000
� Total number of hours worked in accounting period

Also, the medical treatment injury frequency rate is often measured. This frequency
rate measures how often medical treatment injuries are occurring. It is expressed as
the number of medical treatment injuries per million hours worked:

MTIFR = Number of medical treatment injuries over the accounting period
× 1,000,000� Total number of hours worked in accounting period

Finally, the total recordable frequency injury rate measures the frequency of record-
able injuries, i.e., the total number of fatalities, LTI, medical treatment injuries and
restricted work injuries occurring per million hours worked:

TRIFR = Number of recordable injuries ðfatalities + lost− time injuries
+medical treatment injuries + restricted work injuriesÞ

over the accounting period × 1,000,000
� Total number of hours worked in accounting period

A regularly used fatality accident measure is the so-called FAR. The FAR reports the
number of fatalities based on 1,000 employees working their entire lifetime. The
employees are assumed to work a total of 50 years. Hence, this measure is based on
108 working hours:

FAR = Number of fatalities × 108 � Total number of hours worked in
accounting period

For more information regarding accident reporting, see HSE [70].

3.12 Conclusions

On the one hand, risk management principles cannot be summarized easily or in sim-
ple terms: the various ways to handle and manage risks are diverse and focused on
the type and the characteristics of the risks at hand. On the other hand, although risk
is an abstract concept, our natural human understanding of “risk” and especially of
decision-making related to risk, is pretty sophisticated. As an example, a predictable
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or expected loss is not the same as an unexpected loss or a catastrophic loss: we all
intuitively understand this. We also understand that different risks require different
approaches and different actions. We even have our own ideas about what approach
would be suitable for which circumstances. But these ideas are not always right, and
in fact a lot of our intuitive thoughts about risks cannot be trusted. Dealing with risks
in our era is something that should be learned, and that requires experience and ex-
pertise. In this chapter, different ways and models to deal with different types of risks
are presented. Although rather generic and theoretical, the models are easy to under-
stand, and they can be applied on an operational level quite easily. Most importantly,
they provide profound and valuable insights into the abstract world of risks, inci-
dents and accidents and the abstract and concrete requirements to deal with them.

Furthermore, for decades, there has been discussion among safety scientists
about what constitutes a safety culture, and how it should be conceptually viewed.
In this chapter, an integrative conceptual framework for safety culture is presented,
composed of three domains, that is, the engineering domain, the perceptual domain
and the intended behaviour domain. Every domain further consists of safety dimen-
sions/factors and can be measured. Safety culture can thus be steered by monitoring
its three domains. The domains can, in turn, be monitored by measuring their consti-
tuting dimensions/factors. Since the dimensions/factors are interrelated, and influ-
ence one another, they should not be viewed in an individual, analytical, linear way,
but rather in a holistic, systemic, cyclic way.
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4 Risk diagnostic and analysis

4.1 Introduction to risk assessment techniques

A risk assessment is an important step in protecting workers and business, as well
as for complying with the law. It helps to focus on the risks that really matter at the
workplace – the ones with the potential to cause real harm. Currently, over a hun-
dred risk analysis techniques are available in the literature. Most of them identify
initiating events (causes), consequences, safeguards and recommendations. The
main difference between the methods is in the way they approach the identification
of causes or consequences. Empirical research revealed that the four most constitut-
ing techniques are hazard and operability studies (HAZOP), failure mode and effects
analysis (FMEA) or failure mode, effects and criticality analysis (FMECA), what-if
analysis and the risk matrix [1]. Other techniques that are mainly used in the process
industries are event tree analysis, fault tree analysis, human reliability analysis and
check lists. Some of them will be discussed here, but for more information we refer to
Groso et al. [2]. Preliminary hazard analysis (PHA) is also presented as a relatively
simple and inexpensive technique that still provides meaningful results.

Through the use of systematic methods, risk analysis aims to objectify the risks
incurred by a system (globally speaking). In this sense, it only serves as a starting
point and as a support for the decision-taking process relative to the acceptable
level of risk, which is risk management. The latter is based on a wider range of cri-
teria consisting of subjective factors. As mentioned in the previous chapter, risk
management is the political (decision-making) process to deal with risks, while risk
analysis and risk assessment are only technical approaches to have a good notion
of risks. Hence:

Riskmanagement = risk analysis+ risk assessment+ risk communication
+business continuity planning+preventive training
+ incident analysis+ influencing risk perception+ . . .

The context of a particular risk analysis can be defined by two main situations:
– Cases involving a technical object, e.g., a plane, vehicle or machine.
– Cases involving more complex systems, e.g., industrial plants, agricultural and

urban installations. These systems also include machines and other technical
objects but in this case they will be closely linked with their environment.

– The methods and tools for risk analysis differ for the two situations:
– In the first case, one mainly uses classical tools for safety engineering (for

instance, preliminary risk analysis and fault or event tree analysis).
– In the second case, these tools only allow an individual analysis of the sys-

tem compartments, mainly technical objects, and it would be necessary to
refer to other methods which are capable of carrying out systemic analyses.
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Well-known available tools can be classified into two categories:
– Semiempirical tools such as PHA, which eventually lead to the development of

grids issued from experiment results, FMEA and FMECA, HAZOP and functional
analysis.

– Logical tools such as tree charts (fault tree analysis (FTA) and cause–consequence
charts) and logical models such as Markov chains (relations between probabilities
and partial differential equations) or Petri networks.

All these tools allow approaches through mathematical calculations. The imple-
mentation of these tools can present certain difficulties, as most of them originate
from reliability analysis of objects or object elements and thus are not fully ade-
quate for complex risk analysis. Furthermore, their implementation requires infor-
mation that does not come from the tools themselves.

Therefore, tools to model complex sociotechnical systems, such as FRAM and
STAMP, are also needed to increase the knowledge of the system in which the system
compartment that is being investigated operates. For when a system is designed,
there is from the start a need to know how it will function and what parameters will
have what kind of influence. Nonetheless, knowledge is always insufficient and virtu-
ally all classical risk analyses are conducted in a state of relative ignorance of the full
behavior of the system (Hollnagel, 2012).

4.1.1 Inductive and deductive approaches

Two main approaches to risk analysis exist, inductive and deductive, also called,
respectively, bottom-up and top-down.
– The deductive methodologies analyze the causes of an adverse event (accident)

by answering the question, “How is it that this event may occur (search for
causes)?”

– The inductive methodologies analyze the consequences of failure (initiating
event) and answer the question “What adverse events can result in (search for
consequences)?”

Inductive analyses are headed in the direction of accidental process, while the de-
ductive analyses back up to this process (see Fig. 4.1).

There is also a complementary method that classifies risk analysis methodologies
depending on the purpose fields to the search:
– The prospective analyses use a preventive approach. They can improve the sys-

tem in its design phase and thus form part of the philosophy “prevention rather
than cure.”

– Conversely, retrospective studies investigate accident scenarios that have oc-
curred when trying to find the causes and improve the system afterward.
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Prospective analyses rather rely on inductive methods, while the retrospective
analyses almost always use deductive approaches.

4.1.2 General methods for risk analysis

In this chapter, selected methods of risk analysis will be briefly presented to cover
the field of risk analysis. None of them are fully adequate for every situation but one
needs to use the method best suited to each study. The techniques can be classified
in three distinct groups: basic methods, static methods and dynamic methods.

Among the well-known basic methods, there is
– Functional analysis
– Preliminary risk analysis
– FMECA
– HAZOP study

These basic methods are often used during preliminary stages and proceeding to-
ward a first global and high-level analysis. Depending on the complexity of the sys-
tem, a more detailed analysis may or may not be required. Most basic methods are
inductive (cause → effect) and do not require much more than a pencil and a table
chart: there are no underlying mathematical models involved. These methods are
indispensable for understanding how the system works and for correctly identifying
the risks regardless of the type of system and the nature of the study.

The most common static methods are:
– Reliability block diagram
– FTA
– Event tree analysis (ETA)
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event Fig. 4.1: Inductive and deductive methods.
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These methods, compared to the previous basic ones, allow an analysis from a
structural (topological) point of view. This is obtained through Boolean mathemat-
ical models, which are static as they cannot model temporal effects on the system.
To simplify, we can say that this approach only allows a logical representation of
the system at a certain time and does not take account of changes in the system
with time. Among the cited methods, fault tree analysis should be mentioned in
particular because it is the only deductive (effect → cause) tool in reliability
engineering.

The most well-known dynamic methods are
– Markov chains.
– Stochastic Petri nets.
– Bayesian belief networks.

These methods, with which one must now include formal languages such as AltaR-
ica, were developed to take into account the temporal and compartmental effects
that cannot be appropriately covered by static models. While the Markov approach
is analytical, the stochastic Petri net method requires calculations through Monte
Carlo simulation. Bayesian belief networks will be developed later in this chapter.

The above mentioned risk analyses all are analytic methods, and hence, fit for
looking at a part of a sociotechnical system (at best) and not at the complex socio-
technical system as a whole. To conduct a so-called “systemic” risk analysis, and
thus have an idea of the risks from a sociotechnical system’s perspective, other risk
analysis techniques are required such as the FRAM method (see later in this chap-
ter) and the STAMP/STPA technique (methods can be used both retrospective and
prospective) or Accimap (retrospective technique).

A question that is immediately raised by the reader is probably: “Why so many
methods?” (Tab. 4.1 provides a non-exhaustive overview of risk analysis methods
for engineering projects.)

Among the several existing methods, it is critical to select the one best suited to
the study being carried out. An inappropriate selection can result in incorrect re-
sults or significant loss of time.

The choice of method mainly depends on
– The nature and requirements of the study.
– The amount of knowledge of the system.
– Availability of quantitative data.
– Availability of time and resources.

The key questions to be asked before choosing a method should be
– What are the aims and what is the scope of the analysis?
– Is the analysis prospective or retrospective?
– Is the analysis specific (linked to an event, failure, etc.) or does it consider the

system as a whole?
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– What is the required depth of analysis?
– How much time and resources are available?
– How well is the system known and which data are available?

There are no universal methods. The most suitable method should be selected for each situa-
tion, and neither is there a specific guideline for selecting a method, rather the situation should
be globally studied in order to determine the appropriate method.

Furthermore, certain methods are more adequate than others depending on the
phase of the project. Aims as well as the required knowledge and data vary accord-
ing to the phase. The following table illustrates the possible choice of suitable
methods in engineering projects depending on the project phase, and specifies the
aims, at what point in the process the risk analysis should be used and which docu-
ments are required as a support.

Table 4.2 summarizes the main characteristics of different risk analysis techni-
ques. Not all of them will be developed in this chapter, but this will provide some
information about pros and cons of the mentioned methods.

Furthermore, risk analysis techniques can also be divided into the following
two categories: deterministic methods and probabilistic methods.

A deterministic method assumes that an unwanted event takes place and the physical effects
and the damage of the event are calculated (hence, the event’s probability of occurrence = 1 in
such methods). On the contrary, a probabilistic approach takes both the likelihood and the out-
come of an unwanted event into consideration.

Tab. 4.1: Suitable methods for engineering projects.

Project
phase

Objectives When Required
documentation

Analysis method

Conception – Selection
process

– Identify
unacceptable
risks

– Input to the
design process

– Identification
of changes to
reduce risks

Design evaluation – Basic
documentation

– PHA
– Functional

analysis
– What-if
– Brainstorming
– Checklist
– Project FMECA
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Tab. 4.1 (continued)

Project
phase

Objectives When Required
documentation

Analysis method

Preliminary – Identify the
hazards
associated
with the
process

– Design of the
process

– Flowcharts
completed

– PFD*
– Control flowchart
– PID*
– Process

description

– What-if
– Checklist
– FMECA
– HAZOP
– FTA

Detailed
engineering

– Identify
hazards

– Identify
exploitation
difficulties

– Provide
information for
operation
processes,
design
modifications,
activation and
maintenance

– Detailed
engineering

– Final PFD*
– Final control

logic
– Final PID*
– Process

description
– Supplier

drawings
– Operation

information

– Checklist
– HAZOP
– FMECA

Construction – Verify
conformity to
plans and
estimates
during
construction
and equipment
installation.

– During
construction

– PID*
– Isometric design
– Mechanical

design
– Norms and

specifications
– Supplier

drawings

– Workplace
inspection

– Leak testing
– X-ray sealing

inspection
– Nondestructive

testing

Equipment
handover

– Verify
conformity of
installation
upon
completion

End of construction – PID*
– Isometric design
– Mechanical

design
– Norms and

specifications
– Supplier

drawings

– Physical audit

Pre-
operation

– Verify that
equipment and
process
function as
described

After equipment
handover

– List of pre-
operational tests

– Functional
description

– Supplier
information

– Dynamic tests
with inert
substances
and controlled
quantities of
reactive
substances
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Tab. 4.1 (continued)

Project
phase

Objectives When Required
documentation

Analysis method

Before
start-up

– Verify that the
production
system is safe
before
introducing
chemicals

Before operational
tests

– Risk analysis
– HAZOP report
– Training
– List of

deficiencies

– Plant
inspection

– Checklist

Pre-
production

– Verify
functionality of
production
system

After pre-activation
review

– Report of pre-
activation review

– Corrective
actions

– Dynamic tests
with chemical
substances

*PID, piping and instrumentation diagram; PFD, process flow diagram.

Tab. 4.2: Summary of the main characteristics of the risk analysis techniques.

Techniques Procedure Advantages Disadvantages

FMECA Examine whether components
or process can have some
failures

Good for equipment,
mechanic systems

Little attention given
to human factors
Does not estimate
cost of failure

HAZOP Use the nodes of industrial
plants to search for deviations
from designed intent

Improve chemical process
and operability

Time-consuming
Experienced team
leader required

ETA Structuring cause back to the
consequences

Quantitative with graphic tool
Good for technology
performing

Cannot analyze
multiples failures

FTA Structuring consequence back
to the causes

Reveals the main causes of
failure
Give graphical view

Problem of reliability
when data are
minimized

RADM Combining probability and
severity of hazard.
Determining a risk priority
number

Graphical tool. Good relation
between probability and
severity ranking risks

Inadequate if there
are many risks
Cannot be used to
deduce causes and
consequences

PHA Ask questions about potential
failure, fault

Prioritize recommendations Cannot be used to
find details
concerning a hazard

What-if Checks for potential hazards
by posing
“What-if” questions

Very fast in searching for
consequences

Cannot determine
causes
Very basic
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FMECA, failure mode, effect and criticality analysis; HAZOP, hazard and operability studies; ETA,
event tree analysis; FTA, fault tree analysis; RADM, risk assessment decision matrix; PHA, pre-
liminary hazard analysis; HRA, human reliability analysis.

A further distinction can be made according to the way in which a method is
used:
– A qualitative approach: likelihood and consequences are treated purely in a

qualitative way.
– A quantitative approach: both likelihood and consequences are fully quantified.
– A semiquantitative approach (or semiqualitative approach): both likelihood and

consequences are quantified to a certain extent (within certain predefined limits).

Methods used according to a purely qualitative approach are generally less complex
and are based on the use of arbitrary definable evaluation standards. Likelihood
and potential consequences are described in detail. Such methods are rather sim-
ple, easy-to-use and flexible in their use, and can be applied to nearly all situations.
The disadvantage consists in their dependence on subjective impressions and per-
ceptions and in the fact that not all elements are taken into account.

Methods used following a quantitative approach try to structure events and situa-
tions in a systematic manner. A variety of scenarios and cause–consequence events
are analyzed and the relevant parameters are identified. For every cause–consequence
event the likelihood (under the form of a frequency or a probability) and the conse-
quences are quantitatively determined. The result of such a study thus strongly de-
pends on the reliability of the used values and data and the validity of the used
models for the method. Such an approach is generally much more complex and more
time-consuming than the qualitative approach.

Semiquantitative approaches use detailed descriptions of likelihood and conse-
quences and assign values to them according to the definitions provided. However,
compared with a quantitative approach, the values are indicative and have much
less of a statistical background.

Tab. 4.2 (continued)

Techniques Procedure Advantages Disadvantages

Checklist Use a list of hazards to record
consequences and safety
actions

Useful to have an overview of
the hazards list

Much time required
to find a hazards list

HRA Evaluates human–machine
interface, carry out task
analysis.

Can help reducing human
errors by improving
performance shaping factors

Much time required
if there are a lot of
personnel
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In Tab. 4.3, an overview is given of the advantages and disadvantages of quan-
titative and qualitative approaches. Semiquantitative approaches are situated in
between.

Tab. 4.3: Comparison between quantitative and qualitative risk analysis approaches.

Consequence based Likelihood based Risk based

Qualitative
approach

Estimation of the
consequences (no
calculations)

Estimation of the
likelihood (nonnumerical
basis)

Estimation of
consequences and
likelihood

Advantages:
– Quick
– Easy-to-use to

compare certain
parameters, e.g., type
of product.

Disadvantages:
– Likelihood is not taken

into account
– Provides no idea of

the total risk, only an
indication of the
potential
consequences

– Cannot be applied for
all applications/
situations

– Possibly not all
relevant factors are
considered

– Provides only an
estimation of the
consequences usually
based on a subjective
opinion (expert
judgment) – this
entails the possibility
that estimation by
other experts leads to
different results

Advantages:
– Quick
– Easy-to-use to

compare certain
parameters, e.g.,
number of hazardous
transports

Disadvantages:
– Consequences are not

taken into account
– Provides no idea of

the total risk, only an
indication of the
potential likelihood

– Cannot be applied for
all applications/
situations

– Possibly not all
relevant factors are
considered

– Provides only an
estimation of the
likelihood usually
based on a subjective
opinion (expert
judgment). This
entails the possibility
that estimation by
other experts leads to
different results.

Advantages:
– Both consequences

and likelihood are
taken into account,
thus the risk can be
compared between
specific parameters

Disadvantages:
– Indicative

consideration of risk,
usually based on a
subjective opinion
(expert judgment).
This entails the
possibility that
estimation by other
experts leads to
different results.

– Cannot be applied for
all applications/
situations

– Mainly for “rough”
analyses, and not for
detailed analyses
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Tab. 4.3 (continued)

Consequence based Likelihood based Risk based

Quantitative
approach

Calculation of the
consequences

Calculation of the
likelihood, based on
casual and historical data
and statistics

Both the consequences
are calculated and the
likelihood is estimated
(→ QRA, see also
Section .)

Advantages:
– Provides a scientific

idea of the potential
consequences based
on objective
parameters.

– Results are less
dependent on the
person carrying out
the risk analysis

– Can more easily be
used to suggest or to
use acceptance
criteria

Disadvantages:
– More time-consuming

than (semi)qualitative
method

– Certain software and
modeling required

– Requires experience
to handle the software
and the models

– Likelihood is not taken
into account

– Provides no picture of
the total risk, only a
calculation of the
potential
consequences

– Detailed data required
such as detailed
environment factors,
detailed weather
conditions,
topography and soil
condition to obtain an
accurate calculation

Advantages:
– Provides a scientific

idea of the potential
likelihood based on
objective parameters

– Results are less
dependent on the
person carrying out
the risk analysis

– Can more easily be
used to suggest or to
use acceptance
criteria

Disadvantages:
– More time-consuming

than in case of (semi)
qualitative approach

– More data and
analysis required than
in case of (semi)
qualitative approach

– More knowledge and
experience required
than in case of (semi)
qualitative approach

Advantages:
– Provides the most

accurate picture of the
risks

– May be used to use
acceptance criteria
(if applied in an
adequate way)

Disadvantages:
– Most time-consuming

approach
– Certain software and

models required
– Experience required to

handle software and
models

– A lot of background
data and detailed
information required
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4.1.3 General procedure

All risk analyses are based on an identical procedure, usually iterative, that contin-
ues as long as the considered system does not reach an acceptable level of risk.

In reality, a risk analysis rarely crosses two-to-three iterations, except for sys-
tems where particularly critical safety and reliability are necessary (nuclear sta-
tions, spacecraft, etc.).

The different steps are summarized in Fig. 4.2. The essential starting point is the
definition of the system. At this moment, a qualitative risk analysis can be under-
taken. This analysis cannot always be quantified by figures or probabilities, often
because of the lack of reliable and pertinent data. However, whenever it is useful
and feasible, the system will be quantified. The final question that remains to be
asked is: “Is the risk acceptable?” If yes, the analysis is complete, and if not, it be-
comes necessary to modify the concept or the design and repeat the analysis. This
is the iteration of the process.

For both economic and efficiency reasons, it is generally favorable to integrate risk analysis at
the project design stage (prospective analysis) (the measures are called “inherent” or “design-
based” safety measures), because measures issued afterwards (“add-on” safety measures) are
often more expensive and mainly palliative (like a bandage on a wooden leg).

Changing the
concept or

design

Qualitative risk
analysis

System
description

System
definition

Analysis
quantification

Acceptable
risk?

No

Yes

Fig. 4.2: General procedure of risk analysis.
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Figure 4.3 illustrates the evolution of costs linked to technical and operational mod-
ifications imposed by the results of risk analysis as well as their efficiency with time
and development of the project.

4.1.4 General process for all analysis techniques

Risk assessment is an important step in protecting workers and business, as well as
for complying with the law. It helps to focus on the risks that really matter in the
workplace – the ones with the highest potential to cause real harm, whether they
are type I or II risks. The general framework to assess risk follows five steps:
– Step 1: Identify the hazards.
– Step 2: Decide who or what might be harmed and how.
– Step 3: Evaluate the risks and decide on precautions.
– Step 4: Record your findings and implement them.
– Step 5: Review your assessment and update if necessary.

One of the crucial parts is the risk analysis procedure on which the decision-
making process will be based. We can draft a global procedure that is valid for most
available risk analysis methods. Some homemade techniques might also follow
these rules; however if they are not openly accessible it is impossible to include
them. The general risk analysis procedure could be divided into nine parts:
1. Definition of the system.

– Objective(s) and scope of the study, definition of the system to be studied,
identify the elements to be analyzed, subdivide complex processes.

2. Team selection.
– Choose experts according to the process. Important factors are multidisci-

plinary, expertise, availability.
– Designate a secretary (generally the future user) or a moderator who will record

the identified risks, causes, corrective measures, unsolved problems, etc.

Costs

Efficiency

Preliminary
phase

Development Implementation

Project development

Pr
ev

en
tiv

e 
m

ea
su

re
s

Fig. 4.3: Cost evolution depending
on the development phases.
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3. Information gathering.
– Collect all the necessary information before the analysis (products and equip-

ment properties and description, operating procedures, technical drawings,
process and flow diagrams, schemes, general drawings, process manuals,
heat and mass flows, emergency procedures, weather conditions, environ-
ment, topography, human reliability, etc.).

– Identify intended use.
4. Perform the analysis with the adequate chosen method.

– Identify and list the elements to assess, make risk analysis meetings, save
the results of the analysis in a table form or appropriate document, control
the evaluation table by a system engineer, follow the methodology without
introducing “feelings” statements, etc.

5. Recommend corrective actions and an action plan.
– Define preventive and corrective solutions.
– Recommend actions to reduce unacceptable risks.
– Assign responsibility and schedule for corrective actions.

6. Monitor the implementation of the solution.
– Regularly monitor the implementation of corrective measures.
– Update the analysis in case of major changes.

7. Record hazards
– Record identified hazards in the safety quality assurance system (if any).
– Establish record keeping.
– Establish documents of the complete analysis with diagrams, drawings, ta-

bles, processes.
– Update information according to the completion of corrective measures.

8. Forecast to update the system
– It must evolve to reflect changes in raw materials, formulation (recipe), mar-

ket, habits or consumer demands, new hazards, scientific information or
inefficiency.

– It must provide at the outset why, when and how the system will be reviewed.
9. Continuous monitoring and follow-up

– Once the analysis is completed, the story does not stop there, as time is a factor
of change, iteration of the procedure must be performed when (sometimes
minor, certainly major) changes happen.

4.2 SWOT

SWOT stands for Strengths, Weaknesses, Opportunities and Threats. Strictly speak-
ing, it is not a risk analysis technique. It is a widely used framework for organizing
and using data and information gained from a situation analysis. It encompasses
both internal and external environments. It is one of the most effective tools in the
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analysis of environmental data and information. However it allows for assessing
strategic risks as the other techniques do not.

A SWOT analysis helps to identify, in a systematic and organized way, internal
strengths and/or weaknesses. It helps with matching them with the opportunities
or threats in the environment. SWOT is a business or strategic planning technique
used to summarize the key components of the strategic environments. The three
strategic environments are
– Internal environment
– Industry environment
– Macroenvironment.

Sometimes the last two are combined and are called “the external environment.”
The method of SWOT analysis is to take the information from an environmental
analysis and separate it into internal (strengths and weaknesses) and external is-
sues (opportunities and threats). Once this is completed, a SWOT analysis deter-
mines what may assist the firm in accomplishing its objectives, and what obstacles
must be overcome or minimized to achieve desired results.

Factors affecting an organization can usually be classified as in Fig. 4.4:
SWOT is very often represented as a matrix to allow comparing of all the sensitive

aspects in one shot (Fig. 4.5).

Effectively, one has to match each component with another. For example, match the
internal strengths with external opportunities and list the resulting strengths/oppor-
tunities strategies in the matrix chart. The four strategy types are
– S–O strategies pursue opportunities that match the company’s strengths. These

are the best strategies to employ, but many firms are not in a position to do so.
Companies will generally pursue one or several of the other three strategies first
to be able to apply S–O strategies.

– W–O strategies overcome weaknesses to pursue opportunities. Match internal
weaknesses with external opportunities and list the resulting W–O strategies.

– S–T strategies identify ways that the company can use its strengths to reduce its
vulnerability to external threats. Match internal strengths with external threats
and list the resulting S–T strategies.

Strengths

Weaknesses

Opportunities

Threats

Internal

External

Fig. 4.4: Internal and external environment.
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– W–T strategies establish a defensive plan to prevent the firm’s weaknesses from
making it susceptible to external threats. Match the internal weaknesses with
external threats and record the resulting W–T Strategies.

In order to fill this matrix, several questions must be answered related to the four
aspects of SWOT as depicted in Fig. 4.6 (some illustrative questions are presented).

As stated in the beginning, a SWOT analysis will summarize your strategic
analysis. It will be an integral part of the four-step planning process as illustrated
in Fig. 4.7.

In conclusion, a SWOT analysis is a useful technique for understanding your strengths and
weaknesses and for identifying both the opportunities open to you and the threats you face.
Used in a business context, a SWOT analysis helps you carve a sustainable niche in your mar-
ket. Used in a personal context, it helps you develop your career in a way that takes best advan-
tage of your talents, abilities and opportunities.

4.3 Preliminary hazard analysis

Preliminary hazard analysis (PHA) is a relatively simple technique to implement, and
it allows a quick identification of the main risks of a system. PHA was instituted and
promulgated by the developers of the US Air Force standard practice for system safety
(MIL-STD-882) since 1969 [3]. PHA is often used in the early life of the processes (con-
ceptual phase or research and development phase) (CCPS 2008) [4] to affect the design
for safety as early as possible. The technique is a safety analysis tool for identifying

Build on your strengths Recognize your weakness

S

O T

W

Evaluate your opportunities Research your threats

Match

Convert Convert

Positive Negative

In
te

rn
al

 fa
ct

or
s

Ex
te

rn
al

 fa
ct

or
s

Fig. 4.5: The SWOT matrix.
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hazards, their associated causal factors, effects, level of risk and mitigating design
measures when detailed design information is not available. To perform the PHA anal-
ysis, the system safety analyst must have three information inputs – design knowledge,
hazard knowledge and a preliminary hazard list (collection of identified hazards). The
output of a PHA includes identified and suspected hazards, hazard causal factors, the
resulting mishap effect, mishap risk, safety critical function, and top-level mishaps.
The advantages of PHA are that it is easily and quickly performed; it is comparatively
inexpensive in providing meaningful results; it is a methodological analysis technique;
most of the system hazards are identified and an indication of system risk is provided.
While there are no major disadvantages to the PHA, there is sometimes an (improper)
tendency to have it as the only applied analysis technique [3].

Strategic
Analysis

Strategic
Implementation

Strategic
Choice

Strategic
Control

SWOT

Fig. 4.7: A link to strategy.
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• Which strengths are
unique to the team?

• What are we good at
doing?

• What are the things that
had gone well?

• What should be done
better in the future?

• What knowledge do we
lack?

• Which skills do we lack?
• What system do we

need to change?

• What are the key
success enablers?

• Which additional
services can we offer?

• What new market should
we investigate?

• Barriers to progress
• What are the possible

impacts of what
competitors are doing?

• Which regulatory issue
might cause us concern?

Fig. 4.6: The SWOT sample questions.
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A PHA is applied in two ways:
1. Alone, as risk analysis for systems with simple or easily identifiable hazards

and not complex accidental process.
2. In combination with other methods. In this case, a PHA is seen as a preliminary

risk study to prepare the complex or poorly defined case. In this sense, it is
mainly used in the early design phase of a project.

PHA is an identification and analysis technique of the hazard frequency that can be
used in preliminary conception phases in order to identify hazards and evaluate
their criticality. However, usually PHA is not limited to the risk evaluation phase,
but also gives a certain directive in order to master these risks, making it a manage-
ment method rather that a risk analysis.

PHA aims at listing all sources of hazards present in the system: hazardous ma-
terials, equipment or components that could present a hazard, risky processes or
procedures. Each of these elements will be assigned to one or more adverse events,
possible causes, as well as potential compensatory measures. Results are generally
presented in a table. It requires, as a first step, to identify the hazardous parts of
the installation/process. These harmful elements refer most often to
– Hazardous substances and preparations, whether in the form of raw materials,

finished goods, utilities, etc.
– Hazardous equipment such as storage facilities, reception areas, shipping, reac-

tors, energy supply (e.g., boilers)
– Hazardous operations associated with the process.

An example of a PHA applied to a storage tank is presented in Tab. 4.4.
The main advantage of the PHA is to enable a relatively quick review of haz-

ardous situations on the facilities. Relatively economical in terms of time and re-
sources, it does not require a very detailed level of description of the studied
system (generally implemented at the design stage). This method is a simplified
form of the FMEA, but it is very limited in failures propagation and consequences
of multiple failures. Only the direct consequences of failure are known. Moreover,
this method does not require a modeling of the system, it is difficult to ensure a
systematic approach, and therefore it is based on the knowledge of the team con-
ducting the analysis. PHA must therefore really be considered as a preliminary
method or a sufficient method for systems simple enough to be appropriately
studied without modeling.

PHA is a qualitative analysis that is performed to
– Identify all potential hazards and accidental events that may lead to an accident.
– Rank the identified accidental events according to their severity.
– Identify required hazard controls and follow-up actions.
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4.4 Checklist

Several variants of PHA are used, and sometimes under different names, such as rapid risk
ranking or hazard identification (HAZID).

A checklist analysis uses a written list of items or procedural steps to verify the status
of a system [5]. Traditional checklists vary widely in their level of detail and are fre-
quently used to indicate the compliance with standards and practices. The checklist
analysis approach is user-friendly and can be applied at any stage in the lifetime of
the process. Even though it will not replace a detailed risk analysis process, a check-
list is a good starting point and a highly cost-effective method for common hazards.

The checklist is the easiest to implement, but remains very limited in what it
can offer. Either it is too generic and could be difficult to be applied to the system,
or it could be considered as appropriate to the system, which implies in this case
that hazards have been previously identified.

Tab. 4.4: Example of PHA analysis on storage of flammable gas under pressure.

Element Hazard Hazardous
event

Causes Consequences Measures

Tank Heat stress
(fire outside
the tank)

Explosion of
the tank and
important
release of
gases

Presence of
combustibles
elements near the
tank

– Fire
– Property

damage
– Casualties

– Changing
logistics
storage

– Move
individual
hazards away

Tank Mechanical
impact
against the
shell of the
tank

Gas release – Accident with
a crossing
vehicle

– Intentional
damage

– Fire
– Property

damage
– Casualties

– Inspection
program

– Continuous
monitoring of
air quality

Tank Weakening
of the tank
shell

Gas release
Explosion of
the tank and
Important
release of
gases

– Corrosion
– Fatigue (crack)
– Not well- sized

tank (does not
stand up to
pressure
imposed)

– Fire
– Property damage
– Casualties

– Inspection
program

– Verification of
design

Valve Unexpected
opening

Gas release – Valve or
control system
failed

– Error during
routine
maintenance

Gas release – Inspection
program

– Continuous
monitoring of
air quality

130 4 Risk diagnostic and analysis

 EBSCOhost - printed on 2/13/2023 1:34 AM via . All use subject to https://www.ebsco.com/terms-of-use



The checklist uses a standard form containing a series of specific questions re-
lated to the potential hazard of the considered process.

4.4.1 Methodology

The checklist involves the use of a pre-established form containing a series of spe-
cific questions related to the potential hazard of the considered process. A control
list, or checklist, is also an operation involving the methodical verification of the
necessary steps that are required for the process to run with a maximum of safety.
An example would be the use of such a procedure in aviation. It becomes a safety
and security procedure that methodically verifies whether the plane is ready to un-
dergo the next phase of flight. Such operations are usually carried out vocally or by
ticking a written procedure list. The principle of hazard determination and action
planning with the use of a checklist is presented in Fig. 4.8.

Its principle is based on the operating procedure structured in numbered steps, each
corresponding to a simple operation. Every step of the process is evaluated in terms
of failures that could occur and possible deviations from normal operating procedure.
This widely used method can be adapted to many situations. Several organizations
have developed checklists for different activities (e.g., Suva in Switzerland, www.
suva.ch).

What are the risks to health and safety at the
workplace?

The checklists can help you identify hazards.

Plan and implement the appropriate safety
measures.

Checklists and other publications provide
appropriate safety measures.

It is important to act methodically!

Proceed methodically to ensure safety in the
long-term business.

Identify hazards

Take the necessary
measures

Act methodically

1

2

3
Fig. 4.8: Principle of hazard identification and action planning using a checklist.
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The methodology takes place in three steps:
1. Each element for a given step, or whose failure represents a risk, will be marked

with a cross, indicating a potential hazard.
2. Each marked hazard will be deferred and described in detail as a script, so as to

assess its likelihood of occurrence and severity.
3. Measures will be implemented in order to reduce risks for intolerable situations.

4.4.2 Example

Let us assume that we have divided a process into several steps, each identified
with a reference number. In the table (see Tabs. 4.5 and 4.6) we identify by a cross
mark the process steps that are sensitive to the different failures possibilities.

4.4.2.1 Step 1a: critical difference, effect of energy failures
In the example displayed in Tab. 4.5, point 12 (whether it refers to a stage, a unit
operation or a process step) is liable to risk in case of electricity or compressed air
regulation failures.

We then move forward by implementing the same procedure but this time origi-
nated by possible deviations from the operating procedure. The question to be an-
swered is “Which process steps might be affected when an operating parameter
deviates from a desired value or function?” One can observe in Tab. 4.6 that step
no. 18 is sensitive to ventilation as no. 75 is liable to risk when the set temperature
is no longer what is expected.

Tab. 4.5: Process steps sensitive to energies failures.

Unit operation/step number     

Electricity * *
Water *
Vapor *
Brine/ice
Nitrogen
Compressed air (regulation) *
Compressed air (command)
Vacuum *
Ventilation *
Absorption
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4.4.2.2 Step 1b: critical difference, deviation from the operating procedure

4.4.2.3 Step 2: establish the risk catalogue
For the identified critical steps (defined by the hazard description) one may evalu-
ate the risk by identifying the likelihood of occurrence and the severity. Then miti-
gation measures have to be identified and proposed to reduce the risk. The first row
of the table (see Tab. 4.7) helps to identify the process, product, plant building, the
author, date and revision number (when successive analysis was performed). In the
example we note that step 75 reveals a hazard that may lead to the overheating of
the reactor R-321. It has been marked “low” for the occurrence and “high” for the
severity. The following mitigation measure was proposed: setting a temperature
control with a high alarm level setting the stoppage of the steam feed F-32. The au-
thors of this example then evaluate both occurrence and severity as “low” when
talking about residual risk (the risk after corrective measures have been taken).

4.4.2.4 Step 3: risk mitigation
Measures to reduce the risk for each hazard will be clearly defined so their descrip-
tions can be used as specifications. We then evaluate the progress by assessing the
residual risk.

Tab. 4.6: Process steps sensitive to operating procedure deviations.

Unit operation/step number     

Cleaning *
Plant inspection
Discharge
Equipment ventilation *
Charges, dosage
Quantity, flow rate *
Operation succession *
Speed of addition *
Product mismatch
Electrostatic charges
Temperature *
Pressure *
pH *
Heating/cooling
Speed of agitation
Reaction with coolant
Catalyst, inhibitor
Connecting lines, valves
Process interruption *
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4.4.3 Conclusion

Although this qualitative method is limited in discovering hazards that have not al-
ready been identified, it can still prove to be efficient when applied to a new system,
with similar functions to an existing one for which the checklist was established. Fur-
thermore, the checklist can be easily used by relatively inexperienced personnel, pro-
vided that the list has been established by experts. In this case the checklist allows
the user, e.g., to confirm that the process design does not exhibit safety vulnerabil-
ities. The checklist is not adapted to new technologies whose hazards are insuffi-
ciently recognized, identified and understood.

Checklist analysis is a systematic evaluation against pre-established criteria in the form of one
or more checklists. It is a systematic approach built on the historical knowledge included in
checklist questions. It is used for high-level or detailed analysis, including root cause analysis.
It is applicable to any activity or system, including equipment issues and human factors issues.
It is generally performed by an individual trained to understand the checklist questions. It gen-
erates qualitative lists of conformance and non-conformance determinations, with recommen-
dations for correcting non-conformances. The quality of evaluation is determined primarily by
the experience of people creating the checklists and the training of the checklist users.

Tab. 4.7: Extract of an example of a risk catalogue.

Product:
Plant:

Author:

No. identity:

Bldg:

Process:
Date:

Revision:

Hazard description (causes,
consequences)

Evaluation Description of (technical) risk
mitigation measures

Evaluation
residual risk

O S O S

Overheating of the reactor R-
at the step  (synthesis step)

F H Temperature control, alarm high,
cutting feed stream F-

F F

No more control system at the
step , loading the reactor, in
the absence of electric current

F H UPS system for the automatic
control

F M

Failure of ventilation at step ,
product loading TX

M H No technical measures possible M H

O, likelihood of occurrence; S, severity; F, low; M, medium; H, high.
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4.5 HAZOP

The HAZOP study was developed by Imperial Chemical Industries (ICI) in the late
1960s and the earliest work from ICI Mond Division in the northwest of England
was published in 1968 [6]. The HAZOP system as we know it today was published
by Lawley from ICI Petrochemicals Division in the northeast of England in 1974.
The method is now standardized through the IEC 61882:2016 standard. After the
Flixborough disaster in 1974 [7], this technique became widely used.

HAZOP is an organized methodological technique for analyzing hazards and
operational concerns of a system, often used in chemical industries [8–12]. Accord-
ing to HAZOP, normal and standard operations are safe and hazards occur only
when there is a deviation from the normal operation [3].

The standard CEI 61882 defines the objectives of the original HAZOP method as
– Identification of potential hazards in the system. The hazard can be limited to

the immediate proximity of the system or spread its effects beyond the system,
such as environmental hazards.

– Identification of potential exploitation problems of the system and particularly
their causes, identification of functional perturbations and deviations in produc-
tion liable to lead to the production of noncomplying products.

With the introduction of the directive Seveso II in Europe and new requirements regard-
ing the prevention of industrial risks, the original HAZOP method became insufficient for
the analysis of major risks. A phase of risk evaluation was added to the original method,
and the previously purely qualitative HAZOP method became semiquantitative, contrib-
uting to the improvement of the knowledge of risk and thus the safety of facilities.

4.5.1 HAZOP inputs and outputs

HAZOP’s inputs are design data, guidelines and process description (see Fig. 4.9).
In order to perform systematic searches for conceivable departures from the design
intent [normally presented in a piping and instrumentation diagram (P&ID)], the

HAZOP process

1. Establish HAZOP plan
2. Select team members
3. Identify system elements
4. Choose guide/key words
5. Perform the analysis
6. Documenting the HAZOP

Input

• P&ID/PFD
• Process
• Team leader
• Team members
• Directives,

methodology

Output

• Hazards
• Risks
• Correctives

measures/actions

Fig. 4.9: Principle of the HAZOP process.
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technique uses guide keywords (more, none, less, etc.) combined with process/sys-
tem conditions such as speed, flow, pressure and temperature. P&ID are scrutinized
vessel by vessel, pipe by pipe, to ensure that all potentially hazardous situations
have been taken into account. Once the hazard resulting from potential deviation in
design operation is identified, a search backward is performed to find possible
causes and forward to find possible consequences (middle-bottom-up technique).

HAZOP’s outputs are therefore: hazard, cause, consequence and corrective
measures (see Fig. 4.9).

4.5.2 HAZOP process

HAZOP allows, in an inductive process, to systematically analyze the deviations of
the plant or process parameters and to predict their potential consequences. This
method is particularly useful for the examination of thermohydraulic systems, for
which parameters such as speed, temperature, pressure, level and concentration
are particularly important for the safety of the installation.

By its nature, this method requires particular consideration of schemes and
plans of fluid flow patterns or P&ID and process flow diagram (PFD). However, the
method can be applied and elaborated for virtually any system.

Based on a detailed description of the process, each part of the facility will be
analyzed as to possible deviations from normal operation. Causes, effects or conse-
quences and remedies are sought. It requires a team of experts, each with special
skills and competences and a moderator or facilitator controlling the method.

The method could be expressed in five steps (see also Fig. 4.10):
1. Subdivision of the process

– Divide the process into nodes with their auxiliary instruments.
2. Expected function

– Scope of the node, intention description.
3. Search for deviations

– Each node and ancillary facilities will be reviewed in light of possible devia-
tions from the targets using the guide’s word.

– Deviation = guide/keyword + parameter.
– Identify the possible causes and consequences of those deviations.
– Repeat the search for deviations to each node. The process then stops when

all the nodes and subunits have been studied.
4. Risk assessment

– Assessing the likelihood of occurrence and severity.
– Comprehensive analysis of all conceivable realistic deviations.

5. Measures
– For consequences deemed too serious, measures must be proposed to elimi-

nate the cause or to reduce the severity or impact.
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In step 3, for each constituent part of the system considered (line or mesh); a devia-
tion generation (conceptual) is performed systematically by the conjunction of guide/
keywords (7 technical + 4 temporal), see Tab. 4.8 and parameters associated with the
system studied, see Tab. 4.9. The parameters commonly encountered are tempera-
ture, pressure, flow, concentration but also the time or the operations to perform.

How to conduct the analysis?
1. Initially, choose a line of process. It generally covers equipment and connections,

all performing a function in the process identified in the functional description.
2. Choose an operating parameter.
3. Identify a guide/keyword and generate a deviation.
4. Verify that the deviation is credible. If yes, proceed to step 5, otherwise return

to step 3.
5. Identify causes and potential consequences of this deviation.
6. Examine ways to detect this drift as well as those provided to prevent the occur-

rence or mitigate its effects.
7. Propose, where appropriate, recommendations and improvements (see Tab. 4.10).
8. Choose a new guide/keyword for the same parameter and return to step 3.
9. When all guide/keywords have been considered, choose another operating pa-

rameter and go back to step 2.
10. When all operating phases have been studied, choose another process line and

go back to step 1.

4.5.3 Example

Results of the analysis are often represented in Tab. 4.11, indicating the function or
the phase evaluated (0), the keyword used (1), the observed deviation (2), identifica-
tion of the possible causes (3), the evaluation of the occurrence and severity (4 and
6), which are the consequences (5), the correctives measures to be applied (7), the
re-evaluation of the occurrence and probability (8 and 9), who is responsible to
apply the measures (10) and the deadline for implementation (11).

Let us take an example that deals with the water supply to a cooling system.
Results of the analysis are presented in Tab. 4.12, revealing that parameters fluid
and electricity are the most critical. We intentionally took another representation,
indicating that there is no universal result table. It is important that all information
is present.

4.5.4 Conclusions

The HAZOP method is systematic and methodical. Considering simple parameter de-
viations of the system, it avoids among others to consider, such as FMEA, all possible
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No

Define the function and
specification of the node

Identify deviations (guide
words) and determine causes

Determining the
consequences and severity

Definition and structure of
the system (limits, process,
units, components, ...)

For each
node

Adequate corrective measuresConsequences
acceptable?

Fig. 4.10: Methodology of HAZOP.

Tab. 4.8: HAZOP guidewords or keywords.

Keywords Signification Commentary Examples

No or not No part of the
intention is
fulfilled

The purpose or function is not
fulfilled at all, not even partially

– No agitation
– No flow

More Overrun, or
increase,
quantitatively

Refers to the quantities and
properties (T, P), but also activities
(heating, reaction)

– Higher temperature
– Too much product

Less Insufficient
or
quantitative
reduction

– Lower flow rate than expected
– Less agitation

As well
as

Qualitative
increase

– The intent (design and
procedure) is performed with
additional activity

– Concomitant adverse effect

Heating started at the same time
as the addition of reagent A

Part of Qualitative
modification/
diminution

Only part of the intention is
realized

Only part of the reagent is added

Reverse The logical
opposite of
the intention

Reversal of the activity or
sequence

– Liquid flows in the opposite
direction

– It heats instead of cooling
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Tab. 4.8 (continued)

Keywords Signification Commentary Examples

Other
than

Total
substitution

Result different from that of
intention

Reagent A is loaded in place of B

Earlier
than

On the time
clock

The action takes place before or
after a defined time

We started heating  min before
the deadline

Later
than

On the time
clock

The reaction, taking place over  h,
has crossed the deadline by  h
 min

Before On the
sequence or
order

Action is taken before or after the
defined sequence

A was loaded before B

Later On the
sequence or
order

It was cooled after stirring

Tab. 4.9: Example of operating parameters.

Measurable physical quantities Operations Actions Functions–situations

Temperature pH Loading Control Start-up Protection
Pressure Intensity Dilution Separation Sampling Utility default
Level Speed Heating Cooling Stop Freezing
Flow rate Frequency Stirring Transfer Isolate Spill
Concentration Amount Mixing Maintenance Purge Earthquake
Contamination Time Reaction Corrosion Close Malevolence

Tab. 4.10: Example of safety barriers.

Safety
barriers

Definition Example

Technical Passive
safety
devices

Unitary elements aiming to
fulfill a safety function without
external energy supply from the
system to which they belong,
and without the involvement of
any mechanical system

– Holding tank/tray
– Rupture disk

Active safety
devices

Items not passively aimed to
perform a safety function
without an external energy
supply system to which it
belongs

– Safety valve
– Excess flow valve

4.5 HAZOP 139

 EBSCOhost - printed on 2/13/2023 1:34 AM via . All use subject to https://www.ebsco.com/terms-of-use



failure modes for each component of the system. In contrast, the HAZOP makes it dif-
ficult to analyze the events resulting from the combination of multiple simultaneous
failures. Furthermore, it is sometimes difficult to assign a guideword/keyword to a
portion of well-defined system to study. This complicates the comprehensive identifi-
cation of potential causes of deviation. The studied systems are often composed of
interconnected parts so that a deviation occurring in a line or mesh can affect causes
or consequences on a neighboring mesh and vice versa. It is possible a priori to see
the implications of a deviation from one part, to another system. However, this task
can quickly become complicated. Finally, HAZOP makes it difficult to analyze the
events resulting from the combination of multiple simultaneous failures.

Tab. 4.10 (continued)

Safety
barriers

Definition Example

Safety
instrumented
systems

Combination of sensors,
processing units and terminal
elements aiming to fulfill a
function or a subsafety function

– Measuring elements that
control a valve or switch
power

Organizational Human activities (operations)
that do not involve technical
safety barriers to oppose the
conduct of an accident

– Emergency plan
– Containment

Systems with
manual action

Interface between a technical
barrier and human activity to
carry out a safety function.

– Pressing an emergency
button

– Low flow alarm, followed by
manual closing of a safety
valve

Tab. 4.11: Example of HAZOP analysis table.

Phase, function: (detailed description, notated)
Guide words: M: as well as M: later than Level of P and G: (L)ow,

(M)iddle, (H)igh
(examples) M: part of M: earlier than P, G occurrence and

severity before measuresM: no or not M: reverse M: before
M: less M: other than M: later
M: more P, G, after measures

Guide word Deviation Possible cause P Consequences G Measures P G Who When
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HAZOP has several advantages. It is easily learned and clearly structured. It pro-
vides rigor for focusing on system elements and hazards; it is a team effort with many
viewpoints. The introduction of modeling could help, e.g., by taking into account the
discrete components in the system; their connection and behavior over time [13, 14].

HAZOP has also some inconveniences:
– HAZOP analysis focuses on single events rather than combinations of possible

events.
– It is based on guide words, allowing us to overlook some hazards not directly

related to them.
– HAZOP analysis training is essential for optimum results, especially for the

facilitator.
– HAZOP analysis can be time-consuming and thus expensive [3]. It is not uncommon

that over 25 man-days’ work is necessary to perform an HAZOP study. Of course,
the time depends on the scope (e.g., complexity of an installation) of a study.

Hazard and operability analysis is a structured and systematic technique for system examina-
tion and risk management. In particular, it is often used as a technique for identifying potential
hazards in a system and identifying operability problems that are likely to lead to nonconform-
ing products. It is based on a theory that assumes risk events are caused by deviations from
design or operating intentions. Identification of such deviations is facilitated by using sets of
“guide words” as a systematic list of deviation perspectives.

What-if, an inductive method similar to HAZOP (although much less systematic and
more intuitive), is a brainstorming approach in which a group of experienced people
familiar with the subject process raise the question “What-if?” instead of using key-
words when examining the P&ID and voice concerns about possible undesired events.

4.6 FMECA

The FMEA was developed by the US military in 1949 and furthermore encouraged in
the 1960s in the aerospace industry. The Ford Motor Company reintroduced it in the
late 1970s for safety and regulatory consideration and used it effectively for produc-
tion and design improvement. Nowadays [15–18], this method is often used in in-
dustries producing machinery, motorcars, mechanical and electronic components
[19]. A more detailed version of FMEA is called FMECA, which adds prioritizations
of actions to be taken, based on a risk score. The method is now standardized
through the IEC 60812:2018 standard.
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The terms used in FMECA are the following (see also Chapter 3):
– Reliability: The ability to present no default for a specified period under speci-

fied conditions.
– Availability: The ability to provide a given function under given conditions at a

given time.
– Maintainability: The ability to be back to service in a given period under given

conditions.
– Safety: The ability to present no hazard to people, property and the environment.
– Failure: The termination of the ability of an entity to perform a required func-

tion. Element, state action no longer fulfilling its original function, expected or
anticipated.

– Failure mode: A potential failure mode describes the manner in which a product
or process could fail in fulfilling its primary function.

– Failure cause: The process or mechanism responsible for the initiation of failure
mode.

– Failure consequence: The result that the failure mode induced on the operation
or function.

– Detection: An assessment of the likelihood that the controls (design and pro-
cess) will detect the failure cause or the failure itself.

– Control: Controls (design and process) are the mechanisms preventing the cause
of a failure to occur.

A failure occurs between a cause and an effect. A single cause may have multiple
effects. A combination of causes could lead to a single or multiple effects. Causes
can themselves have causes and effects may have subsequent following effects
(see Fig. 4.11).

FMEA is an inductive method based on the study of elementary failures of composed
systems in order to deduce what they can result in and therefore what situations can
be expected due to these failures. FMECA includes an additional evaluation, which
studies the severity in these situations. It includes identifying and evaluating the im-
pact of elementary failures on the corresponding system, functions and environment.

EffectsPotential
causes

Failure
mode

Function

Fig. 4.11: Cause–effect failure.
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FMEA and FMECA are so commonly used and well-known that they have practically
become the safety symbol of functional safety. As FMEA is included in FMECA, we
will refer to both as FMECA in this chapter.

4.6.1 FMECA inputs and outputs

FMECA is a tool for inductive and quantitative analysis based on the study of possible
failure modes of components and functions constituting a system. It is a powerful
method suitable for complex or innovative systems with substantial implementation.
It is well adapted to systematically and thoroughly identify all undesirable situations
which may lead to individual failures.

FMEA evaluates the effects of potential failure modes of subsystems, assemblies,
components and functions with design, functional diagrams and failure knowledge
as input. Outputs of the technique are failure modes, consequences, reliability predic-
tion, hazards and risks, critical item list. See also Fig. 4.12.

4.6.2 FMECA process

The global FMECA process is performed according the following procedures: (i) System
definition, (ii) FMECA plan, (iii) team selection, (iv) collecting information, (v) perform
FMECA, (vi) define corrective mitigation measures, (vii) monitor the implementation,
(viii) register hazards and (ix) analysis documentation.

The implementation of the FMECA methodology follows three steps:
1. Develop a hierarchical model of the system in question.
2. Identify failure modes associated with each base unit model.
3. Identify the propagation of failures through the model and determination of

final consequences.

The analysis and evaluation from the functional diagram of failure modes could be
summarized as follows (see Fig. 4.13):

FMECA process

1. Assess the process, the concept
2. Identify potential failure modes
3. Evaluate the effect of each

identified failure mode
4. Documenting the analysis on

a table

Input

• Construction and
operating drawings

• Potential failures
• Types of failure mode
• Frequency of failures

Output

• Failure mode
• Consequences
• System reliability
• Hazard and risks
• List of criticalities

Fig. 4.12: Principle of the FMECA process.
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– Look systematically for potential failure modes of components.
– Accurately describe the effect on the client.
– List the possible causes of failure mode.
– List the validation of systems planned.
– Evaluate the modes and calculate the criticality index.
– Prioritize modes.

4.6.2.1 Step 1: elaboration of the hierarchical model, functional analysis
It is important to note that the construction of the hierarchical structure is defined top-
down, while the propagation of failures is achieved as inductive bottom-up (Fig. 4.14).

This first step is therefore the decomposition of the system into smaller elements
(subsystems). What should we obtain at this stage?
– The decomposed elements must be simple in order to completely identify their

failure modes.
– The group must consist of an expert for each element who is capable of describ-

ing its nominal function and its failure modes in detail.
– The whole system must be covered through the decomposition.

It is not important for the decomposition to be finally separated but it is prefer-
able for the various levels to be close enough to ensure that each component of the
system should be present in the decomposition at least once (ideally only once).
The level of decomposition is the most important decision in this step. The main
purpose is to know why and how the studied product or process operates:
– Product decomposition into simple elements or subsets.
– The organizational system orders all the elements of the system on different hi-

erarchical levels from the top.

As an illustration the decomposition of a grinder is shown in Fig. 4.15.

Correctives measures

Elements of the system

Modes of system failure

Causes? Effects?

Criticality

Fig. 4.13: Principle of FMECA process.

4.6 FMECA 145

 EBSCOhost - printed on 2/13/2023 1:34 AM via . All use subject to https://www.ebsco.com/terms-of-use



This first step therefore results in a list of elementary functions or a list of compo-
nents of elementary subsystems containing each function, subsystem or component af-
fected by the different failure modes it may encounter. One must not overlook the fact
that the failure modes of the components do not only depend on the component itself but
also on the conditions in which they are implemented. This is the reason why the real
experience of the enterprise or profession is always more valuable than data available in
other places around the world. It is also important not to forget, neglect or discard certain
failure modes because of their apparent weak frequency or probability of occurrence.

4.6.2.2 Step 2: failure mode determination
The second step involves imagining and describing what would happen to the system
when a studied failure mode appears. This is the stage where one may regret not having
sufficiently decomposed the system. If each failure mode leads to a cascade of effects
depending on various parameters (depending on the working stage, e.g.), the procedure
would be difficult to carry out and it may be better to go one step back, define several
FMECAs according to the same parameters and re-evaluate them one by one.

They are five generic failure modes in Fig. 4.16, going from function loss, unde-
sired operation, refusal to stop or to start, to downgraded operation.

The following must be identified for each failure mode:
– Its causes (weighted based on probability or likelihood of occurrence).
– Its effects (weighted based on severity).
– Measures to counter or limit the effects of the failure (weighted based on the

probability of non-detection).

1. Leading block

1.1.1 Sub-block

1.1 Sub-block

1.2 Sub-block

1.3 Sub-block

1.2.1 Starting-block

1.2.2 Starting-block

1.2.1 Failure mode 1
1.2.1 Failure mode 2
1.2.1 Failure mode 3

Propagation failure

Hierarchical model construction

Fig. 4.14: Hierarchical model.
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One must describe the effects seen from outside of the system, the effects on
the accomplishment of the function in the log, described by an external functional
analysis; and also the effects of the system’s safety or of the environment that are
not written anywhere else. The concept is then based on the following questions:
– What can fail?
– How does it fail?
– How frequently will it fail?
– What are the effects of the failure?
– What is the reliability/safety consequence of the failure?

FMECA is a qualitative and quantitative method based on five questions (Fig. 4.17):

Function loss Undesired
operation

Refuse to
stop

Refuse to
start

Downgraded
operation

Expected function Failure

Fig. 4.16: Generic failure modes (top the failure and bottom the expected function).

Grinder

Knive
rotor

Motor

Bowl

Cup

Cover

Fig. 4.15: Functional analysis of a grinder.
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4.6.2.3 Step 3: the criticality determination
The criticality or risk priority number is an indicator of the importance of the identi-
fied impacts, and therefore a synthesis of several parameters that signify the impor-
tance of failure modes. The choice of parameters depends on the subjects being
analyzed and the results being sought. It is important to explain what the criticality
is composed of (see Fig. 4.18). A common approach is to undertake a synthesis of the
severity of the consequences, the occurrence of the failure mode and its possibility of
detection as follows:

Criticality = Severity × Occurrence × Non-detection

This is the synthesis of questioning and it allows for a prioritization of concerns. The
risk priority index is used to help identify the greatest risks, leading to corrective action.
– The severity of the consequences is based on a scale of 4, 5 or 10 levels. It is a

type of measure of consequences of various possible scenarios weighed by their
conditional probability once the initial failure takes place.

What could be the effects?

Possible effects

What are the actions of control?
How to see if this happens?

Detection

How often does the failure occur?

Occurrence

What could be the causes?

Possible causes

What could go wrong?

Potential failure mode

Fig. 4.17: Five key questions of the FMECA analysis.

Severity
(coeff. from 1 to 5)

How serious are these ×

×

=

effects? Occurrence
(coeff. from 1 to 5)

What is the likelihood
of causes? Detection

(coeff. from 1 to 5)

What is the relative
effectiveness of controls?

Criticality
(coeff. from 1 to 125 pts)

How serious are these
effects?

Fig. 4.18: Calculation of the criticality index.
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– The occurrence of the failure mode is an evaluation of number of cases per unit
of time. It is linearly represented on a scale containing as many levels as the
severity scale.

– The detectability or non-detection is represented by a coefficient on a scale of 2,
3, 5, etc. levels reflecting the severity of the consequences in case of detection
weighed by the probability of detection. Failure modes are detected and stopped
through:
– Controls
– Measurements
– Calculations/modeling
– Procedures
– Training

The main questions asked after criticality evaluation can be summarized in Fig. 4.19.

4.6.3 Example

Results of the analysis are often summarized in Tab. 4.13, like the HAZOP risk anal-
ysis, where each corrective measure is described with a list of all defects on which
it has an impact (mitigation of occurrence or consequences, including when possi-
ble negative impacts).

The following topics have to be determined: a reference number (1), the func-
tion or activity evaluated (2), the identified hazards (3), the potential damages or
injuries (4), the estimation of the occurrence, severity, non-detection and calcula-
tion of the criticality index (5–8), the correctives measures to be applied (9), the re-
evaluation of the criticality (10–13), who is responsible to apply the measures and
the deadline for implementation (14).

The following example in Tab. 4.14 depicts an extract of a FMECA analysis for a
chemical lab.

FMEA and FMECA are methodologies designed to identify potential failure modes for a product or
process, to assess the risk associated with those failure modes, to rank the issues in terms of
importance and to identify and carry out corrective actions to address the most serious concerns.

4.6.4 Conclusions

The analysis of failure modes and their effects with or without criticality is an ap-
proach based on logic and common sense. Considering that no system is infallible,
this analysis includes identifying, describing and evaluating risks that result from

4.6 FMECA 149

 EBSCOhost - printed on 2/13/2023 1:34 AM via . All use subject to https://www.ebsco.com/terms-of-use



N
o

Ye
s

Ye
s

N
o

C
ri

tic
ity

 C
al

cu
la

tio
n

O
n 

th
e 

hi
gh

es
t c

ri
tic

al
iti

es

S
ev

er
e

Fr
eq

ue
nt

Fr
eq

ue
nt

D
et

ec
tio

n
Lo

ok
 fo

r 
ca

us
es

 a
nd

im
pl

em
en

ta
tio

n 
of

pr
ev

en
ti

ve
 m

ea
su

re
s

Lo
ok

 fo
r 

ca
us

es
 a

nd
im

pl
em

en
ta

tio
n 

of
pr

ev
en

ti
ve

 m
ea

su
re

s

C
an

 r
el

ie
f m

ea
su

re
s

on
ly

 b
e 

en
ou

gh
?

D
et

ec
tio

n

N
ot

hi
ng

!

N
o

Ye
s

Lo
ok

 fo
r 

ca
us

es
 a

nd
im

pl
em

en
ta

tio
n 

of
pr

ev
en

ti
ve

 m
ea

su
re

s

C
an

 r
el

ie
f m

ea
su

re
s

on
ly

 b
e 

en
ou

gh
?

C
os

t o
f t

he
 a

ct
io

n?
C

os
t i

f w
e 

do
 n

ot
hi

ng
?

Ea
sy

U
ne

as
y

Ea
sy

U
ne

as
y

Ex
pe

ns
iv

e 
so

lu
tio

n,
 b

ut
do

 w
e 

ha
ve

 th
e 

ch
oi

ce
?

Ex
pe

ns
iv

e 
so

lu
tio

n,
 b

ut
w

e 
ha

ve
 n

o 
ch

oi
ce

!
D

o 
no

t h
es

ita
te

 to
sp

en
d 

m
on

ey
,

ot
he

rw
is

e 
it 

m
ig

ht
 c

os
t

us
 d

ea
rl

y 
in

 ti
m

e!

Fig. 4.19: Criticality calculation diagram.

150 4 Risk diagnostic and analysis

 EBSCOhost - printed on 2/13/2023 1:34 AM via . All use subject to https://www.ebsco.com/terms-of-use



failures. It is a pertinent method whenever the failure modes of components and the
internal functioning of the system are or can be known and understood. There are
limitations because of the method itself (not suited to represent the dynamics of a sys-
tem, the temporal dimension and logical combinations) and the information available

Tab. 4.13: Example of an FMECA table.

Process Occupational safety Estimation Corrective
measures

Estimation

No Function/
activity

Hazards Damage/
injury

F G D C Measures F G D C Date/visa

             

F, frequency; G, severity; D, non-detection; C: criticality index.

Tab. 4.14: Example of FMECA analysis.

Process Occupational safety Estimation

No. Function/activity Hazards Damage/injury F G D C

 Gas bottle
handling (> L)

Fall of the cylinder Foot crush up    

 Valve rupture after shock Person crush up    

 Handling
chemicals

Spillage on person Contamination    

 Spillage Contamination    

 Cryogenics
handling

Spillage on person Burn    

 Asphyxia Death    

Corrective measures Estimation

Measures F G D C Date/Visa

Transportation chariot     ./JM

Transportation only with
protective cap

    ./TJ

Transportation with tray on
chariot

    ./TJ

Transportation with tray on
chariot

    ./TJ

Chariot ad hoc + gloves,
goggles, lab coat

    ./JM

Oxygen detectors     ./JB
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(like all methods of safety engineering, the existing and available information and
knowledge is worked with, rather than new information or knowledge being created).

While FMECA is a relevant tool for safety engineering, it does not provide a simul-
taneous vision of possible failures and their consequences (two failures occur at the
same time on two subsystems, what is the consequence on the system as a whole?).
Taking aeronautics as an example, we know that airplane crashes are rarely linked to
only one failure; there are generally multiple failures occurring simultaneously.

Furthermore, FMECA as a tool must not become an end in itself. It is common
for far-fetched risks to be unnecessarily associated with FMECA (i.e., somebody
could break their leg skiing), or for the problems noted in the FMECA to be consid-
ered as solved problems.

FMECA has several advantages: it is a detailed, rigorous method, providing reli-
ability prediction, automated (commercial software), relatively inexpensive. The
main disadvantage is that it is not designed for hazards unrelated to failure modes
(hazards related to high voltage, radiation, etc.). It is limited to external interfer-
ence and -influences, where little attention is given to human factors, lack of con-
sideration of combined failures, even though, for some systems, this issue has
already been addressed [20]. An estimate of failure cost is often missing even
though this shortage can be overcome [21].

The FMECA is a simple methodology, applicable to many facilities.
– The FMECA provides a systematic and methodical methodology.
– It needs to evaluate all possible failure modes for each component of the system.
– It is poorly suited to identify the consequences of multiple failures.
– It nonetheless highlights the specific points that should receive further study.

There are several FMECAs:
– FMECA process (identify risks of the production process).
– FMECA product (identify risks induced by the concept).
– FMECA production (identify risks linked to production facilities).
– FMECA service.
– FMECA procedure.
– FMECA sustainability.

4.7 Fault tree analysis and event tree analysis

4.7.1 Fault tree analysis

FTA was developed at the Bell Labs for the US Air Force in 1961 to evaluate and
assess the safety for missile guidance [22]. It is an analytical and deductive method
[23] that derives the causes of initiating an undesired event, the top event. Used in
several plants such as nuclear, chemical and aeronautic, FTA provides both qualitative
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and quantitative results [24]. The method is now standardized through the IEC
61025:2006 standard.

As input, good knowledge of design, personal training, equipment and accident
history are required. FTA involves logical paths (cut-sets) and Boolean algebra to
determine the causes of failure (see Fig. 4.20). It is a combination of failures and
their probability of occurrence applying logic gates (OR gates and AND gates). An
event occurs when the gate output changes state. The output of FTA consists of the
fault diagram, which exhibits the root causes of the accident at the bottom. If the
fault tree is evaluated, then the frequency of the top event is also an outcome.

Some research groups have performed FTA with probabilistic risk analysis
methods [25]. The technique is suitable for an investigation and management of
multiple cases of failures, reliability and maintainability.

The general process to build the FTA is
1. Set the top event (failure or an accident) to be analyzed. This event should be

specific enough not to cause a too great tree, which can quickly happen.
2. Define successively, and in a top-down approach, the direct causes of each

event. All causes (events entering the logic gate) necessary and sufficient for
the occurrence of the consequence (event exiting the logic gate).

3. Each time a new level is built, it should be directly linked to higher levels by
logic gates respecting the Boolean algebra (see Fig. 4.20).

4. Finish the process of tree building when the development of events is no longer
feasible or desirable.

5. Assign a likelihood of occurrence of each basic event.
6. Calculate, using Boolean algebra, likelihood of occurrence of the top event.
7. Identify vulnerabilities in highlighting the critical path (cut sets), i.e. combina-

tion of the most likely basic events leading to the occurrence of the top event.
8. Propose measures that reduce the occurrence of the top event, giving priority to

the most likely critical paths or addressing the common causes (basic events
involved in several critical paths).

In fault trees, certain specific symbols are employed to represent the various events
and the logic in the tree. A “basic event” is represented in an FTA by a circular shape.
A basic event corresponds to a basic fault that does not need to be further developed
into more basic events. An “intermediate event” is represented by a rectangular shape.
An “underdeveloped event,” that is, an event of which the development into basic
events is not performed due to for instance insufficient information or assumed insig-
nificance of the event, is represented by a diamond shape.

Furthermore, symbols are also used for the AND- and OR-gates which are used
(see [26]).
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– An AND gate means that all the incoming events have to be true for the outgoing
event to be true

– An OR gate means that one of the incoming events has to be true for the outgo-
ing event to be true

– An exclusive OR means that the outgoing event is true when only one of the in-
coming events is true, but not when more than one of the incoming events is true.

– A mutually exclusive OR means that the incoming events need to be different
from each other, thus if one is false, the other needs to be true. They cannot
both occur at the same time. The outgoing event is thus always true.

For the logic in the tree, the following Boolean laws apply:
Associative law: A.Bð Þ.C=A. B.Cð Þ

A+Bð Þ+C=A+ B+Cð Þ
Commutative law: A.B=B.A

A+B=B+A

Distributive law: A. B+Cð Þ=A.B + A.C
A+ B.Cð Þ= A+Bð Þ. A+Cð Þ

Idempotent law: A.A=A

A+A=A

In addition, the following Boolean simplification rules can also be formulated:
A.0=0

A.1=A

A+0=A

A+1= 1

Fig. 4.20: Boolean logical gates and probability calculation.
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The probabilities that the outgoing event is true can now be calculated using the
following formulae:

AND gate: P A and Bð Þ = P Að Þ . P Bð Þ
OR gate independent eventsð Þ: P A or Bð Þ = P Að Þ + P Bð Þ − P Að Þ.P Bð Þ
ExclusiveOR gate: P A or Bð Þ = P Að Þ + P Bð Þ − 2.P Að Þ.P Bð Þ
Mutually exclusive OR gate: P A or Bð Þ = P Að Þ + P Bð Þ

In fault trees used for safety-related problems, usually “mutually exclusive OR gates”
are assumed. The probability calculation according to the FTA procedure is described
in a simple example in Fig. 4.20. The steps and details of the calculation are as follows:

Knowndata:Probability “P” of A to happen is:P Að Þ = 10−3, for B it is 10−2

and for C is 10−6

Calculation of the probability for event E2 (logical gate AND) leads to

P E2ð Þ=P Að Þ×P Bð Þ= 10−3 × 10−2 = 10−5.

Calculation of the probability for event E1 (logical gate OR) leads to
P E1ð Þ=P Cð Þ+P E2ð Þ= 10−6 + 10−5 = 1.1× 10−5.

Search for causes
Immediate
Necessary
Adequate

Definition of the first
intermediate events
(links by logic gates)

Are all intermediate
events bases
elements?

Start:
Final event

Search for causes of
intermediate events

Defining new
intermediate events
(links by logic gates)

No

Yes
Completing the
development of fault tree
Treatment of tree

Fig. 4.21: FTA tree building.
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The summarized tree building is depicted in Fig. 4.21, where the most important rule
to remember is that the basic events of a fault tree should be strictly independent.

An example is given in Fig. 4.22 for the main event “a train passes at red signal.”
The tree is built according to the above method, also indicating the probabilities
calculations.

FTA allows considering combinations of events that can ultimately lead to a
feared event, and indeed represents a deductive method. It allows a good fit with
the analysis of past incidents, indicating that major accidents reported result most
often from a combination of several events that alone could not cause such acci-
dents. Moreover, by estimating the event’s likelihood of occurrence leading to the
final event, it will provide criteria for determining priorities for the prevention of
potential accidents.

The FTA approach is not suitable for the risk analysis of a complete system, in-
cluding a number of adverse events that may be very large. The quantification of
FTA is extremely powerful, but is often very difficult to implement because the rate
of occurrence of basic events is often unknown. (All basic events without exception
must be quantified in order that the top event occurrence can be calculated). Seem-
ingly simple, this technique can easily lead the beginner to build a tree completely
wrong without knowing it, delivering results and analysis that are potentially dan-
gerously false.

FTAs are logic block diagrams that display the state of a system (top event) in terms of the
states of its components (basic events). An FTA is built top-down and in terms of events rather
than blocks. It uses a graphic “model” of the pathways within a system that can lead to a fore-
seeable, undesirable loss event (or a failure). The pathways interconnect contributory events
and conditions, using standard logic symbols (AND, OR, etc).

4.7.2 Event tree analysis

ETA was first used in nuclear industries around 1974 to assess risks of nuclear
power plants using light water. It uses an inductive approach to determine the con-
sequences of an undesirable event via a graphical tool [4]. The method is now stan-
dardized through the IEC 62502:2010 standard. The consequence of event follows a
series of paths to which probabilities are given. The technique can be used for qual-
itative as well as quantitative reliability and risk analysis. The required inputs are
design knowledge, accident history or similar scenarios. ETA processes by identify-
ing an accident and pivotal event, building event tree diagrams and evaluating the
risks. The output of an ETA can be summarized as mishap outcome and risk probabil-
ity, causal sources and safety requirements. The main disadvantage is that it cannot
study multiple failures on the same initiating event. Multiple ETAs require multiple
initiating events.
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The ETA method is exploratory in that it allows identifying long-term conse-
quences that may be unknown. The methodology addresses both desirable and un-
desirable consequences, as it allows for the inclusion in the analysis the responses
of safety systems (alarm, automatic shutdown, etc.) and operating staff. The initiat-
ing event itself may be accidental (failure, incident) or perfectly anticipated (e.g.,
particular operation).

The method is quantitative as it allows, provided that the likelihood of occur-
rence of the initiating event and failure rates of various safety systems are known,
calculating the occurrence of each of the final consequences, e.g., of each scenario.

2.13 10–9

4.26 10–9

0.5

5.26 10–4

2.5 10–5

5 10–4 1 10–6

1 10–7
5 10–6 3 10–6

8.1 10–6

2 10–61 10–6

5 10–6

1 10–3

2.5 10–2

2 10–25 10–3

Train passes at red
signal

Train does not stop
at red signal

Train driver did not
see that the signal
is red

Speed too fast, not
adapted to reduced
visibility

Reduced visibility

No Signum
installed

Signum does not
stop the train

Problem with
onboard part of
Signum

M

Onboard
Signum

triggered

Train not
equipped

with
Signum

Train
driver does

not adapt train
speed to
visibility

Sun
flashing

the signal
Thick fog

Signum
removed
for main-
tenance

Signum failed

Signal is
masked

Train driver
is inattentive

Signal
is red

Fig. 4.22: Example of an FTA tree including probabilities calculations.
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The general process to build the ETA is

Select an initiating event.
Identify safety functions or system players that can influence the course of events
caused by the initiating event.
Build the tree successively considering possible responses to the different actors.
The build process stops once all the elements which, by their reaction influencing
the spread of the consequences, have been considered.
Determine the final consequence of each scenario (e.g., in terms of material, human
or environmental).
Assign a probability to each branch of the tree.
Calculate by simply multiplying the likelihood of occurrence of each scenario.
Propose adapted mitigation measures if the criticality of certain scenarios is consid-
ered too high.

The different steps are:
1. Starting and final points

– The logical development of an event tree is to answer the question “What
happens if . . .?” This leads to a tree because usually we answer, “It de-
pends: if . . . then . . . else . . .” It is this alternative that results in branches.

2. Identification of safety functions
– Safety features must be provided as barriers in response to the initiating

event. They generally aim to prevent, as far as possible, that the initiating
event is the cause of a major accident.

3. Recurrence
– Having posed an alternative, the question is repeated for each of the alter-

natives. It develops and branches up to get the consequences.
4. Representing

– Traditionally, the initial event is located at the left and the tree grows from
left to right. The upper branch of each alternative represents the desired op-
eration and the lower the undesired operation.

5. Likelihood, tree exploitation
– A quantitative aspect could be added to the event tree indicating the proba-

bilities of events taken into account. The occurrence of each alternative is
indicated in the upper branch (the other being its complement to 1).

Figure 4.23 develops an ETA tree for an originating event that is the failure of a cool-
ing system, based on the above-mentioned method.

The same tree could be represented in a more compact manner as depicted
in Fig. 4.24.

The main limitation of the event tree is that it can only consider a single initiat-
ing event and is therefore not possible to identify scenarios for multiple initiating
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Fig. 4.23: Example of an ETA tree.
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Fig. 4.23b: Example of a condensed ETA tree, same example as presented in Fig. 4.23.
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events. Furthermore, although more powerful than the FMECA approach to inte-
grate the system responses, the ETA approach makes it difficult to make a systemic
study because there is no systematic search of initiating events.

ETA is a method to examine, from an initiating event, the sequence of events
that may or not lead to a potential accident. It is thus particularly useful for study-
ing the architecture of safety resources (prevention, protection, response) that al-
ready exist or that may be considered on a site. It can be used for the analysis of
accidents after the fact. This method can be quickly cumbersome to implement. Ac-
cordingly, one must carefully define the initiating event that will be the subject of
the analysis.

ETA is an inductive failure analysis performed to determine the consequences of a single failure
for the overall system risk or reliability. It shows all possible outcomes resulting from an acci-
dental (initiating) event, taking into account whether installed safety barriers are functioning or
not, and additional events and factors.

4.7.3 Cause–consequence analysis (CCA) and bowtie, a combination
of FTA and ETA

CCA (cause–consequence analysis) is a tree-like approach for illustrating the possi-
ble outcomes arising from the logical combination of selected input events or states.
CCA was developed at RISO National Laboratories, Denmark in the 1970s, mainly to
improve the reliability of risk analysis of nuclear power plants in Scandinavian
countries.

CCA is a methodology for identifying and evaluating the sequence of events
leading and resulting from the occurrence of an initiating event. The objectives of a
CCA is to determine the development of the possible outcomes and if they will be
sufficiently controlled by the safety systems and the implemented procedures (sys-
tem design, safety barriers, organization, etc.)

Figure 4.24 illustrates an example of a CCA tree, starting from the main event of
a leakage when unloading a tank car of chlorine. In addition, correctives measures
in terms of organizational, passive, technical in prevention or protection are also
depicted. The tree representation allows not only to calculate probabilities when
necessary (FTA) but also to clearly indicates where are the problems and where cor-
rective measures should apply.

As FTA is not inductive, it cannot give an overview of a system and is limited to
studying specific aspects. Conversely, uninterested in the causes of failures, ETA is
often difficult to quantify as such and, although its inductive nature, the depth of anal-
ysis is often not sufficient to ensure a sufficiently accurate assessment of the level of
risk.
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The complementarities of these two approaches are reflected in the combined
methodology FTA/ETA = bowtie, which is one of the most rigorous and powerful
methods as presented in Fig. 4.24b. The simultaneous inductive-deductive ap-
proach allows for combining the general and the particular and has an extremely
good coverage of the considered situations.

The beginning of the procedure is identical to the ETA method. One selects the
desired initiating event to study and constructs the event tree qualitatively. All in-
termediate failure causes can be determined by constructing a fault tree that will be
linked directly to a branch of the event tree.

Quantifying the structure is performed either directly at the event tree for the
branches that are not bound to a fault tree, or via the quantification of fault trees for
the other branches.

In conclusion, although powerful, the implementation of a CCA analysis or a
bowtie can be very heavy and needs to be performed by experts. These methodolo-
gies are not systemic, as they suffer the same limitation of ETA analysis, namely
that it can consider a single initiating event at a time. This tool clearly highlights
the action of the safety barriers opposing these accident scenarios and can provide
a demonstration of enhanced risk management. For a complex system comprising
several tens, even hundreds, of specific failures (initiating events), it would be illu-
sory to perform a risk analysis of the total system by the FTA/ETA or CCA approach,
because it will represent years of work. It provides a concrete visualization of acci-
dent scenarios that could occur starting from the initial causes of the accident to
the consequences at the level of identified targets.

Cause–consequence analysis or bowtie analysis are similar techniques that combine the ability
of fault trees to show how various factors may combine to cause a hazardous event with the
ability of event trees to show the various possible outcomes. Sequences and therefore time de-
lays can be illustrated in the consequence part of the diagram. A symbolism similar to that in
fault trees is used to show logical combinations. The technique has considerable potential for
illustrating the relationships from initiating events through to end outcomes. It can be used
fairly directly for quantification, but the diagrams can become extremely unwieldy.

4.8 The risk matrix

The “risk assessment decision matrix,” often shortened to “the risk matrix,” is a
systematic approach for estimating and evaluating risks. This tool can be employed
to measure and categorize risks on an informed judgment basis as to both probabil-
ity and consequence and as to relative importance. An example of the risk matrix is
shown in Tab. 4.15.
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Fig. 4.24b: Example of a bowtie, combination of FTA/ETA.
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Once the risks have been identified, the question of assigning consequence and
likelihood ratings must be addressed. A common, basic example of assigned ratings
by a team on a generalized basis can be found in Tab. 4.16.

The probability level F, “impossible,” makes it possible to assess residual risks
for cases in which the hazard is designed out of the system.

The rankings provide a quick and simple priority sorting method. The rankings
are then given definitions that include, e.g., definitions and recommended actions
similar to those in Tab. 4.17.

Tab. 4.15: The risk assessment decision matrix.

Severity of
consequences

Likelihood of risk

F
Impossible

E
Improbable

D
Remote

C
Occasional

B
Probable

A
Frequent

I Catastrophic
II Critical
III Marginal
IV Negligible

Source: based on Department of Defense, 2000 [27].

Tab. 4.16: Criticality and frequency rating for the risk assessment decision matrix.

Severity of consequences – ratings

Category Descriptive word Results in either

I Catastrophe – An on-site or an off-site death
– Damage and production loss greater than €750,000

II Critical – Multiple injuries
– Damage and production loss between €75,000 and €750,000

III Marginal – A single injury
– Damage and production loss between €7,500 and €75,000

IV Negligible – No injuries
– Damage and production loss less than €7,500

Hazard probability – ratings

Level Descriptive word Definition

A. Frequent Occurs more than once per year
B Probable Occurs between  and  years
C Occasional Occurs between  and  years
D Remote Occurs between  and , years
E Improbable Occurs less often than once per , years
F Impossible Physically impossible to occur

Source: based on Department of Defense, 2000 [26].
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Such a safety risk assessment methodology is especially implemented in case
of low-likelihood, high-consequence risks.

It is very important that likelihood estimates as well as consequence estimates are
very well-considered and carried out by experienced risk managers. When this has
been done, a risk is “binned” into one of the squares of the risk matrix as a function of
the level of its consequence and the level of its likelihood (occurrence probability).
How then can risks then be ranked or prioritized across the squares of the risk matrix?
To answer this question, consider, e.g., the 4 × 4 ordinal risk matrix of Fig. 4.25.

Denote an (i, j) risk event as one that has level i consequence and a level j likeli-
hood, where i, j = 1, 2, 3, 4. A common approach to prioritizing risks is to multiply
the consequence and likelihood levels that define each square and use the resultant
product to define the square’s score. Figure 4.26 displays a matrix with risk resul-
tant scores.

Risks binned into a specific square then receive that square’s score and are
ranked accordingly. Risks with higher scores have higher priority than risks with
lower scores. However, there are some disadvantages to this approach.

The first disadvantage that would possibly lead to problems is the multiplication
of ordinal numbers, which is not a permissible arithmetic operation. The second

Tab. 4.17: Definitions and recommended actions for rankings.

Ranking Description Required action

 Unacceptable Should be mitigated with technical measures or management
procedures to a risk ranking of three or less within a specified time
period such as  months.

 Undesirable Should be mitigated with technical measures or management
procedures to a risk ranking of three or less within a specified time
period such as  months.

 Acceptable with
controls

Should be verified that procedures or measures are in place.

 Acceptable No mitigation action required.

Likelihood

Consequence

4

3

2

1

1 2 3 4

1,4 2,4 3,4 4,4

1,3 2,3 3,3 4,3

1,2 2,2 3,2 4,2

1,1 2,1 3,1 4,1

Fig. 4.25: A 4 × 4 ordinal risk matrix.
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disadvantage is that a risk with a level 4 impact and a level 1 likelihood receives the
same score as a risk with a level 1 impact and a level 4 likelihood. Although these are
two very different risks, they are equally valued and tie in their scores if the multipli-
cation method is used. In industrial practice, risk managers should not lose visibility
in the presence of high-consequence risks (type II and III risks) regardless of their
likelihood. The third disadvantage is that there are numerous ties in the scores of
Fig. 4.26, and, in view of the problem just discussed, the question should be posed
whether risks that tie in their scores, should be equally valued, especially when these
ties occur in very different consequence-likelihood regions of the risk matrix. Hence,
how to solve these problems?

As Garvey [28] indicates, one way is to first examine the risk attitude of the risk
management team. Is the team consequence-averse or likelihood-averse? A strictly
impact-averse team is not willing to trade-off consequence for likelihood. For such a
team, low-likelihood high-consequence risks should be ranked high enough so that
they remain visible to management. But how can risk prioritizations be assigned in
this regard? The following presents an approach to address these considerations.

Likelihood

Consequence

4

3

2

1

1 2 3 4

4 8 12 16

3 6 9 12

2 4 6 8

1 2 3 4
Fig. 4.26: A 4 × 4 ordinal risk matrix with risk
resultant scores based on multiplication.

Likelihood

Consequence

4

3

2

1

1 2 3 4

13 9 5 1

14 10 6 2

15 11 7 3

16 12 8 4
Fig. 4.27: A strictly consequence-averse risk
matrix.
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To start, the ordinal risk matrix should be redefined in a way that prioritizes
risks along a strictly consequence-averse track. Figure 4.27 shows a matrix where
this has been carried out.

Each square is scored in order of consequence, criticality by the risk manage-
ment team. The lower the score, the higher the priority. Risks categorized in the
right-upper corner of the matrix have the highest priority and have a score of 1. Note
that in this risk matrix, risks with a level 4 consequence will always have higher pri-
ority than those with a level 3 and so forth. Thus, this matrix is one where risks with
the highest consequence will always fall into one of the first four squares – and into
a specific square as a function of their judged likelihood.

Now, a risk management team might want to deviate from this strictly consequence-
averse risk matrix (see also [28]). To illustrate this, imagine that the team decided
that any risk with a level 4 consequence should remain ranked in one of the first four
squares of the risk matrix (i.e. the right-most column). For all other columns, trade-
offs could be made between the bottom square of a right-hand column, and the top
square of its adjacent left column (first iteration). This is shown by the circled squares
in the risk matrix illustrated in Fig. 4.28.

Suppose that the team decides to further refine the rank-order of the squares in
the matrix. This second iteration is illustrated by circles in Fig. 4.29.

This discussion illustrates one approach for directly ranking or prioritizing risks
on the basis of their consequences and likelihood.

Finally, it is common practice to assign color bands within a risk matrix. These
bands are intended to reflect priority groups. Table 4.16 uses the matrix from Tab. 4.15
to illustrate how the matrix from Fig. 4.29 might be colored with respect to priority
groups. Thus, Tab. 4.18 is created.

Likelihood

Consequence

4

3

2

1

1 2 3 4

12 8 5 1

14 10 6 2

15 11 7 3

16 13 9 4

Fig. 4.28: First iteration of risk ranking.
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Risk ranking uses a matrix that has ranges of consequence and likelihood as the axes. The com-
bination of a consequence and likelihood range gives an estimate of risk or a risk ranking. With-
out adequate consideration of risk tolerability, a risk matrix can be developed that implies a
level of risk tolerability much higher than the organization actually desires. Risk tolerability
should thus be carefully considered by the risk management team.

4.9 Quantitative risk assessment (QRA)

Quantitative risk assessment (QRA) is a very systematic approach to calculate indi-
vidual fatality risks and societal risks from industrial facilities or parts thereof. The
generic stages for the QRA procedure for the risk assessment of hazards are
– System description – context and scope
– Hazard/threat identification
– Incident enumeration

Likelihood

Consequence

4

3

2

1

1 2 3 4

11 8 5 1

12 10 6 2

15 13 7 3

16 14 9 4

Fig. 4.29: Second iteration of risk ranking.

Tab. 4.18: The risk assessment decision matrix.

Severity of 
consequences

Probability of Hazard
F
Impossible

E
Improbable

D
Remote

C
Occasional

B
Probable

A
Frequent

I
Catastrophic
II
Critical
III
Marginal
IV
Negligible
Risk code/
actions acceptable desirable with controls

Acceptable
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– Selection; worst-case and/or credible accident scenario identification
– Consequence assessment
– Likelihood assessment
– Risk assessment
– Visualization and utilization of risk estimates

In the stage 1, the scope of the study is established. Information regarding site loca-
tions, environs, weather data, PFDs, layout drawings, operating and maintenance
procedures, technology documentations, etc. is gathered, as well as data regarding
(for example) the use, storage, processing, etc. of hazardous materials. Note that not
only information from within the study scope area, but also from outside the scope
area needs to be collected. This information is then further employed during the dif-
ferent consecutive steps of the QRA. Stage 2 identifies all possible hazards and threats
that could possibly lead to incidents and accidents. There are many possible hazard
identification techniques available, such as experience, engineering codes, check-
lists, detailed knowledge of the situation/plant/process/installation, equipment fail-
ure experience, hazard index techniques, what-if analysis, HAZOP studies, FMEA
and PHA (see also previous sections). Stage 3 of a QRA procedure comprises the iden-
tification and tabulation of all incidents, without regard to importance or initiating
event. Based on the list of incidents from the previous stage, stage 4 selects one or
more significant incidents to represent all identified incidents. Mostly, the incidents
chosen are most credible or worst-case. Hence, the credible and/or worst-case acci-
dent scenarios are selected in this stage. In industrial practice, often a large number
of scenarios (sometimes up to 1,500, depending on the scope of the study) still re-
main, out of the very large number of possible incidents. Having established the sce-
narios that need further processing, stage 5 first determines the potential for damage
or injury from specific events. CCPS [29] indicates that a single accident (e.g., rupture
of a pressurized flammable liquid tank) can have many distinct accident outcomes
(e.g., vapor cloud explosion, BLEVE, flash fire). These possible outcomes can then be
analyzed using source and dispersion models, explosion and fire models, and other
effect models, where the consequences to people and infrastructure is determined. In
stage 6, a methodology is used to estimate the frequency or probability of occurrence
of an accident. Estimates may, e.g., be obtained from historical incident and accident
data on failure frequencies or from failure sequence models such as fault trees and
event trees. Most systems require consideration of factors such as common-cause fail-
ures, human reliability and external events. Stage 7 combines the results obtained in
the previous two stages, i.e. the consequences and the likelihood of all accident out-
comes from all selected scenarios, and uses these to obtain a risk estimate for every
scenario. The risks of all selected accident scenarios are consecutively summed up to
provide an overall measure of risk. In the last stage the results are tabulated and visu-
alized using, e.g., iso-risk contours (for individual fatality risks) or FN curves (for socie-
tal risks), to be able to help decision-makers. Decisions are made either through
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relative ranking of risk reduction strategies or through comparison with specific risk
targets. The last stage obviously requires some risk acceptability criteria, or risk guide-
lines, to be elaborated in advance by the user or the authorities.

Obviously, a QRA study is not a “simple” study, and the stepwise plan ex-
plained above indicates that the aim of the study is to narrow down an initial abun-
dance of possible scenarios to an intelligently considered and justifiable number of
accident scenarios, calculate them through, and obtain a (relatively) limited num-
ber of results where one is able to make objective choices. There are some disadvan-
tages attached to this approach. The main critiques of QRA are that it is unrealistic:
it often deals with absurdly small numbers and statistics, which can often lead ob-
servers to question the validity of the approach. QRA tries to find out what circum-
stances have to happen simultaneously to lead to a serious problem, assesses
which of the circumstances has the greatest importance in the hazard, and suggest-
ing that this would be the primary focus of risk management. Another critique is
that it is not reproducible. This is because a QRA relies on the application of generic
data where no specific data is available, and largely depends on choices of the user.
The many different choices that have to be made (regarding the consequence mod-
els, scenario selection, frequency estimates, etc.) may lead to different results, even
for an identical scope/situation. This is an important drawback as the technique is
developed to provide consistent results. Compared to other techniques, the results
will be more consistent, but, as mentioned, they should still be interpreted with
caution. Furthermore, there are arguments that the results of a QRA are best used
to compare the relative safety of different systems and not look at the absolute mag-
nitude of the risk in relation to risk criteria.

Despite all the shortcomings of a QRA, and despite the obvious fact that it is
not an exact description of reality, it can be the best available tool to date to assess
the risks of complex facilities and situations where a large number of accident out-
come cases are at hand, and at the same time sophisticated models are required.

Using the cube depicted in Fig. 4.30, the QRA risk analysis technique can be
positioned in relation to other methodologies. The cube is based on three essential
parameters:
– Focus
– Complexity
– Number of incident scenarios investigated

An example of a QRA study is difficult to provide, as the technique is characterized
by a very elaborated study for several steps. Incident enumeration, scenario selec-
tion, consequence assessment/calculation and likelihood assessment/determina-
tion can all be very complicated and time-consuming studies. Moreover, different
software packages can be chosen and used to help the user carry out several re-
quired calculations of a QRA.
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QRA is a formalized specialist method used for calculating numerical individual and societal
(employee and public) risk level values for comparing risks, or for comparison with regulatory
risk criteria (e.g. in case of land-use planning). To do a QRA, the value of the potential losses
needs to be determined. Then the probability of the occurrence of the risk failure needs to be
estimated. Finally, the (annual) loss expectancy is calculated.

4.10 Layer of protection analysis (LOPA)

Layer of protection analysis (LOPA) is an analytical procedure that looks at the safe-
guards to see if the protection provided is adequate for every known risk. It shows
whether additional controls or shutdown system(s) are required, by comparing the
risks with and without these additional elements, against a set of predetermined
criteria [30]. LOPA basically answers three questions:
1. How safe is safe enough?
2. How many layers of protection are needed?
3. How much risk reduction does every layer of protection realize?

Number of incident scenarios
investigated

Generalized

Small Medium

Complexity of the study

Focus of the study

Limited

Qualitative

Semi-quantitative

Quantitative

QRA

Detailed

High

Fig. 4.30: Positioning of QRA relative to other risk analysis techniques.
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If a LOPA is carried out effectively, an accident scenario screened and assessed by
the technique should not be able to lead to an accident.

The objective of LOPA is thus to determine if there are sufficient layers of protec-
tion against a certain accident scenario, and thus to answer the question whether a
risk can be accepted or tolerated. Despite the fact that often many layers of protection
exist to prevent accident scenarios, no layer is perfectly effective (e.g., the Swiss cheese
model by Reason and the holes in the cheese), and therefore accidents still may occur.

By using order of magnitude categories for initiating event frequency, conse-
quence severity and the likelihood of failure of independent protection layers, the
risk of a well-defined accident scenario is determined. Hence, LOPA is not a fully
quantitative risk assessment approach, but is rather a simplified method for assess-
ing the value of protection layers for a certain accident scenario; by assessing the
risks dependent on various protection layers, LOPA assists in deciding between al-
ternative choices for risk mitigation [31]. The typical layers of protection that can be
used in LOPA are depicted in Chapter 3.

An accident scenario is typically identified during a qualitative hazard evalua-
tion, management of change evaluation, or design review. LOPA is limited to eval-
uating single cause–consequence pairs as a scenario and provides an order of
magnitude approximation of the risk of any scenario. Once a scenario is determined,
the risk analyst can use LOPA to establish which controls (often called “safeguards”)
meet the definition of IPLs, and then estimate the scenario order of magnitude risk. In
LOPA, the scenario that is chosen is usually the worst-case one.

In many LOPA applications, the risk manager has to identify all scenarios:
cause–consequence pairs, exceeding a certain predetermined tolerance of risk. In
other applications, the risk manager chooses the scenario that likely represents the
highest risk from many similar scenarios. As already mentioned, LOPA typically
starts with a list of possible scenarios determined by qualitative risk analyses. The
further stages of the technique are:
– Identify the consequence to screen the scenario.
– Select an accident scenario.
– Identify the initiating event of the scenario and establish the initiating event’s

frequency (events per year).
– Identify the IPLs and estimate the probability of failure on demand of each IPL.
– Estimate the risk of a scenario by mathematically combining the consequence,

initiating event and IPL data.

In stage 1, the outcome/impact/magnitude of the consequence of a scenario (pro-
vided by, e.g., a HAZOP study) is estimated and evaluated. Different possible out-
comes can be taken into account from an initiating event (e.g., a release): e.g., the
impact to people, the environment and production. Stage 2 is concerned with choos-
ing one scenario that can be represented by a single cause–consequence pair. Each
scenario consists of the following elements: (i) an initiating event that initiates the
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chain of events; (ii) a consequence that results if the chain of events continues without
interruption; (iii) enabling events or conditions that have to occur or be present before
the initiating event can result in a consequence; (iv) the failure of safeguards (note that
not all safeguards are IPLs, but all IPLs are safeguards!). Scenarios may also include
probabilities of a different kind (ignition probability of flammable materials, probability
that a fatal injury will result from exposure of effects of fire, explosion, etc.). In stage 3,
a frequency has to be estimated where information and casuistic may be insufficient.
Therefore, companies and sometimes authorities provide guidance on estimating the
frequency to achieve consistency in LOPA results. Stage 4 forms the heart of the LOPA
method. Here, the existing safeguards that meet the requirements of IPLs for a given
scenario need to be recognized. Some accident scenarios will require only one IPL,
while other accident scenarios may require many IPLs, or IPLs of very low or high
PFDs, to achieve a tolerable risk for the scenario. In the final and fifth stage, the sce-
nario risk is calculated. This may be carried out by different approaches. Regardless of
the formulae and graphical methods available to do so, companies usually have a stan-
dard form for documenting the results.

Figure 4.31 illustrates the use of IPLs in a LOPA scenario. One of the main charac-
teristics of any IPL is its reliability, which is expressed by its PFD. As indicated in
Chapter 3, the PFD is dimensionless, and may vary between 10−1 (weak protection)
to 10−5 (very strong protection). Mostly, a value of 10−3 is considered as a strong pro-
tection. A value of PFD equal to 1 indicates that the layer of protection does not con-
tribute to the LOPA scenario.

In the illustrative example of Fig. 4.31 (where every IPL is characterized by a
PFD equal to 0.1), the probability that the initiating event eventually leads to the
cause–consequence pair envisioned, that is, the probability that the scenario takes
place, is estimated at 0.0001 or 10−4.

PFD  0.1= PFD  0.1

PFD  0.1 PFD  0.1

Initiating
event IPL1 Cause IPL2 LOC

IPL3 IPL4 Conse-
quence
Conse-
quence

Conditional
modifier

=

==

Fig. 4.31: Use of IPLs in a LOPA scenario.
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In summary, a LOPA analysis is aimed at assessing the efficiency (or the lack
thereof) of safety and protection measures to prevent accident scenarios. It allows for
comparing a variety of technical, organizational and other protective measures. The
measure leading to the highest risk reduction level can be determined for any single
cause–consequence pair where sufficient information is available or retrievable.

LOPA is an analytical procedure that looks at the safeguards to see if the protection provided is
adequate for every known risk. It is a powerful analytical tool for assessing the adequacy of
protection layers used to mitigate process risk. LOPA builds upon well-known process hazards
analysis techniques, applying semi-quantitative measures to the evaluation of the frequency of
potential incidents and the probability of failure of the protection layers.

4.11 Bayesian networks (BNs)

From the 1960s on, when the first risk assessment techniques have been conceptual-
ized, the application and implementation of such methods have proven very important
for continuously improving safety in all industrial sectors and all over the world. In-
deed, despite the fact that they do not provide an exact description of reality, FMEA,
FTA, QRA or LOPA, for instance, all well-known and state-of-the-art risk analysis tech-
niques, proved to be effective predictive tools in the past decades to assess many risks
related to industrial processes, and make a difference with respect to safety.

Nonetheless, such methods keep being static, and thus they do only provide a
snapshot of a proxy of the risk picture of any scope they are used for, every three
years or so (whatever the frequency is with which the risk analysis technique is
reused). Meanwhile, we all know that an organizational environment, a workplace, is
very dynamic: things (work processes, storage activities, transport tasks, humans,
critical assets, etc.) change all the time, and so do the risks. In these times, with so-
cial media, Internet of Things, real-time information based on sensor data, big data,
etc., the proxy of the risk picture can, and should, be more timely, more updated all
the time, more dynamic. Therefore, techniques such as Bayesian Networks (BNs) can
be used. Probabilities of scenarios can be updated relatively easy with new “evi-
dence” that comes available. This section explains how a BN works.

A Bayesian network is a network composed of nodes and arcs, where the nodes
represent variables and the arcs represent causal or influential relationships be-
tween the variables. Hence, a BN can be viewed as an approach used to have an
overview of relationships between causes and effects of a system. In addition, each
node/variable has an associated conditional probability table (CPT). Thus, BNs can
be defined as directed acyclic graphs, in which the nodes represent variables, arcs
signify direct causal relationships between the linked nodes, and the CPTs assigned
to the nodes specify how strongly the linked nodes influence each other [32]. The key
feature of BNs is that they enable us to model and reason about uncertainty [33].
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The nodes without any arc directed into them are called “root nodes,” and they
are characterized with marginal (or unconditional) prior probabilities. All other
nodes are intermediate nodes, and each one is assigned a CPT. Among intermediate
nodes, the nodes with arcs directed into them are called “child nodes” and the
nodes with arcs directed from them are called “parent nodes.” Each child has an
associated CPT, given all combinations of the states of its parent nodes. Nodes with-
out any child are called “leaf nodes.”

As an illustrative example and to keep it as simple as possible, we assume, in
Fig. 4.32, that the variables are discrete; hence, they are either “true” or “false.”
Of course, in industrial practice, some variables such as “No water available from
source X” could be continuous on a scale from zero to a certain possible maximum
flow of water.

Figure 4.32 illustrates that a technical failure of the fire hose F can cause Fire-
man A not to be able to extinguish the fire. Also, water not being available from
source X may cause (or influence) both Fireman A and Fireman B to not be able to
extinguish the fire. In this example, no water available from source X does not
imply that Fireman B will definitely not be able to extinguish the fire, as he may tap
water from a different source – e.g., source Y – but there is an increased probability
that he will not be able to extinguish the fire. The CPT for the node/variable “Fire-
man B cannot extinguish fire” holds this information, providing the conditional
probability of each possible outcome given each combination of outcomes for its
parent nodes. Figure 4.33 shows a CPT for “Fireman B cannot extinguish fire.”

Figure 4.33 illustrates that, e.g., the probability that Fireman B cannot extinguish the
fire, given that there is water available from source X, is 0.1. Obviously, the CPTs for
the root nodes are very simple (they have no parents), and we only have to assign a
probability to the two states “true” and “false” (see Fig. 4.34). On the contrary, the CPT
for Fireman A is more complicated as this node has two parents, leading to four combi-
nations of parent states (see Fig. 4.35).

The probabilities that have to be assigned to the different states of the variables
can be determined in different ways. One way is to use historic data and statistical

No water
available from
source X

Technical
malfunction of
fire hose F

Fireman A
cannot
extinguish fire

Fireman B
cannot
extinguish fire

Fig. 4.32: Illustrative example of a Bayesian
network.
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information (observed frequencies for example) to calculate the probabilities. Another
way, especially when no or insufficient statistical information is available, is to use
expert opinion. Hence, both probabilities based on objective data and subjective prob-
abilities can be used in BN.

Fireman B
cannot
extinguish fire

No water
available from
source X

True False

True 0.8 0.1

False 0.2 0.9

Fig. 4.33: CPT for “Fireman B cannot extinguish fire.”

No water
available from
source X

True 0.1

False 0.9

Technical
malfunction
of fire hose F

True 0.4

False 0.6

Fig. 4.34: CPTs for “Technical malfunction of fire
hose F” and “No water available from source X.”

Fireman A
cannot
extinguish fire

Technical
malfunction
of fire hose F

No water
available from
source X

True False

True False True False

True 0.8 0.6 0.6 0.3

False 0.2 0.4 0.4 0.7

Fig. 4.35: CPT for “Fireman A cannot extinguish fire.”
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BN are based on Bayes’ Theorem and Bayes theory to update initial beliefs or
prior probabilities of events using data observed from the event studied. Bayes’ The-
orem can be expressed as follows:

PðEvent, infoÞ= PðEvent ·Pðinfo jEventÞ
PðinfoÞ

In this equation, P(Event) is the prior probability of an event, P(Info | Event) is the
likelihood function of the event, P(info) is the probability of info/data observed
(commonly called as evidence) and P(Event | Info) is the posterior probability of the
event. Hence, we start with a prior probability of the event, but we are interested in
knowing what the posterior probability of the event is, given the evidence “info.”
This can be done using Bayes’ Theorem.

Let us apply this theorem to our example. Assume that we find out that Fireman
B is indeed not able to extinguish the fire. Then, intuitively, we feel that the probabil-
ity of water not being available from source X, must have increased from its prior
value of 0.1 (see Fig. 4.34). But by how much? Bayes’ Theorem provides the answer.
We know, e.g., from the CPT that P(Fireman B cannot extinguish fire | no water avail-
able for source X) = 0.8 and that P(no water available from source X) = 0.1. So the nu-
merator in Bayes’ Theorem is 0.08. The denominator, P(Fireman B cannot extinguish
fire), is the marginal (or “unconditional,” as already mentioned) probability that Fire-
man B is not able to extinguish the fire: it is the probability that Fireman B cannot
extinguish the fire when we do not know any specific information about all variables
or events that influence it (in the case of our example, the availability of water from
source X). Although this value cannot be directly determined, it can be calculated
using probability theory, and equals 0.17. Hence, substituting this value in Bayes’
Theorem, we obtain:

P no water available for source X j Fireman B cannot extinguish fireð Þ
= 0.08=0.17 = 0.471

Therefore, the observation of the Fireman B not being able to extinguish the fire,
significantly increases the probability that there is no water available from source
X: from 0.1 to 0.471. In a similar way, we are able to use the information to calculate
the revised belief of Fireman A not being able to extinguish the fire. Once we know
that Fireman B is not able to extinguish the fire, the prior probability of 0.446 (for
Fireman A not being able to extinguish the fire) increases to 0.542. In fact, the cal-
culations (which can be quite cumbersome), are done automatically in any BN tool.

Updating the probabilities with evidence and new information is called “propa-
gation.” Any number of observations can be input anywhere in a Bayesian network,
and propagation can be employed to update the marginal probabilities of all the
unobserved variables.

As Fenton and Neil [33] explain, Bayesian networks offer several important ben-
efits when compared with other available techniques. In BN, causal factors are

178 4 Risk diagnostic and analysis

 EBSCOhost - printed on 2/13/2023 1:34 AM via . All use subject to https://www.ebsco.com/terms-of-use



explicitly modeled. In contrast, in regression models historical data alone are used
to produce equations relating dependent and independent variables. No expert
judgment is used when insufficient information is available, and no causal explain-
ing is carried out. Similarly, regression models cannot accommodate the impact of
future changes. In short, classical statistics (e.g., regression models) are often good
for describing the past, but poor for predicting the future. A BN will update the
probability distributions for every unknown variable whenever an observation or
evidence is entered into any node. Such technique of revised probability distribu-
tions for the cause nodes as well as for the effect nodes is not possible in any other
approach. Moreover, predictions are made with incomplete data. If no observation
is entered then the model simply assumes the prior distribution. Another advantage
is that all types of evidence can be used: objective data as well as subjective beliefs.

This range of benefits, together with the explicit quantification of uncertainty
and ability to communicate arguments easily and effectively, makes BNs a powerful
solution for all types of risk assessment.

Where as the essential BN is static, in many real-world problems, the changes
in values of uncertain variables need to be modeled over successive time intervals.
Dynamic Bayesian Networks (DBN) extends static BN algorithms to support such
modeling and inference. Hence, temporal behavior can be captured by DBNs, and
the necessary propagation is carried out on compact (rather than expanded, un-
manageable and computationally inefficient static) models.

The scenario in a risk analysis can be defined as the propagating feature of a specific initiating
event which can go to a wide range of undesirable consequences. If we take various scenarios
into consideration, the risk analysis becomes more complex than it does without them. Bayes-
ian networks allow for considering the effects of predictions by incorporating knowledge with
data to develop and use causal models of risk that provide powerful insights and better deci-
sion-making.

4.12 Functional resonance analysis method (FRAM)

Since two decades, safety scientists are looking for ways how performance shaping
factors or performance conditions could “force” people to fail. Insights in “unsaf-
ety,” how things go wrong, changed from inherent human “error mechanisms” and
behavioral safety more toward workers being a product of working conditions and
work pressures. Although this change for a while enabled people to understand ac-
cidents of a more complex nature, it still fell short in a number of situations. This
led to the recognition, strongly supported by resilience engineering, that failures
and successes have the same source, and that they metaphorically speaking are
two sides of the same coin.
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The Functional Resonance Analysis Method or FRAM [34] provides a way to de-
scribe outcomes using the idea of resonance arising from the variability of everyday
performance. To arrive at a description of functional variability and resonance, and
to lead to recommendations for damping unwanted variability, a FRAM analysis
consists of four steps:
(i) Identify and describe essential system functions, and characterize each function

using the six basic characteristics (aspects). The following aspects are used by
FRAM: input, output, precondition, resource, control, time. In the first version,
only use and describe the aspects that are necessary or relevant. The description
can always be modified later. Functions are represented by hexagons.

(ii) Check the completeness/consistency of the model.
(iii) Characterize the potential variability of the functions in the FRAM model, a

well as the possible actual variability of the functions in one or more instances
of the model.

(iv) Define the functional resonance based on dependencies/couplings among
functions and the potential for functional variability, thereby modeling by
using hexagons.

(v) Identify ways to monitor the development of resonance either to dampen vari-
ability that may lead to unwanted outcomes or to amplify variability that may
lead to wanted outcomes.

Remark that FRAM is a method to analyze how work activities take place either ret-
rospectively or prospectively. This is done by analyzing work activities in order to
produce a model or representation of how work is done. This model can then be
used for specific types of analysis, whether to determine how something went
wrong, to look for possible bottlenecks or hazards, to check the feasibility of pro-
posed solutions or interventions, or simply to understand how an activity (or a ser-
vice) takes place. The FRAM is a method for modeling nontrivial sociotechnical
systems. In this sense, the technique should not be regarded as a typical risk assess-
ment method or an accident analysis method. Nonetheless, the model produced by
a FRAM analysis can serve as the basis for a risk analysis or an event investigation.

4.13 Tips for using risk diagnostic tools

Managing projects, situations, processes, equipment or things you are doing with-
out addressing the fundamental risks that threaten them can be disastrous. There
are many risk analysis methodologies available. None of them are universal and a
careful selection should be made depending on the purpose, the data, the maturity
of the process, the internal expertise and the object of the study. These techniques
are a process for identifying and analyzing scenarios, which can be seen as undesir-
able events or results of a process, and determining whether the risks (calculated
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by using a formula that the risk analysis technique user agrees with) are acceptable.
If risks are unacceptable, the process may include recommendations and assess-
ments of risk control measures. The methodology may include the following steps:
– Description of activity or process
– Hazard identification (plus categorization in type I/type II risk)
– Accident and Incident Scenario generation (sometimes the worst-case scenario

is a conservative option, other options are for instance most probable case sce-
nario or worst credible case scenario)

– Likelihood of occurrence or frequency estimation
– Consequence or impact estimation
– Risk evaluation

Further steps may include the implementation, the generation of risk control meas-
ures and a repeat of the steps to evaluate the new risk resulting from implementa-
tion of the measures suggested by the analysis.

4.14 Conclusion

The field of risk analysis has assumed increasing importance in recent years given
the concern by both the public and private sectors in safety, health, security and
environmental problems. The approaches to risk assessment normally center on
identifying a risk, and then assessing the extent to which the risk would be a prob-
lem (the severity of the risk), and by calculating how likely it is that the risk would
occur (the probability). Following this, attempts are made to mitigate the risk (ide-
ally eliminate the source or take measures to reduce the likelihood of it happening).
Where the possibility of the risk occurring can be reduced no further, steps should
be taken to monitor the risk (detection), preferably as an early warning, so that ac-
tion can be taken.

Several risk analysis techniques were presented in this chapter. Qualitative meth-
odologies, though lacking the ability to account the dependencies between events, are
effective in identifying potential hazards and failures within the system. The tree-based
techniques addressed this deficiency by taking into consideration the dependencies be-
tween each event. The probabilities of occurrence of the undesired event can also be
quantified with the availability of operational data. Methods such as QRAs and Bayes-
ian Networks use quantitative data to make as accurate predictions as possible.

There is no universal risk analysis method. Each situation analyzed will require
the adequate method, being only descriptive, qualitative, semiqualitative, semiquanti-
tative, quantitative or predictive, as well as the static and dynamic one or the analytic
and systemic one. Successful risk analyses require scientists and engineers to under-
take assessments to characterize the nature and uncertainties surrounding a particular
risk. It is up to the team performing the risk analysis to use the correct tool, in a similar
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way as a carpenter would not use a screwdriver to hammer a nail even if he will suc-
ceed eventually.

Regardless of the prevention techniques employed, possible threats that could
arise inside or outside the organization need to be assessed. Although the exact na-
ture of potential disasters or their resulting consequences are difficult to determine,
it is beneficial to perform a comprehensive risk assessment of all threats that can
realistically occur at – and to – the organization.

We underlined that in undertaking risk assessments, it is important to attempt
risk mitigation and to attempt to lower the risk until the risk can be lowered no fur-
ther. This involves identifying actions to reduce the probability of an event and to
reduce its severity. When this can be taken no further, the focus should move to-
ward providing a more reliable detection method designed to initiate a reliable re-
sponse to a risk event. A further important consideration is that risk-assuming
actions should be periodically reassessed.
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5 Risk treatment/reduction

5.1 Introduction

Risk treatment encompasses all strategies, whose goal is to limit risks and damages
related to a specific domain. Risk reduction is the promotion of health and assets. It
is empowerment, and is quoted in a Canadian concept as follows: “Its role is to give
the community the means to assume its destiny” [1].

Techniques of treatment, control and risk reduction aim to minimize the likeli-
hood of occurrence of an unwanted event (taking into account the exposure to risks
leading to the event) and the severity of potential losses as a result of the event or
to make the likelihood or outcome more predictable. Some examples are as follows:
– Substitution: replacing substances and procedures with less hazardous ones, by

improving construction work, etc.
– Elimination of risk exposure: consisting of not creating or of completely elimi-

nating the condition that could give rise to the exposure.
– Prevention: combining techniques to reduce the likelihood/frequency of poten-

tial losses. Observation and analysis of past accidental events enable the im-
provement and intensification of prevention measures.

– Reduction/mitigation: assessing techniques to reduce the severity of accidental
losses when an accident occurs.

– Measures applied before the occurrence of the event (often also have an effect
on the likelihood/frequency).

– Measures applied after the occurrence of the event (often aim to accelerate and
enhance the effectiveness of the rescue).

– Segregation: summarizing the techniques that are to minimize the overlapping
of losses from a single event. It may imply very high costs.
– Segregation by separation of high-risk units.
– Segregation by duplication of high-risk units.

Another option is so-called transfer, i.e., risk transfer by
– Contractual transfer of the risk financing, essentially insurance.
– Risk financing by retention (auto financing) and financial planning of potential

losses by your own resources.
– Alternative risk: the alternative risk transfer solutions comprise both elements

of auto financing and contractual transfer and so cannot be classified in any of
the above categories.

In summary, to discuss a systematic categorization of the risk treatment options,
there are several ways to deal with risks:
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– Risk acceptance, comprising (i) risk transfer and (ii) risk retention
– Risk reduction, comprising (i) risk control and (ii) risk avoidance

Risk ownership increases from “acceptance” toward “reduction,” and more specifi-
cally from low to high ownership of the risk, the risk treatment options can be or-
dered as follows: transfer → retention → control → avoidance.

Risk avoidance and risk control can be achieved in an optimal way by inherent
safety or design-based safety. There are five principles of design-based safety. The
possible implementation of these five principles is explained for the case of the
chemical industry, as illustrated in Fig. 5.1.

Highly hazar-
dous processes,
activities, sub-
stances, etc.

Highly hazardous processes,
activities, substances, etc.,
but more intensified

Principle 1: Intensification

Highly hazar-
dous processes,
activities, sub-
stances, etc.

Less hazardous
processes,
activities, sub-
stances, etc.

Principle 2: Substitution

Less compli-
cated processes,
activities, sub-
stances, etc.

Principle 5: Simplification

Highly hazar-
dous processes,
activities, sub-
stances, etc.

Principle 3: Attenuation by moderation

Less hazardous
processes,
activities, sub-
stances, etc.

Highly hazar-
dous processes,
activities, sub-
stances, etc., but
more intensified

Highly hazar-
dous processes,
activities, sub-
stances, etc.

Principle 4: Attenuation by limitation of effects
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processes, activities,
substances, etc., but
the consequences
have been limited

Highly
complicated
processes,
activities,

substances,
etc.

Fig. 5.1: Five principles of design-based safety implemented in the chemical industry
(source: based on [2, 3]).
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The simplified model of events describes the nondesired event in a concise
way. It is composed of distinct parts, of which the succession leads to the event as
illustrated in Fig. 5.2.

To physically model an accidental pathway, we must have a sequence starting
from a potential energy and a process using this potential energy. Then an incident
may happen as an escape of this energy in an uncontrolled flux and direction. If this
escape of energy reaches a vulnerable resource (hazardous phenomenon), an acci-
dent happens. In the end, the vulnerable resource suffers from damage or injury.

Potential energy can be
– Physical: mechanical, electrical, thermal, radiations (ionizing or not), pres-

sure, etc.
– Chemical: reactivity, activity, corrosivity, flammability, etc.
– Physicochemical: phase change (volatility), division state (granulometry), etc.
– Physiological: sensitization, irritation, skin penetration, toxicity, etc.
– Biological: potential pathogen, mutagen, etc.

Risks are estimated according to the two criteria: the probability of the unwanted
event and the severity of the consequences of the unwanted event. Employers have
a responsibility to take adequate prevention and/or protection and mitigation meas-
ures to avoid these accidents and/or to decrease their consequences.

1. Energy
potential

4. Hazardous
phenomenon2. Process

5. Accident

3. Incident

Aptitude for action,
represented as a
potential energy  “it can= ”

Escape of energy (uncontrolled
flux and direction)

Controlled flow of energy
(flow and direction) to
obtain a desirable effect

Fugitive energy may
reach a vulnerable
resource

The vulnerable resource
suffers injury

Fig. 5.2: Physical modeling of unwanted events.
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Different safety measures are used to mitigate risks [4]:
– Disincentives for avoiding the implementation of potential threats.
– Preventive measures inhibiting a threat realization (they act on causes and re-

duce the probability of occurrence).
– Protective (and mitigation) measures limiting the impact of a threat by reducing

the direct consequences (they act on consequences without taking into account
the occurrence).

– Remedial actions limiting the consequences of the threat implementation and
indirect consequences.

– Recovery measures aiming to recover damages by transferring the risk (e.g., in-
surance) to limit final losses.

Risk reduction aims to influence the occurrence of a hazard and/or its consequences.
The two dimensions of vulnerability (occurrence and severity) are used to character-
ize the instruments and actions:
– Preventive instruments

– They aim to reduce the likelihood of occurrence of a disaster.
– They act on the causes and reduce the probability of occurrence.

– Protective/mitigation instruments
– They aim to limit the consequences of a disaster.
– They act on the consequences without taking into account the occurrence.

The goal of all reduction methods is summarized in Fig. 5.3, where we can observe
that risks that are considered unacceptable (with the visual help of the risk matrix,
see Section 4.8) have to be brought down to an acceptable or at least tolerable
level. Four areas can be focused upon
– When severity and occurrence are low, then we should concentrate on periodi-

cally reviewing the situation in order to keep this low level of risk.
– When severity is low and occurrence is high, good housekeeping is necessary.
– When severity is high and occurrence is low, contingency plans should be

adopted.
– When both severity and occurrence are high, then we should manage actively

the risk in order to bring it to a safer level.

We note in the middle zone of the matrix a diagonal intermediate region between the
unacceptable zone (needing immediate action) and the acceptable zone. Below the ac-
ceptable zone, there is the negligible zone. The middle zone – the “tolerable zone” –
is the one where the ALARA (“as low as reasonably achievable”) principle occurs
(meaning that either we have to prepare for mitigation measures or we have to tolerate
the risk knowingly). ALARA means making every reasonable effort to decrease vulner-
abilities in order that the residual risk shall be as low as reasonably achievable or
practicable (in the latter case, the principle is called “ALARP,” see Section 3.5.2 on
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societal risk). This concept was published in the UK in 1974, in the Health and Safety
at Work, etc. Act [5]. Type II risks can be situated in the unacceptable risk zone as well
as in a part of the ALARA zone (the upper part). Another part of the ALARA zone
(the lower part) together with the acceptable zone is the region where type I risks
are located.

In principle, the ALARA risk problems are decision problems and require a
choice among alternative options. Investing in one safety improvement option im-
plicitly means that another safety investment option cannot be chosen since budg-
ets are not infinite. This is where microeconomics come into play and can be used
to provide economic-based information as an input for the decision-making pro-
cess. The “most attractive” or “most acceptable” option has to be determined.
Strictly speaking, one does not simply “accept risks.” One seeks for accepting in-
vestment options that entail some level of risk, related to a variety of still possible
accident scenarios (after implementation of the option) as well as option-related
avoided accident scenarios. One of the options can be “do nothing,” obviously. The
attractiveness of a safety/risk reduction investment option depends upon its full set
of relevant positive and negative consequences.

The decision-making process for the options is inherently situation specific:
there are no universally acceptable options (or risks, costs or benefits). The choice of
an option (and it associated risks, costs and benefits) depends on the set of options,
consequences, likelihoods, values and facts examined in the decision-making pro-
cess, and in different circumstances, different options, values and information may
be relevant. Moreover, over time, any of a number of changes could lead to a change
in the relative attractiveness of any given option: errors in the analysis may be dis-
covered, new safety devices may be invented, values may change, additional infor-
mation may come to light and so forth. Even in the same situation and at a single
time, different people with different values, beliefs, objectives, or decision methods
might disagree on which option is best. In brief, “absolute acceptability,” however
tempting the concept is, does not exist [6].

The risk reduction process can be described by 10 successive steps:
1. Build a multidisciplinary team that includes specialists in different subjects

and sectors, users and a moderator. Sometimes a contribution from someone
“innocent” (with no or limited experience) is desired. He/she asks questions no
one else would think of.

2. Identify and define the risks to be reduced (hazard source, situation, require-
ments, etc.)

3. Analyze the process and operating procedures (description, interaction, objec-
tives, need, constraints, etc.)

4. Generate ideas by brainstorming (a priori, all ideas are good). The multidisci-
plinary nature of the team reveals its importance. It is crucial not to discrimi-
nate against ideas at this stage, and it is the moderator’s role to guarantee this.

5.1 Introduction 189

 EBSCOhost - printed on 2/13/2023 1:34 AM via . All use subject to https://www.ebsco.com/terms-of-use



From this step will come an accepted solution, and discriminating against it too
early would be prejudice, especially without selection criteria.

5. Establish criteria to support the evaluation of the suggestions and ideas, deci-
sion help and a referential for the different group members.

6. Evaluate all alternatives [costs (direct and indirect), risk reduction, feasibility,
collateral effects, acceptation, opportunity, new hazard apparition, etc.]

7. Retain risk reduction alternatives based on criteria.
8. Implement the decided modification (definition of the person in charge, sched-

ule and deadlines and which necessary means and resources).
9. Information and training – this step is often forgotten but is crucial. Communi-

cation and training is an inevitable need in order for the users to accept and
use corrective or improvement measures during a process or activity change.
Without communication and training, the will or acceptance of the people who
are concerned by the result cannot be guaranteed.

10. Control – it is indispensable to evaluate the new situation, evaluate the new
hazards and risks that have appeared during the implementation of the
measures, check the acceptance of the measure by the users and validate the
project.

Risk reduction encompasses all strategies whose goal is to limit the risks and damages related
to a specific domain. Risk reduction is the promotion of health and assets. It is an integral part
of the risk management process of identifying, assessing, and controlling risks arising from op-
erational factors and making decisions that balance risk cost with mission benefits.
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Fig. 5.3: The effect of risk reduction is represented in the risk matrix.
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5.2 Prevention

Prevention is an attitude and/or a series of measures to be taken to avoid the degra-
dation of a certain situation (social, environmental, economical, technological, etc.)
or to prevent accidents, epidemics or illnesses. It has the following characteristics:
– Prevention limits risk with measures aiming to prevent it by eliminating or de-

creasing the occurrence probability of a hazardous phenomenon. It can be with-
out effect on the severity of potential disasters.

– Preventive measures act upon the causality chain that leads to a loss (a break at
a given chain location), e.g., the prohibition of smoking in a room containing
flammable materials.

– The effective prevention measures must be based on careful analysis of the oc-
curring causes.

Prevention measures imply
– Organizing actions for preventing professional risks, information and training
– Implementing an organization with adapted means
– Taking into account changes that are likely to happen (new products, new work

rhythms, etc.)
– The improvement of existing situations

The nine principles of prevention include
1. Avoid risks: remove the hazard or the exposure to it.
2. Assess risks that cannot be avoided: assess their nature and importance, iden-

tify actions to ensure safety and guarantee the health of workers.
3. Fight risks at the source: integrate prevention as early as possible, from the de-

sign of processes, equipment, procedures and workplaces.
4. Adapt work to man: design positions and choose equipment, methods of work

and production to reduce the effects of work on health.
5. Consider the state of technological developments: implement preventive meas-

ures in line with technical and organizational developments.
6. Replace the hazardous by what is less hazardous: avoid the use of harmful pro-

cesses or products when the same result can be obtained by a method with
fewer hazards.

7. Plan prevention integrated in a coherent package: (i) technique, (ii) work orga-
nization, (iii) working conditions, (iv) social relations and (v) environment.

8. Take collective protection measures and give them priority over individual pro-
tective measures: use of personal protective equipment (PPE) only to supple-
ment collective protection or their defaults.

9. Give appropriate instructions to employees: provide them the necessary ele-
ments for understanding the risks and thus involve them in the preventive
approach.
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Preventive measures are developed, taking into account the additional costs gener-
ated over the risk. They constitute the prevention plan.

5.2.1 Seveso Directive as prevention means for chemical plants

After the emotion induced by the release of dioxin in Seveso, Italy, in 1976, Euro-
pean member states introduced a directive on the control of major accident hazards
involving dangerous substances. On June 24, 1982, the Seveso Directive asked the
member states and enterprises to identify the risks associated with industrial activi-
ties and the necessary measures to face them. The Seveso Directive was modified
several times, and its field of action was progressively enlarged, specifically after
the Schweizerhalle (Basel, Switzerland) accident in 1986.

The framework of this action is from then on the 96/82/CE Directive, also called
the Seveso II Directive, regarding the control of hazards linked to major accidents in-
volving hazardous substances. Amendments (2003/105/CE), which modified the 96/
82/CE (Seveso II) Directive, were published in the official EU journal on December 31,
2003 [7]. The new directive strengthened the concept of major disaster prevention by
requiring a company to include the implementation of a management system and or-
ganization (or safety system management) proportionate to the risks inherent to the
plant. In 2010, the European Commission adopted a proposal for a new directive on
the control of major accident hazards involving dangerous substances that replaced
Seveso II, including the global harmonized system for chemicals (GHS). Meanwhile,
the Seveso III European Directive (2012/18/EU) [8] has been published, introducing
the GHS for the classification of hazardous substances. The Directive applies to more
than 12,000 industrial establishments in the European Union (EU), where dangerous
substances are used or stored in large quantities, mainly in the chemical and petro-
chemical industry, as well as in fuel wholesale and storage (including LPG and LNG)
sectors.

But what is the procedure to change legislation concerning major accidents
within Europe? Vierendeels et al. [9] provide the answer, as illustrated in Fig. 5.4.

Some background information is given here to explain Fig. 5.4. Research, de-
bates and analyses on the prevention and protection of human and environment
take place on a regular basis, as a “standard procedure” to continuously improve
existing regulations. This long-term knowledge (upper left corner of Fig. 5.4), based
on reliable scientific evidence such as expert knowledge, scientific literature, new
insights in managing safety and managing chemical products and processes, new
best available practices or techniques, international conferences and seminars,
lead to changing regulations. This can be considered the “standard procedure”
within the EU to change and improve existing legislation. But there are other, “non-
standard,” factors that lead to new legislation within Europe. The full process is
therefore described here.

192 5 Risk treatment/reduction

 EBSCOhost - printed on 2/13/2023 1:34 AM via . All use subject to https://www.ebsco.com/terms-of-use



The European Commission is responsible for writing a proposal and sending it
to the European Parliament. Once written by the Commission, a proposal is made
public, and a debate arises among all stakeholders, such as industry federations
and nongovernmental organizations. Advice from different parties (see “advisory
organs” in Fig. 5.4) is provided to the European Commission, officially as well as
in more indirect ways (i.e., through influencing and lobbying activities even be-
fore the first official text is written). The European Commission subsequently
sends an “influenced proposal” to the European Parliament and the Council,
where it is discussed by the politicians. A lot of contacts exist between the Parlia-
ment and the Council via the so-called Coreper, which is a Committee of Perma-
nent Representatives. The proposal can either be accepted or amended by the
Parliament. If amendments are made to the proposal, it is sent back to the European
Commission. The Commission then takes all remarks, comments, etc., into account
and writes a second proposal. This process of amendment by the Parliament can be
repeated once. Then the Coreper is responsible for making a draft of a compromise
document. If this fails, the proposal is definitely rejected. If the Coreper succeeds in
making a compromise text, the Commission may send this compromise proposal to
the Parliament and the Council for a third reading. A European Directive or Amend-
ment then finally comes into force after an agreement (by votes) is settled between
politicians of the European Parliament. If in this final stage there is no majority for
the proposal, it is definitely rejected.

As the Seveso legislation concerns and includes highly specific and technical
topics, the European politicians are advised by experts in various working groups.
In and between these working groups, as well as between the working groups/ex-
perts and the European institutions, a continuous reciprocal exchange of informa-
tion and data takes place. This can be found in the middle of Fig. 5.4. Experts are
categorized into three working groups: (a) technical working groups (TWGs), (b) the
Committee of Competent Authorities (CCA) and (c) working groups of the Council.
In TWGs, technical topics that should be defined more accurately by the legislator
or that should be technically elaborated more in depth in the regulations are dis-
cussed. Findings and recommendations of TWGs are reported to the CCA. The CCA,
composed of member states representatives, discusses the Seveso legislation imple-
mentation and prepares the texts to be used by the European Commission to write a
proposal (i.e., for changing the legislation). The working groups of the Council are
composed of government officials of the EU and of the member states’ ministries.
These government representatives seek advice from technical experts of their own
country.

Although the Seveso legislation is extremely technical (concerning chemical
products, their characteristics and tiers, etc.) and the technical experts from the dif-
ferent working groups contribute in an essential way with their expertise and their
knowledge, political influences are present throughout the entire legislation pro-
cess. For example, the experts are influenced by a variety of pressure groups, local
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politicians and private companies. Local politicians influence European politicians
who will meet with the CCA. During these negotiations, lobbying activities are ever
present. Such lobbying can be seen as some kind of cost–benefit analysis, which
ultimately leads to a societal optimum between ecology, safety, health and econ-
omy. The media and the press also play an important role in this regard and may/
will influence politicians in particular [10].

Then, to the continuously updating and improving regulations via the experts/
technicians and the working groups, a “shock effect” (via a major accident) may
also lead to changing Seveso regulations. The left upper part of Fig. 5.4 illustrates
the long-term continuous improvement of the Seveso legislation, whereas the right
upper part denotes the shock effect that could possibly lead to changes. But when
can an accident be labeled as a shock effect? An important element is the number
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Fig. 5.4: Major accident prevention legislation model within Europe [7].
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of fatalities accompanying the accident. Mac Sheoin [11] indicates that the number
of people killed has an impact on the speed of the legislation change process. Re-
search revealed that 20 casualties will cause a shock effect for certain. However,
societal disruption can already take place from eight to ten fatalities, in coherence
with other factors. A parameter that has a certain influence on the perceived impact
of an accident (and thus indirectly on the level of pressure to change the regula-
tions) is the type of victims: employees of the company suffering the accident, res-
cue workers (such as firemen, emergency rescuers, civil protection and police force)
or nearby civilians. The first group of victims (employees) has the least impact,
whereas the last group (nearby civilians) has the greatest impact. Although non-
European major accidents sometimes cause similar devastating effects to human
health and environment, they are not taken into account in the major accident pre-
vention legislation process in a similar (“shock effect”) way as those major accidents
happening within European borders. Non-European accidents not only require time
to investigate (and the incident investigation reports are not immediately recognized
by the European Authorities), but time is also needed to compare the different socie-
tal and organizational cultures and climates before objective and adequate conclu-
sions can be drawn. They are certainly taken into account in the major accident
prevention legislation change process in the long run. The older accidents, which
did not play a role at first but became influential at later stages in time, are denoted
in Fig. 5.4 in the upper left corner. They belong to the “long-term knowledge” influ-
ential factor and are taken into account by various experts in direct and indirect
ways. Research reports from various “older accidents” are used in official accident
research reports of “new accidents,” usually to pinpoint similar causes and the lack
of lessons learned from previous accidents (e.g., Aznalcóllar for Baia Mare, Culem-
borg for Enschede, Oppau for Toulouse).

The number of fatalities is clearly not the only cause of societal disruption and
hence it is not the sole “shock effect” inducement factor for legislative changes. The
Baia Mare accident, e.g., did not include any fatalities; nonetheless, this accident
was cited by the 2003 Seveso Amendment. Research by Vierendeels et al. [9] indi-
cates that fear for large-scale diseases in the long-term caused by heavy metals and
cyanide in the aquatic environment led to societal disruption in this particular case.
A visible and traceable disposal of chemical substances in air, water or soil does
make people afraid of major long-term health effects, especially if carcinogenic sub-
stances are involved.

The cost of an accident may also induce legislative changes. One billion Euros
seems to be a psychological minimum tier that leads to more or different regula-
tions. Accident costs include property damage, production losses, losses because of
image problems and external effects. The latter external effects – the financial con-
sequences of an accident imposed on society – are especially pivotal in this regard.

Media attention because of the shock effect parameters of a major accident will
always lead to societal pressure on the political decision-makers. In fact, societal

5.2 Prevention 195

 EBSCOhost - printed on 2/13/2023 1:34 AM via . All use subject to https://www.ebsco.com/terms-of-use



disruption (caused by the shock effect parameters) will influence the legislative pro-
cess as pictured in Fig. 5.4. The result is ad hoc legislative action, based on the re-
search reports’ and research commission’s conclusions and recommendations.

5.2.2 Seveso company tiers

Company sites are classified “Seveso” in terms of quantities and types of hazardous
materials they host. There are two different thresholds, see annex 1 of Seveso III
Directive [5]: the “Seveso low” (“tier 1”) and the “Seveso high” (“tier 2”) threshold.

The overflow threshold is calculated based on the type of products and their risk
phrases. The thresholds are present in the directives’ annexes. For example, the
thresholds for combustive substances (section Physical Hazards P8; Hazard state-
ments H270, H271 and H272) are 50 tons and 200 tons. A company that can store on
its site 40 tons of oxygen (combustive H270) and 50 tons of peroxides (combustive
H271) is classified “Seveso low tier” or “Seveso tier 1” as the mass of combustive sub-
stances is superior to 50 tons but inferior to 200 tons. Without peroxides, this organi-
zation would not be concerned by the directive.

As well as the thresholds of combustive substances (H270, H271 and H272), the
directive also suggests different thresholds for explosive substances (section Physi-
cal Hazards P1a: Hazard Statements H200-H205), liquid flammables (Section Physi-
cal Hazards P5a Categories 2 and 3: Hazard Statements H226-227), easily flammable
substances (H225), highly flammable substances (H224) and substances acute toxic
for humans (Section Health Hazards H1 Categories 1 and 2: Hazard statements
H300–H301, H310–H311, H330–H331) and toxic for the environment (Section Envi-
ronmental Hazards H1 Categories 1 and 2: Hazard Statements H400, H410–H411).

As indicated in the major accident prevention legislation model, the directive
took into account the different accidents that happened throughout history in dif-
ferent countries following the awareness of the hazards of major accidents. After
this, some accidents became the basis of the addition of amendments to the initial
directive. As a reminder, some major industrial accidents are listed below:
– The Flixborough catastrophe (UK, 1974): explosion following the rupture of a cy-

clohexane conduit, 28 dead [12].
– The Seveso disaster (Italy, 1976): dioxin release following a runaway reaction

induced by malfunctioning heating. No deaths and 200,000 affected by dioxins
[13, 14].

– The Bhopal catastrophe (India, 1984): one of the largest industrial disasters, re-
leasing methyl isocyanate following an unwanted reaction with water and tens
of thousands of deaths (3,787 immediate and 15,000 thereafter) [15–17].

– Romeoville (Illinois, USA, 1984): refinery explosion caused by an amine absorp-
tion unit, 17 dead [18].
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– Mexico City (Mexico, 1984): boiling liquid expanding vapor explosion or BLEVE
of LPG, followed by a domino effect in a petrol terminal, 650 dead and more
than 6,400 wounded [19].

– Schweizerhalle disaster (Switzerland, 1986): a chemical warehouse catches fire.
The Rhine gets polluted as a side effect. The pollution is perceptible in several
countries [20].

– Phillips catastrophe (Pasadena, TX, USA, 1989): polyethylene plant explosion,
23 dead, 314 injured [21].

– Enschede disaster (the Netherlands, 2000): fire and explosion of a fireworks
warehouse, 22 dead and 950 wounded [22].

– AZF factory explosion in Toulouse (France, 2001): this is caused by ammonium
nitrate, 31 dead and 2,442 injured [23]. The 2003/105/CE Directive modified in
2003 shows the threshold limits of several substances, including ammonium
nitrate.

– Buncefield disaster (UK, 2005): because of the domino effect it affected several pet-
rol stocking warehouses [24], 43 injured and billions of euros of financial losses.

– Texas city disaster (Texas city, TX, USA, 2005): refinery explosion and fire, 15
dead and 180 injured [25].

– Georgia disaster (Port Wentworth, GA, USA, 2008): dust explosion in a sugar re-
finery, 13 dead and 42 wounded [26].

– Foxconn disaster (Chengdu, China, 2011): dust explosion in iPad2 polishing
workshop, four dead and 15 wounded [27].

– Tianjin disaster (Tianjin, China, 2015): chemical warehouse explosion, over 170
fatalities and 800 wounded (latest available translated reports, Hong Kong free
press).

– Yancheng disaster (Yancheng, China, 2019): an explosion at a pesticide plant,
78 people killed and more than 610 injured (“Death toll rises to 78 in Chinese
chemical plant explosion.” UPI. Retrieved 26 March 2019).

– Waukegan explosion (Chicago, USA, 2019): explosion and fire at AB Specialty
Silicones facility in Waukegan, 3 dead and 1 injured (CSB News release, 1/24/
2020)

Many more major accidents can be mentioned. In fact, looking at major accidents
with consequences of at least 25 fatalities simultaneously, estimates indicate that
some 25,000 people died due to such accidents since 1917 [28]. Some elaborated
and explained examples of disasters are provided in Chapter 7.

Prevention is an attitude and/or a series of measures to be taken to avoid the deg-
radation of a certain situation (social, environmental, economical, technological, etc.)
or to prevent accidents, epidemics or illnesses. It acts mainly on the likelihood of oc-
currence and the causality chain, trying to lower the probability that an event happens.
Prevention actions are also intended to keep a risk problem from getting worse. They
ensure that future development does not increase potential losses.
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5.3 Protection and mitigation

Protection and mitigation consist of all measures reducing consequences, severity
or development of a disaster.

There are two types of protection measures (safeguards):
– Before the event (“protection”): reducing the size of the object of risk exposure

when an event occurs.
– After the event (“protection by means of mitigation”): there are usually emer-

gency measures to stop the damage accumulation or counteract the effects of
the disaster.

There is also a difference between active and passive protection. Let us take the ex-
ample of fire protection:
– Build firewalls = passive protection.
– Establish a system for detection and/or sprinkler = active protection.
– Establish an evacuation plan + drills = active protection.

Remedial actions reducing the impact of a proven risk are developed, taking into
account extra cost versus occurring risk. Together they form the emergency plan.

Safety barriers (see Tab. 5.1) are all the adopted available measures regarding
conception, construction and exploitation modalities including internal and external
emergency measures, in order to prevent the occurrence and limit the effects of a
hazardous phenomenon and the consequences of a potential associate accident [29].

Tab. 5.1: Example of safety barriers.

Safety barrier Definition Example

Technical Passive
safety
devices

Unitary elements whose objective is
to perform safety function, without
an external energy contribution
coming from outside the system of
which they are part and without the
involvement of any mechanical
system

– Retention basin
– Rupture disk

Active safety
devices

Nonpassive unitary elements whose
objective is to fulfill a safety
function, without contribution of
energy from outside the system of
which they are part

– Discharge valve
– Excess flow lid
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There are two types of safety measures regrouping:
1. Preventive measures (Tab. 5.2) are the first barriers to put into place because

they aim to prevent a risk by reducing the occurrence likelihood of a hazardous
phenomenon.

2. Protection measures (Tab. 5.3) are the ones that limit the spread and/or severity
of consequences of an accident on vulnerable elements without modifying the
likelihood of occurrence of the corresponding hazardous phenomenon. Protec-
tion measures can be implemented “as a precaution” before the accident, e.g., a
confinement. We can distinguish limitation barriers within the protection meas-
ures (enfeeblement or mitigation), which aim to limit the effects of a hazardous
event after its occurrence (e.g., a bund wall).

Tab. 5.1 (continued)

Safety barrier Definition Example

Safety
instrumented
systems

Combination of sensors, treatment
units and terminal elements, whose
objective is to fulfill a safety function
or sub-function

– Pressure measure chain
to which a valve or a
power contractor is
linked

Organizational Human activities (operations) that do
not include technical safety barriers to
oppose the progress of an accident

– Emergency plan
– Confinement

Manual action
systems

Interface between a technical barrier
and a human activity to ensure the
success of a safety function

– Pressing an emergency
button

– Low flow alarm,
followed by the manual
closing of a safety valve

Tab. 5.2: Examples of preventive measures.

Preventive measures Example

Fire risk elimination Using nonflammable materials
Limiting hazardous functioning parameters Continuous following and automatic control of the

functioning parameters classified as critical
Installing isolation, blocking and restriction
devices

Rendering flammable liquids inert and locking down
electrical equipment

Installing a fail-safe after a failure Use of electrical fuses and circuit breakers
Reducing the likelihood of breakdowns and
errors

Oversizing important elements, using redundancy

Substance leak recuperation Careful floor cleaning
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Instrumental fail-safes are made up of the three following elements:
– Detection elements (sensors and detectors), whose role is to measure the drift of

a parameter by signal emission.
– Elements ensuring the gathering and treatment of the signal coming from the

implementation of the safety logic (programmable electronic system, relay, etc.)
in view of giving orders to the associated actuator.

– Action elements (actuators and motors), whose role is to put the system into a
positive safe state and to maintain it that way.

Availability is measured by the probability of failure on demand (see also Sec-
tion 3.4). Examples of available barriers are given, respectively, in Tabs. 5.4 and 5.5
for prevention and protection of technical barriers.

Protection and mitigation consist of all measures that reduce consequences, severity or devel-
opment of a disaster. Mitigation means taking action to reduce or eliminate long-term risk from
hazards and their effects.

Tab. 5.3: Example of protection measures.

Protection
measures

Human Material Organizational

Passive, which act
by their presence
alone

– Mastering the
urbanization

– Seclusion
rooms

– Escape ladders

– Firewalls
– Storage

underground
– Retention

basin

– Emergency
plan existence

Active, which act
only with a
specific human or
material action

– Following
orders

– Wearing
personal
protective
equipment

– Using portable
extinguishers

– Sensor
activating
safety systems:
cutoff valves,
water curtain

– Valves

– Operator
training

– Activating the
emergency
plan

– Implementing
crisis cell

Tab. 5.4: Probability of failure on demand (PFD) of some technical prevention barriers.

Prevention barrier PFD Commentary

“All or nothing” valve  × 
− to 

− Valid with complete and planned
maintenance

Prevention or overpressure/
subpressure protection valve


− to 

− Safety valve function (no opening
when asked)

Rupture disk 
− Typical values
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5.4 Risk treatment methodology

The treatment of risks is the central phase of engineering risk management. Thanks
to action taken at this stage, the organization can concretely reduce the (negative)
risks it faces. These actions should act on the hazard, the vulnerability of the envi-
ronment or both when possible. It requires an organization to identify, select and
implement measures to reduce risks to an acceptable level.

Three specific steps are involved in the treatment of risk:
1. Identification of potential measures under the prevention, preparedness, re-

sponse and recovery domains.
2. Evaluation and selection of measures.
3. Planning and implementation of chosen measures.

Risk treatment is hence described as a selection and implementation process of
measures that are destined to reduce (negative) risks.

The ISO 27001 [30] norm imposes the implementation of an analysis method
and risk treatment capable of producing reproducible results. Most of the available
methods rely on tools that enable an answer to these constraints and aim to treat
the steps described in Fig. 5.5.

As observed, the risk treatment answers to the following five consecutive questions:
1. What are the issues? Defines the list of sensitive process.
2. Why and what to protect? Gives a list of sensitive assets.
3. From what to protect? Enumerates the list of threats.
4. What are the risks? Proposes a list of impacts and potential.
5. How to protect from them? Resumes the list of safety measures to be implemented.

Tab. 5.5: Probability of failure on demand (PFD) of some technical protection barriers.

Prevention barrier PFD Commentary

Fix fire-fighting equipment 
− Typical value if tested regularly

Catalytic gas detection with
associated alarm

 × 
− Valid with tests and calibration once

every – months for a redundant
mechanism

Alarm triggering 
− Typical value (probability of failure on

siren request)
Confinement against explosion/toxic risks  Value close to 
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Putting this methodology in a flowchart, at every step, following questions can
be asked, as depicted in Fig. 5.6:
– Is the risk acceptable?
– Should the risk be reduced?

It seems evident that when an event has happened, there is no reason anymore to ask
these questions. We must react to the risk, to its realization and consequences.

List of sensitive
processes

List of sensitive assets

Threat list

List of impacts and
potential

List of safety measures

What are the
issues?

Why and what
to protect?

From what to
protect?

What are the
risks?

How to protect
them?

Method

Fig. 5.5: Risk treatment method.

Accept
risk

Reduce
the risk

Financing
risk

Accept
risk

Crude
risk

Residual
risk 1

Residual
risk 2OrOr Responding

to riskE

Risk reduction/mitigation Risk financing Reaction to the event

Fig. 5.6: Risk treatment process (E = event).
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It is convenient to emphasize that during risk treatment, a more detailed risk
analysis can be necessary in order to dispose of the necessary information for an
appropriate identification, evaluation and selection of the measure to be taken. We
must count on an adequate analysis level to assure that the taken measure really
treats the causes of the risks.

On the basis of the accessible information about the risks and the existing con-
trol measures, and depending on the priority functions of the established treat-
ments, the first step will be to determine the measure to be implemented to reduce
risks.

Thinking should be done, following a logical sequence. As an example:
1. Evaluate whether the measure can eliminate or prevent the risk.
2. Then, analyze the potential measures to aim to reduce the occurrence likeli-

hood and the intensity of the chance.
3. Finally, examine the possible means to lower the environment vulnerability

and, at the same time, reduce the consequences.

This identification of potential measures should be carried out while looking at the
(any) measure adapted to a particular risk, and taking into consideration that the
measure can also be applied to most other risks. The objective must be to dispose of
the best possible combination to optimize the resources and assure adequate man-
agement of all the risks to which the community or the organization is exposed. It
must also target the implementation of situations where several risks are interacting
in one and the same environment.

Finally, this treatment option evaluation should also consider the different
legal, social, political and economic factors. It should also be part of a perspective
that contemplates the establishment of measures in the short and long term.

Tables 5.6–5.8 expose selected categories of safety measures or barriers appro-
priate for evaluation and implementation in the risk treatment step.

Risk reduction is primarily a matter of removing or containing the source of
the risk. There are a number of alternatives for preventing exposure, and these
could be applied where appropriate. An analysis of the actual risks posed in
particular situations would be required on a site-specific basis to determine the
appropriate risk reduction method. Once the treatment measures are defined,
they still need to be challenged and assessed for different criteria as depicted
in Tab. 5.9.
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Tab. 5.6: Examples of safety measures for different categories.

Measure categories Examples

The legal and normative
requirements

Adoption of laws, regulations, policies, orders, codes, standards,
proceeded to certification, etc., intended to govern or to supervise
the management of a chance, a risk or a domain of wider activity

The consideration of the
risks in the town and
country planning and
development

Rules governing land-use in the exposed zones, the standards of
immunization, maximal densities of land-use, rules of compatibility,
prescriptions toward materials and specific techniques of
construction to increase the resistance of infrastructures and
buildings, the realization of technical studies inside an exposed
zone, development evacuation paths, etc.

The elimination or the
reduction of the risk at the
source

Modification of industrial processes, use of a less hazardous product,
modification of transportation routes, installation of equipment or
realization of works to decrease risks, to limit their probability of
occurrence or to decrease their potential intensity, establishment and
application of directives and procedures of reduction of the risk, etc.

The rehousing of the
people and the
displacement of the
exposed goods

Population, residences, infrastructures, etc. (it is a means of last
recource that intervenes generally when a risk is considered
unacceptable by a community and when the other measures of
prevention and preparation do not represent a valid option)

Tab. 5.7: Examples of safety measures for structural actions.

Measure categories Examples

Infrastructures,
developments and
equipment intended to
avoid the appearance of
risks

Protection wall for a reservoir of hazardous materials, works to
prevent the release of an avalanche, rocks to avoid a landslide, etc.

Mechanical or physical
means to reduce the
probability of an
occurrence or reduce
intensity

Retention basin for rainwater, intensification of tanks to avoid leaks
of hazardous materials, fast severing mechanisms for leaks and
emergency stop in industrial installations, etc.

Inspection and
maintenance programs

Measures to prevent the development of conditions convenient to the
appearance of risks and to assure the preservation of safe conditions
in the execution of risky activities: order in the equipment, state of
buildings and infrastructures, hygiene and public health, etc.

Financial and fiscal
capacities

Dissuasive measures to prevent or to limit the risk by the imposition
of a penalty (tax or higher price rate), incentive measures to
encourage the realization of actions allowing risk reduction,
subscription to insurance to obtain compensation in the eventuality
of losses consecutive to a disaster, etc.
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Risk treatment consists not only of trying to reduce or mitigate risk but also on
how to finance the risk or potential losses and finally how to react when an event
occurs. There is a need to integrate the principles and practices of sustainability
with the principles and practices of risk treatment. Only by adopting a sustainable
approach can effective, equitable and long-term approaches to treating risks and
building resilience be developed.

Tab. 5.7 (continued)

Measure categories Examples

Research and development
programs and activities

Research and development on varied subjects such as fast alert
systems, surveillance and forecast mechanisms, methods and tools
of risk appreciation, materials and techniques of construction
allowing an increase in the resistance of buildings and
infrastructures, etc.

Public awareness
programs, risk
communication and
population preparation

General campaigns to raise awareness, communication on the nature
and the characteristics of risks, exposed territory, predictable
consequences, measures taken to avoid the disaster, the means the
citizens have to protect themselves, records to follow in case of disaster,
etc.

Tab. 5.8: Examples of modalities to assure intervention and restoration.

Measure categories Examples

Modes and procedures of
alert and mobilization

Measures intended to warn the population, the responsible
authorities and the participants in an emergency situation or a
disaster and to put into reserve the resources necessary for the
management of the situation, etc.

Help measures for the
population, goods
protection and the natural
environment

Search and rescue, evacuation, put under cover, health care, control,
protection of the goods and the natural environment, etc.

Measures aiming to
preserve the essential
services and operations
(continuity of the
operations) and the
protection of economic
activities

Drinking water, energy, transport, telecommunications, financial
services, emergency services, health system, food supply and
essential governmental services, support for companies, resumption
of activities and return to good conditions of public health levying of
protective measures, cleaning and reassurance of places, restoration
of services, etc.

Help measures for the
population

Services to the disaster victims, psycho-social care, management of
the needs of the whole community, support following a disaster:
financial, psychological, technical support, etc.
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Tab. 5.8 (continued)

Measure categories Examples

Modes and mechanisms of
public information

Communications at the time of and following a disaster: instructions
to the citizens, relations with the media, etc.

Procedures for the
experience of feedback

Production and broadcasting of reports on the causes and the
circumstances of the event, holding of evaluation sessions of the
operations following a disaster or following an exercise, an analysis
of the answer to the disaster and the measures of reduction of the
risks of setting up, etc.

Exercise programs Exercises of alert, traffic of information, mobilization, activation of a
center of coordination, coordinated management, operational and
general evaluation with or without deployment, etc.

The administrative and
logistic modalities

Agreements, procedures and administrative directives for the
mobilization of human, material and informative resources, the
acquisition of material resources, the preparation of installations:
centers of coordination, accommodation, etc.

The follow-up and revision
capacities of the level of
preparation

Check on the functioning and maintenance of the installations, the
equipment and the intervention equipment, programs of information
for participants, the procedures of update and periodic revision
measures, and the periodic check of the level of preparation: reports,
questionnaire of self-assessment, audit, etc.

Tab. 5.9: Some criteria for assessing risk treatment options (adapted from [31]).

Criteria Question to be answered

Cost Is this option affordable? Is it the most cost-effective?
Timing How long does it take to be able to implement the treatment option
Equity Do those responsible for creating the risk pay for its reduction?
Fairness Where there is no man-made cause, is the cost fairly distributed?
Leverage Will the application of this option lead to further risk-reducing action

by others?
Administrative efficiency Can this option be easily administered, or will its application be

neglected because of difficulty of administration or lack of expertise?
Continuity of effect Will the effects of the application of this option be continuous or

merely short term?
Compatibility How compatible is this option with others that may be adopted?
Jurisdictional authority Does this level of government have the legislative authority to apply

this option? If not, can higher levels be encouraged to do so?
Effects on the economy What will be the economic impacts of this option?
Effects on the environment What will be the environmental impacts of this option?
Risk creation Will this option itself introduce new risks?
Risk reduction potential What proportion of the losses due to this risk will this option

prevent?
Political acceptability Is this option likely to be endorsed by the relevant authorities

and governments?
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5.5 Risk control

If during a risk assessment it is observed that the work system is not safe enough,
or that the risk is too high for the group of people examined, then appropriate
measures must be sought to eliminate or reduce risks. In assessing once again the
risk with the selected measure, we check whether the chosen measure effectively
reduces the risk. It must also be checked at that time whether the implementation
of new measures of protection involves additional or new hazards.

If that is the case, these hazardous phenomena have to be added to the list of
already noticed hazardous phenomena, and a new risk appreciation must be per-
formed. Figure 5.7 presents an iterative process of risk reduction.

Risk control measures are based on
– Prevention measures, whose role is to reduce the probability of the occurrence

of feared events that are the source of hazard for damaging targets.
– Protection measures, whose role is to protect targets against the effects of such

things as heat flow, pressure or projectiles, which are associated with the re-
lease of dangerous phenomena.

– Mitigation measures, whose role is to limit the effects of the appearance of feared
events.

Prior to analysis, the limits of the system that forms the business or process to con-
sider have to be defined. We should also define precisely what is in the system,
what is therefore taken into account in the identification of hazards and what lies
outside that system and the various modes of operation.

Large areas or processes should be divided into smaller components. If a sector
of activity or a process includes a whole line of production composed of several facili-
ties, then the different sectors or partial processes should, when possible, correspond
to a process phase. The interfaces between the whole system and the environment, as
well as the interface between some parts of the sector or parts of the process, have to
be well-defined and highlighted.

It is necessary to specify the type of hazardous phenomena under consider-
ation, and to indicate to whom and to what they apply (employees, facilities, envi-
ronment, etc.). It is also important to clarify if there are eventual interactions with

Tab. 5.9 (continued)

Criteria Question to be answered

Public and pressure group
reaction

Are there likely to be adverse reactions to implementation of this
option?

Individual freedom Does this option deny basic rights?
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Fig. 5.7: The iterative process of risk reduction inspired from SUVA [32].
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the neighboring facilities that must be taken into account and which aspect does
not need inspection (construction static, process chemistry, etc.).

We must make a particular effort not to forget the operating modes of a system
as follows:
– Normal operation: The facility fulfills the function for which it was designed.
– Special operations: Prepare, convert, install and adjust, errors, clean.
– Maintenance:

– Control (measure, control and record): determine the real state and compare
with the predicted state.

– Maintenance (cleaning and maintenance): measures to conserve the desired
state.

– Replacement (replacement and improvement): restore to the previous state.

Let us take chemistry as an example. The choice of preventive action follows a
parallel hierarchy to the exposure process (see Tab. 5.10):
1. Priority should always focus on the search for measures that limit the use or

emission of harmful agents.
2. Then the measures that prevent the spread of these agents to workers.
3. Finally, personal protective measures and community protective measures.

Risk control includes methods by which firms evaluate potential losses and take action to re-
duce or eliminate such threats. It is a technique that utilizes findings from risk assessments
(identifying potential risk factors in a firm’s operations, such as technical and nontechnical as-
pects of the business, financial policies and other policies that may impact the well-being of
the firm) and implementing changes to reduce risk in these areas.

5.6 STOP principle

When looking for appropriate solutions to safety problems, we have to, first of all,
clarify whether the hazardous phenomenon can be deleted by replacing certain
substances and some dangerous processes. If it is not possible to delete the hazard

Tab. 5.10: Exposure and priority of preventive actions.

Exposure process Priority of preventive actions

. Emission . At the source of hazard
. Transmission in the

environment of the
target

. At the interface between the target and
the source.

. Exposition . At the target

5.6 STOP principle 209

 EBSCOhost - printed on 2/13/2023 1:34 AM via . All use subject to https://www.ebsco.com/terms-of-use



by improving the construction work or by using less hazardous substances, we
must then proceed with technical and organizational measures and as a last resort,
measures relative to people.

The STOP (strategic, technical, organizational and personal) measures1 princi-
ple underlines this approach by giving priority to
– The measures in the following order:

i. S measures: strategic, substitution of processes or substances giving a less
hazardous result (e.g., substituting, eliminating, lowering, modifying, aban-
doning, etc.); abandon the process or product and modify the final product.

ii. T measures: technical protection against hazardous phenomena that cannot
be eliminated, lowering the likelihood of occurrence of an event and reduc-
ing the spread of the damage (e.g., replacing, confining, isolating/separat-
ing, automating, firewall, EX zones and bodyguards).

iii. O measures: organizational modifications of the work, training, work in-
structions, information concerning residual risk and how to deal with it
(e.g., training, communicating, planning, supervising and warning signs)

iv. P measures: personal, relative to people (e.g., PPE, masks, gloves, training,
communication, coordinating and planning)

– The hierarchy of the priorities is in the following order:
i. Acting at the source: deleting the risk (substituting product or process,

in situ neutralization), limiting leak risks (re-enforcing the system and low-
ering the energy levels), predictive measures (rupture disk, valves) and sur-
veillance (integrity and functionality of the system, energy levels).

ii. Acting at the interface (on the trajectory between the source and the tar-
get): limiting the propagation (active barriers/passive barriers), catching/
neutralizing (local or general ventilation, air purification and substance
neutralization), people control (raising barriers, access restrictions and
evacuation signs) and surveillance [energy levels in the zone, excursions
or deviations (alarms)].

iii. Acting at the target: lowering the vulnerability (PPE selection and special
training), reducing exposure (e.g., automation), reducing the time (job rota-
tion) and supervising (individual exposure, biological monitoring, medical
survey, correct PPE use and following rules).

In general, we must combine measures to obtain the required safety. It is important
that the choice of safety measures enables the reduction of the likelihood and sever-
ity of the hazardous events. To make this choice, we must not only take into

1 We also refer to the P2T model mentioned in Chapter 3. The analogy between “TOP” and “P2T” is obvi-
ous: P2T stands for procedures (or organizational), people (or personal), and technology (or technical).
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account the short-term costs but also the long-term profitability calculations. Once
the priorities have been established, it is possible to determine the correct method
to master each of the identified risks. These methods are often regrouped in the fol-
lowing categories:
– Elimination (including substitution)
– Engineering measures
– Administrative measures
– Individual protective equipment

Table 5.11 presents a recap of the ordering of measures and the considered environ-
ment, illustrated by few examples for each category. Directions of approach are
from top to down and then from left to right.

Eliminating the hazard is the most favorable approach when reducing risks;
substitution is interesting as long as it does not generate new hazards. No hazard,
no risk. In the STOP principle, the elimination and substitution phases are included
in the strategic measure S. They are, however, rarely possible in practice, thus elim-
inating and substituting may sometimes not be applicable.

Let us take the example of substituting a solvent (benzene) in a chemical reac-
tion with a solvent with little toxicity (1, 2-dichlorobenzene). Thus, the toxic effect
of benzene is eliminated and replaced by a lower toxicological effect. From this
point of view, the problem is over. However, during the synthesis with the new sol-
vent, side-products have appeared whose toxicity could cause other dramatic ef-
fects. So what must we do? One problem has been replaced by another. If another
hazard of equal importance had not been introduced, the suggested solution would
have won the vote. This example shows that the strategic measure is not always
applicable in the field. An easy measure, from the risk management point of view,
would be to say that the synthesized product is no longer interesting, so no more
synthesis, no more solvent and the problem is solved. But can we live without this
product? This is the strategic question!

The principle of the STOP concept is a continuous and consecutive approach
and is summarized in Fig. 5.8. Note that the S part (strategical) is missing as it
consists of substituting, eliminating or changing a process. Strategic measures are
not dependent on the process. Often, this principle is shortened to TOP because
strategic or substitution measures have already been taken whenever possible.

The definition of “hazard” (which is to be eliminated or substituted) can be es-
tablished with the help of two questions, that is, “Why?” and “How?,” in relation to
the product and the product necessity.

The principle of the method in three steps for each TOP measure is depicted in
Fig. 5.8:
1. Researching facts
2. Deducing the relative problems
3. Searching for the appropriate measures
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As for every principle, there are not only pros or only cons. However, we will not
discuss the method itself, although quite logical, but rather the different types of
measures it recommends. The advantages and inconveniencies of the different types
of measures (STOP) are summarized in Tab. 5.12.

Note that in practice, personal protection measures are put into place before the
technical and organizational measures. This happens for many different reasons,

Tab. 5.11: The STOP table.

At the source At the interface At the target

Measures S
(strategy)

– Substitution
– Change process

– Automation,
telemanipulation

– Room subdivision

– Criteria for
selection of
licensed
operators

Measures T
(technical)

– Reactant
production or use
in continuous
mode

– Safety relief valves

– Fumes extraction
process enslaved

– Physical access
restrictions

– Selection and
purchase of PPE
and CPE

Measures O
(organizational)

– Response
instructions

– Extraction of fumes
manually controlled

– Access restrictions
markup

– Prescription for
PPE and CPE

– Organization of
first aid

Measures P
(personal)

– Education/training
of the process
operation

– Information/
instruction on the
process hazards

– Instruction for
the use of PPE

PPE, personal protective equipment; CPE, community protective equipment.
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Search for
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Fig. 5.8: The TOP iterative process.
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including costs, delays, implementation simplicity, loss of responsibility, having or
taking no time to analyze the situation and the simplicity.

Many organizations have invested heavily in personnel, processes and technol-
ogy to better manage their risk. But these investments often do not address the
strategy and processes that should be implemented. To successfully turn risk into
results, we need to become more effective at managing scarce resources, making
better decisions and reducing the organization’s exposure to negative events by im-
plementing the four-level steps comprising strategic, technical, organizational and
personal aspects.

5.7 Resilience

The first definition describing resilience was established by Holling in 1973 as “a
measure of the persistence of systems and of their ability to absorb change and dis-
turbance and still maintain the same relationships between populations or state
variables” [35].

Resilience is often defined as the ability to return to the “steady state” following a
perturbation. Ecological resilience emphasizes conditions far from any stable steady
state, where instabilities can flip a system from one regime of behavior into another.
Resilience is here the system’s ability to absorb disturbances before it changes the var-
iables and processes that control behavior. Resilience adds a dynamical and proactive
perspective into risk governance by focusing (i) on the evolution of system perfor-
mance during undesired system conditions and (ii) on surprises (“known unknowns”
or “unknown unknowns”), i.e., disruptive events and operating regimes which
were not considered likely design conditions. Resilience encompasses the concept

Tab. 5.12: Pros and cons of the STOP principle.

Pros Cons

Measures S
(strategical)

– Cancel or reduce the considered
hazard

– Intervene at the beginning of the
process

– In case of a substitution, it is
possible to create other hazards or
risks

– Deletion needing a strategic
decision

Measures T
(technical)

– Fixed
– Difficult to bypass

– Costs
– Deadlines

Measures O
(organizational)

– Quick
– Moderate costs

– Controllability
– Easy to bypass

Measures P
(personal)

– Quick
– Moderate costs
– Simple implementation

– Controllability
– Acceptability
– Convenience
– Omission
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of vulnerability as a strategy to strengthen the system response and foster graceful
degradation against a wide spectrum of known and unknown hazards. Moreover, it ex-
pands vulnerability in the direction of system reaction/adaptation and capability of re-
covering an adequate level of performance following the performance transient [36].

Erik Hollnagel defined, in Resilience Engineering in Practice [33], resilience as
“the intrinsic ability of a system to adjust its functioning prior to, during, or follow-
ing changes and disturbances, so that it can sustain required operations under both
expected and unexpected conditions.” Since resilience is about being able to func-
tion, rather than being impervious to failure, there is no conflict between productiv-
ity and safety. Resilience is a protective strategy to build in defenses to the whole
system against the impact of the realization of an unknown or highly uncertain
risk. Resilience strategies will primarily aim to reduce exposure and vulnerability.

The continued development of resilience engineering has focused on four abili-
ties that are essential for resilience. These are the abilities:
a) to respond to what happens,
b) to monitor critical developments,
c) to anticipate future threats and opportunities and
d) to learn from past experience – successes as well as failures.

The purpose of resilience engineering is to achieve full or partial recovery of a system
following an encounter with a threat that disrupts the functionality of that system.
The time evolution of resilience is presented in Fig. 5.9 where the different phases are
represented. One should start to understand the risks in order to anticipate and pre-
pare for the worst. When the event or the “shock” happens, it is the time to absorb
and withstand the effects and then to respond in order to recover. The learning and
adaptive phase could help to make the resilience better. As depicted in Fig. 5.10, the
loss and recovery of the functionality of a system evolve with time, and the state of
recovery is often never the same as the one before the event. Only “smart” systems
having the capability to evolve with the time could be better than the starting situa-
tion. For example, living species, i.e., insects, are so resilient that they could evolve
and be specifically resistant to insecticides when they are exposed to. We could say
that they are “stronger” and have more functionalities than what they had before.
Their resilience brings them to a new state using the active learning capacities.

So how can smartness support future-proof resilience? Smartness is the road to fu-
ture-proof resilience since it enables novel paradigms like proactive dependability and
self-healing. Those paradigms are completely different from the current implementa-
tions of safety-critical and dependable systems where threats, vulnerabilities and con-
sequences are supposed to be known in advance during risk assessment or somehow
updated and uploaded later (e.g., threat signatures/patterns, vulnerability information,
troubleshooting instructions and repair workflow). Resilience in future smart systems
will increasingly leverage on embedded intelligence in order to anticipate and detect
unknown threats and automatically compute the most appropriate and safe solutions
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by using approaches based on machine learning, heuristics, fuzzy logic, Bayesian in-
ference and artificial neural networks driving real-time cosimulation and online model
checking. Smart machines represent a new field which is still to be thoroughly re-
searched. Recent research shows that the creation of smart machines is bringing to a
higher level of automation in many fields and that trend will continue in the future.

A resilient system possesses four attributes [34]:
1) Capacity is the attribute of a system that allows it to withstand a threat. Resil-

ience allows that the capacity of a system may be exceeded, forcing the system
to rely on the remaining attributes to achieve recovery. The following design
principles apply to the capacity attribute: absorption (withstand a design-level
threat), redundancy (physically critical components are physically redundant),
functional (critical functions to be duplicated by different means) and layer de-
fense (single points of failure should be avoided).

2) Flexibility is the attribute of a system that allows it to restructure itself in the
face of a threat. The following design principles apply to the flexibility attribute:
reorganization design (system is able to change its own architecture, applicable
particularly to human systems), human backup (backup automated systems),
complexity avoidance (minimization of complex systems) and drift correction
(make corrections before the encounter with the threat, early detection).

Fig. 5.9: Time evolution of a resilient system.
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3) Tolerance is the attribute of a system that allows it to degrade gracefully fol-
lowing an encounter with a threat. The following design principles apply to the
tolerance attribute: localized capacity (concentrate on individual nodes of the
system), loose coupling (check cascading failures), neutral state (bring system
into neutral state before taking actions) and reparability design (system should
be reparable).

4) Cohesion is the attribute of a system that allows it to operate before, during
and after an encounter with a threat. Cohesion is a basic characteristic of a sys-
tem. The following global design principle applies to the cohesion attribute: in-
ternode interaction (nodes of a system should be capable of communicating,
cooperating and collaborating with each other).

Since humans are indispensable in all situations involving change, resilience engi-
neering naturally has strong links with human factors and safety management. It is
based on the following premises:
a. Performance conditions are always underspecified. Individuals and organiza-

tions must therefore adjust what they do to match current demands and resour-
ces. Because resources and time are finite, such adjustments will inevitably be
approximate.

b. Some adverse events can be attributed to a breakdown or malfunctioning of
components and normal system functions, but others cannot. The latter can
best be understood as a result of unexpected combinations of performance
variability.

Fig. 5.10: Disruption evolution diagram.
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c. Safety management cannot be based exclusively on hindsight, nor rely on error
tabulation and the calculation of failure probabilities. Safety management must
be proactive as well as reactive.

d. Safety cannot be isolated from the core (business) process, nor vice versa.
Safety is the prerequisite for productivity, and productivity is the prerequisite
for safety. Safety must therefore be achieved by improvements rather than by
constraints.

Adopting this view creates a need for an approach that can represent the variability
of normal system performance, and for methods that can use this to provide more
comprehensive explanations of accidents as well as identify potential risks.

Hollnagel presents the management of resilience, according to his resilience anal-
ysis grid, with four basic abilities as natural starting points for understanding how an
organization functions: how it responds, how it monitors, how it learns and how it
anticipates [33]:
1. Systems of the first kind: A system that passively reacts whenever something

happens – whenever a situation passes a certain threshold – will by definition
always be surprised and therefore always reactive. While systems of the first
kind may survive, at least for a time, they are not really resilient.

2. Systems of the second kind: Systems that can manage something not only
when it happens but also after it has happened. This means that the system can
learn from what has happened and can use this learning to adjust both how it
monitors – what it looks for – and how it responds – what it does.

3. Systems of the third kind: Those that can manage something before it happens,
by analyzing the developments in the world around and preparing itself as well
as possible. Systems of the third kind are able to respond, monitor, learn and
anticipate and may therefore seem to meet all criteria to being called resilient –
and be able to manage their resilience.

4. Systems of the fourth kind: The anticipation includes the system itself – not
only in the sense of monitoring itself or learning about itself, but considering
how the world responds or changes when the system makes changes, how
these responses may affect the changes and so on. This is the recursive type of
anticipation and represents the pinnacle of resilience management.

According to Hollnagel, safety efforts under Safety-I are often initiated by what is
defined as an adverse event or unexpected outcome. The more important and seri-
ous the event is, the more urgent and extensive the response becomes. The primary
objective is to prevent the adverse event from happening again, either by trying to
identify and eliminate the causes or by finding ways to reduce the consequences of
the accident. This involves comparing what actually happened with what was pre-
scribed and classifying the actual actions as one form of noncompliance.

5.7 Resilience 217

 EBSCOhost - printed on 2/13/2023 1:34 AM via . All use subject to https://www.ebsco.com/terms-of-use



These same efforts under Safety-II lead to a different practice. It is first and fore-
most a question of examining the work done, i.e., paying attention to what happens
when “nothing” happens, and recognizing the usual working methods. One will
work upstream of the accident to identify the small adjustments that are made that
make the results acceptable and unacceptable.

In Safety-I, learning is accident-based, and learning efforts are proportional to
the severity of the consequences of the accident. In Safety-II, learning must be
based on the frequency of events rather than their severity. It is simpler and less
costly to make small changes to everyday work/process than to make large changes
to infrequent ones. Safety management is often based on accidents and incidents,
which represent snapshots of unacceptable performance. Instead, modern safety
management should be concerned with what happens all the time, and the continu-
ous flow of activities that make up the daily activity. We almost know how many
times something has failed or gone wrong, but we rarely know how many times
something simply works.

Resilience engineering does not advocate a complete replacement of Safety-I
with Safety-II, but rather proposes a combination of the two ways of thinking.
Safety-II is foremost a different understanding of what safety is, and therefore a dif-
ferent way of applying many familiar methods and techniques.

Important knowledge fields strongly related to resilience in industrial practice
are crisis management, emergency management, business continuity planning and
the alike. Chapter 8 discusses these distinct engineering management domains in a
separate chapter.

5.8 Tips for implementing risk reduction

Risk treatment/reduction strategies are action plans you conceptualize after making
a thorough evaluation of the possible threats, hazards or detriments that can affect
a project, a business operation or any form of venture. The purpose of such strate-
gies is to lessen or reduce the adverse impacts of the known or perceived risks in-
herent in a particular undertaking, even before any damage or disaster takes place.

Best practices require that known and perceived risks be analyzed in terms of
the degree and likelihood of expected negative outcomes. Then, all of these ana-
lyzed risks should be documented according to their level of priority in a risk miti-
gation plan. Thereafter, the development and integration of the corresponding risk
mitigation strategies follows, and is referenced against the previously prepared risk
management plan.

The main important point is to “Know Your Risk.” Better is the level of knowl-
edge, better will be the response in terms of mitigation and therefore in risk reduc-
tion. Then implement a risk mitigation strategy in place. All this could not be done
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without the help of (specific/local) experts, use the (specific/local) resources and
get external support when needed.
Last but not least, risk reduction without implementation and control is worth noth-
ing. It is not because it is planned that it will be realized the way it was intended.

Resilient individuals or organizations are able at any time to adjust their performance to the
current conditions and, due to time and resources being finite, understand that adjustments are
approximate. Successful resilience in terms of engineering risk is thus the ability to anticipate
the changing shape of the risk before failures and harm occur, as well as the ability to recuper-
ate if an encounter with a threat occurs.

5.9 Conclusion

Risk treatment/reduction is the selection and implementation of appropriate options
for dealing with risk. It includes risk avoidance, reduction, transference and/or accep-
tance. Risk reduction is used as a preferred term to risk termination. Often, there will
be residual risk, which cannot be removed totally as it is not cost-effective to do so.
Risk acceptance is sometimes referred to as risk tolerance.

Risk treatment involves identifying the range of options for treating risks, as-
sessing these options and preparing and implementing treatment plans. The risk
management treatment measures are summarized as follows:
– Avoid the risk and decide not to proceed with the activity likely to generate risk.
– Reduce the likelihood of harmful consequences occurring by modifying the

source of risk.
– Reduce the consequences occurring by modifying susceptibility and/or increas-

ing resilience.
– Transfer the risk by causing another party to share or bear the risk.
– Retain the risk by accepting the risk and planning to manage its consequences.

Risk reduction should be integrated into an economic analysis (see also Chapter 9
on economics). It can play a pivotal role in advocacy and decision-making on risk
reduction by demonstrating the financial and economic value of incorporating risk
reduction initiatives into aid planning.

Risk reduction is appropriate in risks that have high costs, human or environ-
mental implications and where their probability to occur is relatively higher so that
the business organization may not be able to solely bear the burden of uncertainty
and is forced to strategically minimize on the probability of occurrence and severity
of impact of the risk.

We cannot make things go right simply by preventing them from going wrong.
We can only make things go right by understanding the nature of everyday perfor-
mance and by learning how to perceive those things that we otherwise do not see.
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6 Event analysis

In this chapter, we will use the term “event analysis” to mean accident, incident or
near-miss analyses. Human and organizational factors are an important cause of acci-
dents. As the design of electromechanical equipment becomes more and more safe, the
causes of accidents are more likely to be attributed to human and organizational fac-
tors. Event analysis is conducted in order to discover the reasons why an accident or
incident occurred, and to prevent future incidents and accidents. Investigators have
long known that the human and organizational aspects of systems are key contributors
to accidents, indicating the need for a rigorous approach to analyzing their impacts.
Safety experts strive for blame-free reports that will foster reflection and learning from
the accident, but struggle with methods that require direct technical causality; they also
do not consider systemic factors, and they seem to leave individuals looking culpable.

It is hard to keep your cool when trying to analyze the objective causes of an inci-
dent or accident and to produce a common report. This is where the difficulty arises,
as it is hard to find a common language that is limited to the objectivity of the facts.
Indeed, when an accident happens, a sensitivity aggravating climate is installed, and
thinking gives place to arguing and everyone tries to find who or what is responsible
without first trying to understand anything. The event is often considered as the re-
sult of a combination of unfortunate circumstances: it is such and such at fault . . . it
could have been worse, how unlucky . . . inhibiting any ulterior analysis. This phe-
nomenon is illustrated in Fig. 6.1 – there is a huge divergence between facts, their
interpretation and the suppositions.

An event analysis method is therefore needed to guide the work, aid in the analy-
sis of the role of human and organizations in accidents and promote blame-free ac-
counting of accidents that will support learning from the events and thus becoming a
proactive process.

We may still raise the question: “Why analyze accidents?” The answers are
multiple and can be listed as
– To understand by analyzing the objective causes related to the accident
– To prevent a recurrence
– To determine which measures will improve safety
– To act by implementing adequate solutions
– To show employees that safety and health protection must be taken seriously
– To communicate and therefore temper debates
– To create value for companies
– To meet regulations.

The common denominators among the major analytical techniques are that
– We do not seek for responsibilities but for solutions
– An accident is always a combination of several factors

https://doi.org/10.1515/9783110665338-006
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– We should retain only facts, no judgments nor interpretations
– The analysis is interesting only if it leads to the implementation of solutions
– The analysis of accidents is a collective work.

We should never forget that near-misses, even if they have not concretized in an incident or
accident, are crucial to investigate in order to prevent the realization of the risk, leading to
damages.

6.1 Traditional analytical techniques

Traditional analytical techniques deal mainly with the identification of an accident
sequence and seek unsafe acts or conditions that led to the accident. Such techni-
ques include the sequence of events, multilinear events sequencing and root cause
analysis (RCA), among many other available techniques. The methods presented
below represent only a portion of the available accident analysis techniques. The
primary objectives are to
– Learn to identify and stop destructive behaviors
– Understand the benefits of the observation process
– Understand how to positively communicate observations
– Build on employee empowerment
– Learn the monitoring and tracking system
– Develop a prioritized observation and strategy plan.

– Blame the bad luck...
– By acting this way he

provoked it...
– In the end it turned out

well!

He should
never have had
 to do it this

way

In addition I have
heard that before the
accident he had...

You bet, anyway it is his
fault...

Fig. 6.1: Rumors and facts.
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6.1.1 Sequence of events

This technique was originated by Herbert William Heinrich in 1929 [1], based on the
premise that accidents result from a chain of sequential events, metaphorically like
a line of dominoes falling over. When one of the dominoes falls, it triggers the next
one, and the next . . . but removing a key factor (such as an unsafe condition or an
unsafe act) prevents the start or the propagation of the chain reaction (see also
Section 3.3).

In the newest version of the domino theory model, five labeled dominoes – (i) lack
of control by management, (ii) basic causes, (iii) symptoms, (iv) incident, (v) loss of
property and people – form the basis of the chain of dominoes. Each domino repre-
sents one event. A row of dominoes representing a sequence of events leading to the
mishap is lined up. When one domino falls (when an event in the sequence occurs),
the other dominoes will follow [1, 2]. However, should a domino in the sequence be
removed, no injury or loss will be incurred. Note that such an analysis is usually con-
fined to accidents happening in the exact sequencing.

James Reason [3] (see also Chapter 3) proposed a similar model to that of the
domino theory model and the accident analysis framework through the incorpo-
ration of the pathogen view on the causation of accidents (the likelihood of an acci-
dent is a function of the number of pathogens within the system). Together with
triggering factors, the pathogens will result in an accident when the defenses in the
system are breached. The model is based on a productive system which comprises
five elements: (i) high-level decision-makers, (ii) line management, (iii) precondi-
tions, (iv) productive activities and (v) defenses. The pathogens in a typical produc-
tive system originate from either human nature or an organization’s strategic apex
(high-level decision-makers). The associated types of pathology to each respective
productive element are fallible high-level decisions, line management deficiencies,
the psychological precursors of unsafe acts and inadequate defenses [3].

6.1.2 Multilinear events sequencing

Multilinear events sequencing was conceived by Benner [4]. Basically, this technique
charts the accident process. The model is based on the fact that the first event to cre-
ate unbalance in a system constitutes the start of a chain of events that ends in dam-
age or injury. The accident sequence is thus described as an interaction between
various actors in the system. A description of the accident sequence constitutes the
starting point for identification of a situation that can explain why the accident oc-
curred. Every event is a single action by a single actor. The actor is something that
brings about events, while actions are acts performed by the actor. A timeline is dis-
played at the bottom of the chart to show the timing sequence of the events, while
conditions that influence the events are inserted in the time flow in logical order to
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show the flow relationship as depicted in Fig. 6.2 [1]. With this chart, countermeasures
can be formulated by examination of each individual event to see where changes can
be introduced to alter the process.

6.1.3 Root cause analysis

RCA is a process designed for use in investigating and categorizing the root causes
of events with safety, health, environmental, quality, reliability and production im-
pacts. The term “event” is used to generically identify occurrences that produce or
have the potential to produce these types of consequences. Simply stated, RCA is a
tool designed to help identify not only what and how an event occurred, but also
why it happened. Only when investigators are able to determine why an event or
failure occurred can they specify workable corrective measures that prevent similar
future events. Understanding why an event occurred is the key to developing effec-
tive recommendations.

The RCA process involves four steps [5]:
1. Data collection and gathering

– Without complete information and an understanding of an event, the causal
factors and root causes associated with the event cannot be identified.

2. Causal factor charting
– The causal factor chart is simply a sequence diagram with logic tests that

describes the events leading up to an occurrence, plus the conditions sur-
rounding these events.

3. Root cause identification
– After all the causal factors have been identified, we can begin root cause

identification. This step involves the use of a decision diagram called a “root
cause map” to identify the underlying reason or reasons for each causal

Time evolution

Event Event Event Event

Condition Condition Condition

Condition

Event Event

ConditionCondition

Accident

Fig. 6.2: General events sequencing chart.

226 6 Event analysis

 EBSCOhost - printed on 2/13/2023 1:34 AM via . All use subject to https://www.ebsco.com/terms-of-use



factor. The map structures the reasoning process to help with answering
questions about why particular causal factors exist or occur.

4. Recommendation generation and implementation
– Following identification of the root causes for a particular causal factor,

achievable recommendations for preventing its recurrence are then gener-
ated and must be implemented.

There are many analytical methods and tools available for determining root causes
to unwanted occurrences and problems [5]. Useful tools for RCA are, e.g., the “five
whys” [6], the Ishikawa diagrams, also called Fishbone diagrams [7] or the FMEA.

All incident/accident or near-misses analyses tend to discover the main causes that led to the
event. Causes may be unsafe acts, unsafe conditions or technical failures. They are generally
not self-standing but they link together either in sequential or bijective mode. The sequential
interconnection is important in order to correctly analyze the event.

6.2 Causal tree analysis

The causal tree accident analysis method elaborated by the INRS (Institut national de
recherche et de sécurité, France) [8] is based on an original work initiated by the Eu-
ropean Coal and Steel Community and was attempted for the first time in a practical
way in 1970 in the iron mines of Lorraine. This method aims at being situated beyond
the debates and the opinions. It offers a way to analyze fine circumstances that have
led to an incident/accident, and to transform the causes of these incidents/accidents
into predictable facts, hence leading to prevention. It is an investigation and analysis
technique used to record and display in a logical, tree-structured hierarchy, all the
actions and conditions that were necessary and sufficient for a given consequence to
have occurred.

Causal tree analysis provides a means of analyzing the critical human errors
and technical failures that have contributed to an incident or accident in order to
determine the root causes. It is a graphical technique that is simple to perform and
very flexible, allowing for mapping out exactly what we think happened rather
than being constrained to an accident causation model. The diagrams developed
provide useful summaries for inclusion in incident and accident reports that give a
good overview of the key issues.

It has to be noted that this method has many similarities with fault tree analysis
(FTA). However, FTA focuses on failures determination (technical, process), whereas
the causal tree is mainly looking for accident causes.
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6.2.1 Method description

Tree structures are often used to display information in an organized and hierarchical
fashion. Their ability to incorporate large amounts of data, while clearly displaying
parent–child or other dependency relationships, also makes the tree a very good ve-
hicle for incident investigation and analysis. The combination of the tree structure
with cause–effect linking rules and appropriate stopping criteria yields the causal
tree, which is one of the more popular investigation and analysis tools in use today.

Typically, it is used to investigate a single adverse event or consequence, which is
usually shown as the top or right item in the tree. Factors that were immediate causes
of this effect are then displayed below it or on the left, linked to the effect using
branches. Note that the set of immediate causes must meet certain criteria for neces-
sity, sufficiency and existence. Proof of existence requires evidence.

Often, an item in the tree will require explanation, but the immediate causes
are not yet known. The causal factor tree process will only expose this knowledge
gap; it does not provide any means to resolve it. This is when other methods such
as change analysis or barrier analysis can be used to provide answers for the un-
knowns. Once the unknowns become known, they can then be added to the tree as
immediate causes for the item in question.

The method has four main steps:
1. Search for facts

– Without any judgment
– Without interpreting
– By treating each fact one by one
– One fact must be measurable and/or photographable.

2. Build the tree
– Begin with the last fact
– Develop branches by asking the three following questions

– What is the direct cause that provoked this?
– Was this cause really necessary for the occurrence of that fact?
– Was this cause sufficient to provoke the event?

3. Search for measures
– Begin with the first fact
– Search measures for each fact
– Accept all ideas.

4. Define measures
– Efficiency in use
– Measures do not displace a risk
– Simple, sustainable measures
– Measures comply with laws and regulations.
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The overall process could be schematized as depicted in Fig. 6.3, which shows that
building a comprehensive tree is not sufficient if it does not lead to solutions and
implementation of corrective measures. In order to avoid the repetition of a similar
accident, it is also crucial to install a follow-up procedure.

6.2.2 Collecting facts

A fact is an action or event that happened. The main aspects are
– Form: collection of hot circumstances and additional elements
– Retain a fact list: directly linked to the accident, validated by the team members
– Objectives: provide an opportunity to identify and establish the circumstances

that led to an event
– Prerequisites: a report should be made straight after the accident, all team

members should have been at the event location
– Qualifications: be curious, careful; choose words with precision and accuracy.

They are several rules to follow that are vital when collecting facts so that no judg-
ments or interpretations are brought to the analysis.
– No judgments.
– Do not make any assessment.
– Identify only the facts.
– Note one independent fact at a time.
– Facts are measurable and/or photographable, in simple terms.
– Describe the facts.
– Facts must be unambiguous.
– Do not write down feelings, except from an injured person when they are ex-

pressed spontaneously.
– Do not use adjectives (beautiful, dangerous, many, little, etc.).

Let us take an illustrative example to discover that facts are not always easy to
retain. Read the description of the situation and then try to answer to the following
questions.

The car body repairer John Bely arrives at the garage from 5th Avenue. In the
court, a worker shouted in Spanish with big gestures, looking up. Then, he enters

1.
Collect
circumstances
on the spot

2.
Build the
team analysis

3.
Collect facts

4.
Seek for
causes,
building the
tree

5.
Definition of
preventive and
correctives
solutions

6.
Action plan

7.
Implementing
solutions

8.
Follow-up

Fig. 6.3: Overall process of the causal tree.
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the room and begins to change tires on a car. Near the porch, a young bearded man
speaks tenderly to someone who has long hair and wears jeans.

Sometimes, it will be necessary to interview witnesses to gather facts. A witness can
be defined as any person who has information relating to the incident or accident.
One should be aware that evidence obtained through witness testimonies and state-
ments should be considered to be very fragile. It is very rare for any witness to be able
to recall clearly all the details of an event (before, during and after). Realistically, each
witness will likely have a slightly different description of what he or she observed. The
differences between witness statements can be explained by several reasons, such as
– No two individuals see details or objects and remember them the same way.
– Points of observation vary from witness to witness.
– Witnesses differ in both technical and personal backgrounds.
– Witnesses are interested in self-preservation and the protection of friends.
– Witnesses differ in their abilities to rationalize what they have seen and articu-

late an explanation or description.

Some basic tips for the investigator to start an interview [2], are
– Explain who he/she is.
– Explain why the accident is being investigated.
– Discuss the purpose of the investigation (e.g., to identify problems and not to

determine fault or blame).
– Provide assurances that the witness is not in any danger of being compromised

for testifying about the accident.
– Inform the witness of who will receive a report of the investigation results.
– Ensure witnesses that they will be given the opportunity to review their state-

ments before they are finalized.
– Absolutely guarantee the privacy of the witness during the interview.
– Remain objective – do not judge, argue or refute the testimony of the witness.

Proposals Answers

True False ?

John Bely is garage mechanic.
There are only four persons in the court.
John Bely is on th Avenue.
The contractor has heard a worker shouting.
One of John Bely’s workers was changing tires.
A Spanish worker was in the court.
The worker shouting in the court was speaking
with a colleague located on an upper floor.
He shouted to alert his colleagues of the arrival of John.
A bearded man and a woman were talking.
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To gather as much relevant information as possible, the questions should focus on
who, what, when, where and how aspects of the incident or accident. Such focus will
preclude the possibility that the witness will provide opinion rather than fact. While
the why questions can be asked at the end of the interview, it is a straightforward
rule that the majority of the interview should be based on facts and observations and
not on opinions.

At least the following areas should be covered during an interview of a witness:
1. What was the exact or approximate time of the event?
2. What was the condition of the working environment at the time of the event;

before the event; after the event (e.g., temperature, noise, distractions and
weather conditions)?

3. Where were people, equipment and materials located when the event occurred,
and what was their position before and after the event?

4. Who are the other witnesses of the event (if applicable) and what is their job
function?

5. What and/or who was moved from the scene, repositioned or changed after the
event occurred?

6. When did the witness first become aware of the event and how did he or she
become aware?

7. How did the response or emergency personnel perform, including supervisors
and outside emergency teams?

8. How could the event have been avoided?

The first five questions establish the facts of the event. This information is required
in order to establish an understanding of the facts as they happened or as they
were perceived, but also to validate the credibility of the witness testimony. Ques-
tion 6 is an indication of the point in time during the event when the witness be-
came a witness. It is obvious that such a question may lead to vital information
about the cause of the accident; e.g., if the witness claims that he or she became
aware that something was wrong because of a strange sound or visual happening
prior to the actual event. The purpose of Question 7 is to obtain feedback on the
effectiveness of the organization’s existing loss control procedures. The last ques-
tion serves to fix a point of reference at the end of the investigation. An opinion on
the prevention of the event may actually provide a direction from which the investi-
gator can proceed when providing recommended solutions, prevention and protec-
tion measures, mitigation measures, corrective actions, etc.

6.2.3 Event investigation good practice

The setting of the event needs to be unambiguously described: ‘what’, ‘where’,
‘when’, ‘how’ questions need to be asked. Always try to avoid asking ‘why’. If people
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are interviewed, they should be able to tell their story without interruptions. The in-
terviewer should mainly listen.

Questions that need answering in case of an occupational accident involving
one or more persons carrying out specific activities/tasks, are
– Are there instructions and/or procedures existing and available with respect to

the activities/tasks?
– Were these instructions and/or procedures looked at and followed?
– Are there contradictions in the instructions or procedures?
– What about the specific competences of the person carrying out the tasks/activities?
– Was there adequate training of the person regarding the tasks/activities to be

carried out?
– Were all means available to carry out the tasks/activities in a correct and safe

way? If not, what means were available and what means were used?
– Was there any time pressure involved? If so, please elaborate/explain.
– Were there sudden hindrances or unforeseen circumstances? Explain.

Collect all the incident/accident facts (i) as soon as possible after the accident, (ii)
on location, (iii) in a team (e.g., supervisor, victim if possible, witnesses) with suffi-
cient and adequate competences and (iv) with pictures and/or images/movies if
possible. Investigators should be sufficiently independent from the incident/acci-
dent, and the investigation should be carried out within a reasonable period after
the incident/accident. It is always a good idea to look for similar incidents/acci-
dents within the company, as well as external to the organization. Make a timeline:
unsafe situation, activities/tasks providing the occasion for the incident/accident,
description of the incident/accident itself, intervention activities and recovery.

The criteria for the facts to be collected are, in order of importance/reliability (1 = most impor-
tant/reliable):
1. Fact observed by (member of) the investigation team
2. Material evidence at the location (physical evidence, work material, broken/defect/misused

equipment, measurements, samples, spilled material, sewer contents, waste bin contents,
used safety equipment, infrastructure of surroundings, hindrances, no safety barrier, safety
material out of order)

3. Non-involved and independent witnesses
4. Try to re-check stories/interviews and have supporting evidence if possible.

6.2.4 Building the tree

Once the immediate causes for the top item in the tree are known, then the immedi-
ate causes for each of these factors (see Fig. 6.4) can be added and so on. Every
cause added to the tree must meet the same requirements for necessity, sufficiency
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and existence. Eventually, the structure begins to resemble a tree’s root system.
Chains of cause and effect flow upward or from left to right of the tree, ultimately
reaching the top level. In this way, a complete description can be built of the factors
that led to the adverse consequence. Remember that the three questions to be an-
swered when identifying facts are (Fig. 6.4)
1. What direct cause provoked this fact?
2. Was this cause really necessary for this fact to occur?
3. Was this cause sufficient to provoke the event?

Once the facts are determined, there are three possibilities to connect them together
as described in the following recap (Fig. 6.5).

The remaining task is to build the complete tree, either from the top down or from
right to left depending on the tree size. Before illustrating the method with an exam-
ple, let us try to find the right connection of facts through a small illustration.

In this brief case, four facts have been identified, one of them being the top
event or the final fact.

Is it
really necessary

for the occurrence
of that fact?

Is this
cause sufficient

to cause the
event?

What is the direct cause which
provoked this fact

This is not a direct cause
for this. Look for another
direct cause.

Look for another direct
cause for this.

Fact

No

Yes

Yes

No

No other reasons needed for this. The
identified cause becomes a new fact.

/event?

Fig. 6.4: How to define independent facts?

6.2 Causal tree analysis 233

 EBSCOhost - printed on 2/13/2023 1:34 AM via . All use subject to https://www.ebsco.com/terms-of-use



1. The faucet is left open.
2. The tub overflows.
3. The drain is blocked.
4. The bathroom carpet is completely wet.

The first step is to determine the final event: in this case, fact 4, “The bathroom
carpet is completely wet,” is the top event.

There are several possibilities to interconnect the remaining facts with the top event
as illustrated in Fig. 6.6, however only one is the reflection of what happened. Four
facts and three possible combinations –which one is the correct solution, A, B or C?

Slipping Fall

Storm

Broken tree
branch

Phone line
torn off

Slope of the
road 10%

Used
brakes

Cannot stop

The sequence

X was a necessary and sufficient cause  for Y to happen.

Disjunction

X was a necessary and sufficient cause for Y1 and Y2 to
occur.

Conjunction

X was a necessary and sufficient cause for Y to happen.
Each of X1 and X2 facts were necessary for Y to happen.
It took the combined effects of both for Y to occur.

Fig. 6.5: The types of connectors.

A

B

C

3 1 2 4

3

2

1

3

1
2 4

4

Fig. 6.6: Different possible causal trees.
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Let us find the correct solution. We should begin by asking what was the direct
cause that led to “The bathroom carpet is completely wet,” according to the proce-
dure described in Fig. 6.4. The answer is that only fact 2, “The tub overflows,” is
sufficient for fact 4 to happen. So fact 2 is sequentially linked to fact 4. Thus, solu-
tion C cannot be the correct one.

Next we start with fact 2 and ask the same question as before: what was the
direct cause that led to the tub overflowing? The answer is that both fact 1, “The
faucet is left open,” and fact 3, “The drain is blocked,” are necessary for fact 2 to
happen. So facts 1 and 3 are linked by conjunction to fact 2. This excludes solution
A, revealing that the correct causal tree is solution B.

6.2.5 Example

Now, we are ready to illustrate the causal tree analysis by evaluating the following
accident description:

An employee was ordered to sort the bottles by glass color. Customers can re-
turn the empty bottles in crates. The delivery truck will take empty bottles from the
customer, and the driver visually checks if the crates are filled. The customer does
not receive any reimbursement for the missing bottles. The employee takes out
every bottle from the crate and puts it on the conveyor belt installation. The bottles
that do not correspond to the specified glass are set aside in a special crate for this
purpose. By pulling out a defective bottle with a broken neck, the employee injured
his right hand, causing a severe tendon cut of the right thumb. The collaborator
will be out of work for 2 months.

When working on the facility, wearing gloves is mandatory as specified in the
policy of the company. Consequently, employees receive personal protective gloves.

First, we have to collect the facts:
1. Workers must take the bottles out of crate to be sorted by type.
2. Mr X does not wear protective gloves.
3. The customer is not refunded for broken and/or missing bottles.
4. Protective gloves are not designed for the specific task – hazard.
5. The customer puts the number per supplier in crates without separating by

content.
6. Mr X holds the broken bottle.
7. There is a broken bottle in the crate.
8. Mr X has a reflex movement.
9. The driver does not control the bottles when taking them from the customer.
10. Mr X does not meet the guidelines of wearing gloves.
11. Mr X does not see that the bottle is broken.
12. Mr X has a significant injury to his right hand.
13. The customer puts broken bottles in the crate.
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14. There is an absence of regulation, “Control of crates by the driver.”
15. There is a lack of control by the supervisor.

Second, we must build the tree according to the aforementioned rules. It seems ob-
vious that the final event is number 12 “Mr X has a significant injury to his right
hand.” Building the tree leads to the final causal tree presented in Fig. 6.7.

6.2.6 Building an action plan

Defining measures is easier when the tree is built. Safety features (safety barriers,
corrective measures for both prevention and protection) must be provided as bar-
riers in response to the initiating event. They generally aim to prevent, as far as pos-
sible, the initiating event as the cause of a major accident. It is usually sufficient to
stop one branch of the tree in order to avoid the occurrence of the final event. They
are summarized in the action plan whose objective it is to determine the measures
by answering the following questions:
– What are the chosen measures to stop a repetition of an event?
– What is the measure implementation deadline?
– Who is responsible for their implementation and meeting the deadline?

The number of solution propositions has to be large enough to build a coherent ac-
tion plan. It is essential to acquire the skills required to implement measures. The
measures are chosen according to the following criteria:
– Efficient solution
– No risk displacement
– Extent consistent with law
– Effective solution
– Simple solution (strong acceptance by individuals)
– Eliminating the root causes of the event
– Possible use of the solution in other areas

When choosing measures, one must ensure that all the influences included in the
causal tree are counteracted by the selected measures. The gathered proposed solu-
tions should be classified depending on their efficiency level. Combinations of
measures should be preferred and eligible. For example: technical modification of
an apparatus + organization adjustment + personnel and superior formation. The
farther the neutralized influences are from the fact, the more effective they are.

In the example from Fig. 6.7, we can use our imagination to choose between
facts 4, 15 and 10 in order to ensure that adequate protective gloves are worn. It is
also possible to imagine that the driver looks carefully to identify broken bottles –
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facts 9, 13 and 7. There are no limits in defining measures; they should only be ade-
quate, economically sustainable, effective and implemented.

6.2.7 Implementing solutions and follow-up

Once the action plan has been established, solutions must be implemented and a
follow-up and control must be performed. Communication with personnel is essen-
tial as it enables us:
– To value the study made by the team
– To inform employees about what actually happened
– To inform employees about the anomalies
– To inform employees about the retained and adopted solutions

The causal tree method allows us, using a graphical representation, to investigate the root
causes and subsequent facts that led to an event. It deserves not only the incident/accident
analysis but also a teaching purpose to avoid the repetition of such an event by taking appropri-
ate measures. Corrective measures and actions must be based on a careful analysis in order to
implement adequate remedies.

14. Absence of
regulation,
“Control of crates
by the driver”

9. Driver does not
control the bottles
when taking them
from the customer

13. Customer puts
broken bottles in
the crate

3. Customer is
not refunded for
broken/missing
bottles

7. Broken bottle
in the crate

8. Reflex
movement

15. Lack of control
by the supervisor

4. Gloves not
designed for
work – hazard

10. Does not
meet the guide-
lines of wearing
gloves

2. Mr. X does not
wear protective
gloves

11. Does not see
that the bottle is
broken

6. Holds the
broken bottle

12. Significant
injury to his right
hand

1. Must take the
bottles out of
crate to be
sorted by type

5. Customer puts the
number per supplier
in crates without
separating by content

Fig. 6.7: Causal tree from the mentioned example.
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6.3 AcciMap technique

The AcciMap approach is a systems-based technique for accident analysis, specifi-
cally for analyzing the causes of accidents and incidents that occur in complex
sociotechnical systems. AcciMap graphically maps the multiple contributing fac-
tors to an accident and their inter-relationships onto the following six levels:
1. Government policy and budgeting
2. Regulatory bodies and associations
3. Local health economy planning and budgeting (including hospital management)
4. Technical and operational management
5. Events, processes and conditions
6. Outcomes

The AcciMap approach was developed by Rasmussen (1997) as a means of modeling
the sociotechnical context to identify the combination of events and decisions that
produce an accident. Each level is involved in safety management through laws,
rules and instructions. For systems to function safely, decisions made at high levels
should trickle down and be reflected in the decisions and actions occurring at lower
levels of the system. Conversely, information at the lower levels (e.g., staff, work
and equipment) regarding the system’s status has to travel up the hierarchy to in-
form the decisions and actions occurring at the higher levels. Without this so called
‘vertical integration’, systems can lose control of the processes and fail. AcciMap
does not use pre-defined taxonomies of failures across the different levels. It is rela-
tively simple to learn and use, but the analysis could be time-consuming and the
output could become large and unwieldy.

6.4 Organizational learning

Argyris [9] emphasizes that learning should be embedded in the entire organization
as a part of its normal operation. It is not an add-on extra! Translated into the field of
safety, this means that there must be an intimate link between the risk assessment
process, which specifies what are the hazard and threat scenarios, the manage-
ment process (and the safety management system), which establishes control strate-
gies and practices for them, the operational process which carries them out, and the
learning process, which evaluates, improves and fine tunes these controls.

Two types of learning exist: single and double-loop learning. Single-loop learn-
ing affects the way operational goals are achieved without changing goals or values
themselves. Organizational single-loop learning products are visible in the organiza-
tion’s theories of action, e.g., as minor modifications in a task protocol. Conversely,
double-loop organizational learning affects norms, values and organizational targets
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that govern the organizational unit and its theory-of-action. Therefore, double loop
changes mean modifications to the constraints for operations run by the unit.

If the organizational unit can make the necessary changes to its working practi-
ces within its own resources and authority, single-loop learning is sufficient. A
change in objectives and values is an example of double-loop learning. A decision
to change the process or to impose new norms, e.g., on performance and sustain-
ability, calls for double-loop learning. The need to invoke a more senior person to
authorize expenditure on equipment may still be single loop.

Argyris and Schon [10] have identified a characteristic style adopted by people
dealing with threatening problems in organizations. This style seems to be an al-
most automatic, defensive reflex of which the person seems to be unaware. The
style is characterized by four rules-of-thumb and two strategies:

Rules of thumb:
– Strive to be in unilateral control
– Minimize losing and maximize winning
– Minimize the expression of negative feelings
– Be rational

Strategies:
– Advocate views without encouraging inquiry
– Unilaterally save face (own and others)

Obviously, these characteristics of behavior in case of potential problems, strongly
hinders individual learning as well as the organizational learning process. Looking
at the obstacles and the ways to avoid learning, it is possible to understand what
are the best practices and what should be the behavior, attitude and style to learn
from mistakes and errors. Kingston (2001) summarizes 20 obstacles and 10 ways to
avoid organizational learning:

The 20 obstacles to learning:
– Perceived lack of time
– Blame culture
– Resistance to change
– Lack of accountability
– Wrong sort of accountability
– Few opportunities for lateral communication
– Too much top-down management
– “not my problem”
– Sometimes: “shoot the messenger”
– Passive communication (i.e., do not require change in behavior or beliefs)
– Tendency to “dig the detail”
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– Impersonal styles of communication
– Alienation
– Poor quality of relationships
– Not enough “time-out” to talk
– Poor commitment to lifelong learning
– Specialists “own the message”
– Specialists “own the problem”
– Tightly comfort zone (e.g., only engineering issues are thought legitimate to

consider)
– Lack of trust

The 10 ways to avoid learning
– Do not collect or preserve information
– Believe that “error” is a sufficient explanation
– Do not use appropriate methods of analysis
– Ensure that only specialists do investigations
– Do not debrief at each level of line, especially operational personnel
– Rely on formal communication alone
– Ensure that solutions are the sole output of investigations
– Do not own or track remedial processes
– Only debate the technical details
– Do not question your methods and motivations

Besides the above lists of topics, some other important hints on how not to learn
and how to ensure to make the same mistakes over and over again in an organiza-
tion, are to not use performance indicators properly (with all information needed to
build company memory), to have no systematic and harmonized incident investiga-
tion form and process, and – very important – certainly not to keep any lists of
near-misses and investigate them.

6.5 Conclusions

Why should an accident analysis be conducted? The ultimate reason for conducting
an accident analysis is to avoid future injuries through the identification of facts.
The accident analysis process should not be used to place blame. No person wants
to get hurt. We need to conduct a thorough accident and incident analysis to iden-
tify the multiple causes of the accident. Then, based on the facts, develop solutions.
This activity is designed to stop damaging infrastructure and stop human suffering.

A thorough accident and incident analysis will determine multiple causation
and potential trends by department or area of responsibility. With the facts and
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data gathered in the process of the analysis, corrective measures can be developed
and similar injuries will be reduced or eliminated.

A side effect is that accident analysis could be largely used as an efficient edu-
cational tool for training and empowered awareness of safety. It is the main tool in
enterprise safety partnerships for the development and the political prolongation of
planned preventions, conceived as an element of enterprise management.
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7 Major industrial accidents and learning
from accidents

7.1 Link between major accidents and legislation

Taleb [1] indicates that there are catastrophes with outsized consequences that are so
rare and unthinkable that people were not prepared to face them because they could
not even conceive of their existence. He called them “black swans” since eighteenth-
century Europeans could not picture a swan as being black. All European swans were
white, so why should there exist black swans, or indeed blue or green swans? It turns
out that black swans are not rare at all in some other parts of the world (but blue or
green swans have not yet been discovered). Taleb could have called the phenomenon
“platypus” without any problem as well, since this animal has even more strange char-
acteristics than just a different color, unknown to contemporary science. Black swans
(type III events) (see Section 2.9) lurk outside of our ability to predict. Many catastro-
phes are, however, not so rare as one might think. They are what is called “Gray Rhi-
nos.” Gray rhinos are threats that people ought to see but often do not see, or that they
see but willfully ignore [2]. Most gray rhinos are not the case of signals that are too
weak but of listeners determined to ignore them and systems that encourage and ac-
cept as normal the failure to respond to such obvious threats. There will always be peo-
ple that are stubborn enough to ignore even the most obvious threat. But, as a rule, if a
threat is obvious enough that a reasonable person can see it coming, it is a Gray Rhino,
and not a black swan.

Despite Taleb’s railing against people’s perception of their ability to accurately see
into the future, most of the crises in the world are very likely occurrences. The biggest
threats facing leaders are not highly improbable Black Swans, but highly probable
Gray Rhinos. We may not be able to foresee the details or the timing, but the outlines
of the biggest threats facing us are hard to ignore. As Wucker (2016) puts it, “Why
worry about an odd bird when you’re facing a two-ton beast that is snorting, pawing
the ground, and looking straight at you as it prepares to run you down?”

Gray rhino events are obvious and easy to picture. A good example of a Gray
Rhino is the Covid-19 pandemic. Many pandemics have preceded this 2019/202/2021
one, and many lessons were learned a long time ago. Regretfully, many societies
worldwide struggle with implementing adequate measures to deal with the pandemic.
This should not be the case if adequate learning would have been the case in a sys-
temic way. Gray Rhinos happened before, and thus information is available, making
them obvious type II risks and events. You cannot argue that a rhino does not exist
because it would be the wrong color: all rhinos are actually gray. Their potential im-
pact is massive, whether social/human, political, economic, environmental, etc. Most
of the major accidents described hereafter in this chapter are Gray Rhinos: we all know
of them since they happened before. Actually, before charging, the Gray Rhino event
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has provided certain warning signals and precursors. People were just too blind to see
them. Afterward, lessons are drawn. But too often, they are forgotten quickly.

The tendency of major accidents to force politicians to take political actions ad
hoc is illustrated in Fig. 7.1, presenting a chronological overview of a non-exhaustive
number of significant major accidents worldwide and the chronological develop-
ments in a non-exhaustive number of European and US safety regulations.

All political attention comes to focus on the accident that has just happened,
while a needed proactive broad political view of the accident prevention issue as a
whole is overlooked. The reason for this reactive political behavior is that politicians
and company policy makers have limited imaginative power to fully understand the
probabilities of accident estimates. Moreover, people are risk averse for gains, but
risk taking for losses (see also Chapter 9). This phenomenon causing ad hoc preven-
tion legislation is one of a number of biases in information processing that occurs
when we make choices.

Originally described by two psychologists, Daniel Kahneman and Amos Tversky
[3], the work has had a considerable impact on economic models of choice. Tversky
and Kahneman discovered there is a strong tendency for individuals to be what
they called risk averse for gains, but risk taking for losses. The choice experiment
has been carried out many times, in many different situations, and the results are
very robust. Whether the decision is presented as a loss or a gain will influence
what decision is taken. People prefer to hang onto their gains, but gamble with
their losses. In other words, losses and gains are not equally balanced in decision-
making. Certain gains are weighted far more heavily than probable losses. As Su-
therland et al. [4] point out, this can be easily seen in the balancing of “production”
and “safety.” Ignoring some safety aspects will lead to almost certain increases in
production in the short term. Applying safety measures for highly improbable acci-
dents will lead to additional costs in the short term. Hence, it takes a much larger,
and more probable, loss to tip the prevention management decisions in favor of
safety with respect to low probability, high-consequence risks.

Nonetheless, the potential for major industrial accidents, which have become
more significant with the increasing production, storage and use of hazardous substan-
ces, has emphasized the need for a clearly defined and systematic approach to the con-
trol of such substances in order to protect workers, the public and the environment.

Major hazard installations possess the potential, by virtue of the nature and quan-
tity of hazardous substances present, to cause a major accident in one of the following
general categories:
– The release of toxic substances in tonnage quantities that are lethal or harmful

even at considerable distances from the point of release
– The release of extremely toxic substances in kilogram quantities that are lethal

or harmful even at considerable distances from the point of release
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– The release of flammable liquids or gases in tonnage quantities that may either
burn to produce high levels of thermal radiation or form an explosive vapor cloud

– The explosion of unstable or reactive materials

Apart from routine safety and health provisions, special attention should be paid by
competent authorities to major hazard installations by establishing a major hazard con-
trol system. This should be implemented at a speed and to an extent dependent on the
national financial and technical resources available. The works management of each
major hazard installation should strive to eliminate all major accidents by developing
and implementing an integrated plan of safety management. Works management
should develop and practice plans to mitigate the consequences of accidents that
could occur. For a major hazard control system to be effective, there should be full co-
operation and consultation, based on all relevant information, among competent au-
thorities, works management and workers and their representatives.

7.2 Major industrial accidents: examples

Literature sources for the accidents include Wells [5], Reniers [6] and Paltrinieri [7].

7.2.1 Feyzin, France, January 1966

A tank farm including eight spheres containing propane and butane was undergoing
a routine drainage operation. The wrong procedure was applied to a 1,200 m3 sphere.
The isolating valves became inoperable, and an uncontrolled leak from a propane
sphere was ignited by a car on a nearby road, flashing back to burn like a flare di-
rectly under the sphere. Propane snow had also accumulated within the bund. The
refinery fire brigade attempted to put out the fire but ran out of dry foam. The munici-
pal fire company continued to fight the fire using fire water. After 30 min, the safety
valve lifted, and 1 h later a boiling liquid expanding vapor explosion (BLEVE) ensued.
The fire brigade had concentrated on cooling the other spheres and not the burning
sphere on the assumption that the relief valve would provide protection. Approxi-
mately 340 m3 of liquid propane was released and partially vaporized, producing a
large fireball and an ascending mushroom cloud. The BLEVE killed and injured ap-
proximately 100 people in its vicinity.

One debris missile broke the legs of an adjacent sphere, which contained
857 m3 of propane. A second piece tipped over another sphere containing 1,030 m3

of butane. Another section traveled 240 m to the south and severed all the product
piping connecting the refinery area to the storage area. One fragment broke piping
near four floating roof tanks. Fires were initiated in this area. Extensive structural
damage was caused in the village of Feyzin, about 500 m away. Some 2,000 people
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were evacuated from the surrounding area. A further BLEVE and other explosions
occurred as the fire spread. Fire-fighting continued for a further 48 h until the three
spheres that were still intact (and full of propane and butane) were cooled to an
appropriate level.

7.2.2 Flixborough, UK, June 1974

In the month of March, a caprolactam plant, using six reactors in series, was shut
down and reactor no. 5 was taken out of service. A 20-inch pipe was used to fabricate
a dog-leg bypass pipe. The plant was started up on the first of April. On Wednesday
May 29, a leak was discovered in the bottom isolation valve on a sight glass fitted to a
reactor. The plant was depressurized and cooled down, the leak repaired and the
plant restarted. Normal operating conditions of 8.8 bar and 155 °C were achieved on
1 June with the plant on hold pending the arrival of high-pressure nitrogen needed
for the commencement of oxidation. Shortly before 17.00 h, the bypass in place on
no. 5 reactor became unstable with the result that the two bellow units attached to
no. 4 and no. 6 reactors failed, and the bypass pipe collapsed. Hot cyclohexane was
emitted with flash vaporization and massive entrainment. Two distinct clouds were
observed: a larger elevated cloud and a base cloud.

A minor explosion took place in the control room some 10–25 s after the release.
When the base cloud reached the hot hydrogen unit, part of it was carried up by the
thermal draft and ignited by the open burners at the top. This occurred some 22 s
before the explosion of the elevated cloud. Flames were seen moving back to the
escape point from the hydrogen plant and control room area and probably caused
the elevated cloud to ignite some 54 s after the escape started. The main aerial ex-
plosion then occurred, followed by a major fire with fire-storm characteristics. For
20 min, the fire raged over an area of 180 × 250 m with flames over 100 m in height.
At the time of deflagration, it was believed that the large aerial cloud contained
about 45 tons of cyclohexane. Ninety percent of buildings on the site suffered dam-
age, with blast being the primary factor. Fire extended the damage where the blast
breached the containment of flammable inventories. The incident killed 28 people,
all on the plant site. Over 400 people received treatment for injuries.

There has been much argument about the cause of failure of the bellows and
much criticism of the way the bellows were installed. However, inventory levels
were high. Each reactor had a capacity of 27 tons, which could empty in 10 min.
The total process inventory was 400 tons of cyclohexane and cyclohexanone. Fur-
thermore the pump rate through the reactors was large due to the low conversion in
the reactors. This meant that a 10-minute flow corresponded to a throughput of 43
tons. This figure is closest to the estimated size of the cloud based on general evalu-
ation of the explosion.
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7.2.3 Seveso, Italy, July 1976

On Saturday, July 10, 1976, an explosion occurred in a TCP (2,4,5-trichlorophenol)
reactor belonging to the ICMESA chemical plant on the outskirts of Meda, a small
town about 20 km north of Milan, Italy. A toxic cloud containing TCDD (2,3,7,8-
tetrachlorodibenzo-p-dioxin), then widely believed to be one of the most toxic man
made chemicals, was accidentally released into the atmosphere. It was an exother-
mic decomposition that led to the release of dioxin-containing material into the at-
mosphere. The chemical reaction to produce the material had been performed
earlier. Subsequently a number of plant activities had been carried out contrary to
operating procedures. Operations only distilled off 15% instead of 50% of the total
charge of ethylene, operators did not add water to cool the reaction mixture and
did not remain with the unit until the target cooling temperature was reached. It is
considered bad practice to discharge a liquid directly into the atmosphere. In this
case, about 2 kg of dioxin was discharged. Also, there has been justifiable criticism
that the emergency plan was implemented slowly. An area of some two square
miles was declared contaminated, a figure that was later increased by a factor of
five. The release killed off large areas of vegetation and about 3,300 animals were
killed by the dioxin, while a further 70,000 were slaughtered to prevent dioxin from
entering the food chain. People in the affected areas suffered from skin infections
and other symptoms. At least 250 cases of the infection were identified, some 600
people were evacuated and the land was later decontaminated. Subsequent effects
of the dioxin causing deaths in the long-term are still debated. The disaster led to
the Seveso Directive (legislation), which was issued by the European Community
and imposed much harsher industrial regulations.

7.2.4 Los Alfaques, Spain, July 1978

In this disaster on a Spanish camp site, an articulated tank car carrying over 23 tons
of liquefied petroleum developed a leak. The driver stopped beside a campsite fre-
quented by holiday-makers. Gas was released into the ground and ignited, probably
in the campsite disco. The tanker was engulfed in flames, and this may have been
followed by a BLEVE. Others have suggested a flash fire and a gas explosion. Cer-
tainly the people in the vicinity, largely holiday-makers and tourists, were singu-
larly ill-protected against heat radiation; many were sunbathing at the time of the
accident and large numbers of them were photographed watching a pall of smoke
rising from the tanker, which was hidden by light trees. More than 200 people died
on-site and a similar number succumbed to injuries, as they were unaware that
they should have been escaping from the area rather than spectating. The tank car
had been overloaded, it had no relief valve and the steel tank was deteriorated,
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having been used for the transport of ammonia. Hence, a crack developed. The
route selected by the driver was the coastal road, and it is presumed that no advice
was given on what emergency procedures to follow in the event of a leak.

7.2.5 Mexico City, Mexico, November 1984

At approximately 05.35 h on November 19, 1984, a major fire and a series of cata-
strophic explosions occurred at the government owned and operated PEMEX LPG
Terminal at San Juan Ixhuatepec, Mexico City.

Some 11,000 m3 of liquefied petroleum gas (LPG) was stored in six 1,600 m3

spheres and 48 horizontal cylindrical bullets, all in close proximity. The legs of the
spheres were not fireproofed. It is believed that no fixed water sprays or deluge sys-
tems were fitted to the tanks. A leak of LPG from an unknown source formed a
vapor cloud that was ignited by a plant flare. The storage area was bunded into 13
separate areas by walls of about 1 m high. A fierce fire developed, engulfing the
spheres, which went up one after the other in a series of BLEVEs. Nine explosions
were recorded. The accident is, to date, the most catastrophic accident in history
involving domino effects. The series of LPG explosions at the distribution center re-
sulted in 542 fatalities, and over 7,000 people were injured. Some 200,000 people
were evacuated. The fireballs were up to 300 m in diameter and lasted as long as
20 s. Rain consisting of liquid droplets of cooled LPG fell over the housing area cov-
ering people and property, and were consequently set alight by the heat from the
fireballs. Since the construction of the plant, some 100,000 people had settled in
crowded housing on the valley floor and slopes. The local housing was mainly sin-
gle story and built of brick supported by concrete pillars. LPG was used for heating
and cooking, and each household had its own small bottles. Some 2,000 houses at
300 m were destroyed, and 1,800 were badly damaged. Windows were broken at
600 m, and debris missiles were thrown a considerable distance. One cylinder was
thrown 1,200 m. The emergency plan functioned well considering the circumstan-
ces. This accident is also called “the forgotten accident” due to another, much
worse, disaster that happened approximately a month after this accident: the Bho-
pal catastrophe (see next section).

7.2.6 Bhopal, India, December 1984

Ingress of water (because of pipe washing) in tank E610 initiated a runaway reac-
tion that caused the release of some 25 tons of methyl isocyanate and probably hy-
drogen cyanide, causing 3,787 fatalities and 200,000 injuries instantaneously. In
total, the death toll is estimated to have risen to a number as high as 20,000, which
means that the Bhopal accident is considered to be the worst disaster ever to take
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place within the chemical industry. The cause was initially claimed by the company
to have been sabotage. This was later denied by official investigators; the incident
undoubtedly reached the proportions it did because of operating instrumentation,
the safety interlock systems and mitigating systems were inaccurate, inoperable or
undersized. The standard of maintenance was appalling, and the chemical plant
should not have been operating under such conditions. The emergency plan was
extremely poor with negligible communication to the public.

The material that leaked was an intermediate product that need not have been
stored in such quantities. Alternative routes might have been adopted. As a result
of the incident, Union Carbide, at that time one of the biggest chemical companies
in the world, the owner of the plant, saw share ratings plummet on the US stock
market, revealing how a major incident can also be a true financial disaster for any
company.

7.2.7 Chernobyl, Ukraine, April 1986

An experiment was carried out to investigate whether or not a nuclear reactor could
develop enough power to keep auxiliary equipment running while shutting down. The
plant was operated below the power output at which a reactor remains stable. The de-
sign of the reactor made it liable to a positive void coefficient at power settings below
20% of maximum. At one point, the power dipped below 1% of maximum and slowly
stabilized at 7% of maximum. Operators and engineers continued to improvise by grad-
ually removing rods. The plant went “super-prompt-critical,” and an explosion fol-
lowed. When the temperature increased it rose 100-fold in 1 s. The fire and radiation
release caused many deaths. Exact numbers are unclear, but about 2 million people
are believed to have been affected. The incident caused the permanent evacuation of
600,000 people and vast contamination of the environment.

7.2.8 Piper Alpha, North Sea, July 1988

A condensate pump on an oil rig tripped. The duty of the condensate system ex-
ceeded the initial design, and such problems were not uncommon. Staff started up
the spare, which had earlier been shut down for maintenance and during which the
pressure relief cap had been removed and replaced by a cap that was not leak-
proof. Clearly there were failures in communication of information during the shift
changeover on the evening of the incident. Gas escaped from the cap and ignited.
The resulting explosion destroyed the fire control and communication systems and
demolished a firewall. The incoming gas pipeline was ruptured upstream of the
emergency isolation valve and the gas burned fiercely as it does in a blowtorch. A
fireball engulfed the platform. The adjacent rigs continued to feed gas and oil to
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Piper Alpha for over an hour. Other pipelines ruptured, intensifying the fire and
eventually most of the platform toppled into the water. The platform controller had
tried to enact the emergency plan, which involved mustering in the galley followed
by evacuation by helicopter. However, the explosions made escape by helicopter
impossible. Some survivors escaped by jumping into the sea from a height of up to
50 m. One hundred and sixty-seven oil workers were killed, the platform was totally
destroyed and UK hydrocarbon production dropped temporarily by 11%. Most of the
fatalities were caused by smoke inhalation in the galley or accommodation areas.

7.2.9 Pasadena, Texas, USA, October 1989

Early afternoon on October 23, 1989, Phillips’ 66 chemical complex at Pasadena,
near Houston (USA), experienced a chemical release on the polyethylene plant. A
flammable vapor cloud formed and subsequently ignited resulting in a massive
vapor cloud explosion. Following this initial explosion, there was a series of further
explosions and fires.

The consequences of the explosions resulted in 23 fatalities, and 314 people
were injured. Extensive damage to the plant facilities occurred.

The day before the incident, scheduled maintenance work had begun to clear
three of the six settling legs on a reactor. A specialist maintenance contractor was em-
ployed to carry out the work. A procedure was in place to isolate the leg to be worked
on. During the clearing of no. 2 settling leg, a part of the plug remained lodged in the
pipework. A member of the team went to the control room to seek assistance. Shortly
afterward the release occurred. Approximately 2 min later the vapor cloud ignited.

7.2.10 Enschede, the Netherlands, May 2000

On May 13, 2000, a devastating explosion at a fireworks depot ripped through a res-
idential district in the eastern Dutch town, leaving 22 people dead and 2,000 fami-
lies homeless. A small fire at the factory triggered several massive explosions. In
this incident, several important necessary safety precautions had not been observed.
The fireworks were not stored properly. They had been put in sea containers, offering
insufficient delay in fire inhibition. To exacerbate matters, the classification on the
boxes of fireworks was incorrect, leading the authorities and fire brigade to believe
that they were dealing with consumer fireworks instead of professional explosives.
Statistics about heat radiation require consumer fireworks to be at a distance of 20 m
to inhabited buildings. Professional fireworks, however, need to be only hundreds of
meters away from residential areas.
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7.2.11 Toulouse, France, September 2001

On September 21, 2001, an explosion in Shed 221 of the AZF (Azote de France) plant
killed 31 people and injured 2,442 people. The catastrophe cost the French govern-
ment 228 million euros and TotalFinaElf, owner of AZF, more than 2 billion euros.

Although there remain some uncertainties and unsolved questions about the
disaster, it has been assumed that the explosion was caused by a human handling
error. A worker from a subcontracted company mistook a 500-kg sack of a chlorine
compound (dichloroisocyanuric acid) for nitrate granules and poured it onto the
stock of ammonium nitrate in Shed 221 15 min before the explosion. The mixture is
said to have produced trichloroamine, an unstable gas that explodes at normal
temperatures.

7.2.12 Ath, Belgium, July 2004

A huge gas explosion occurred at about 09.00 h on July 30, 2004, in the small Bel-
gian town of Ghislenghien just outside Ath, 40 km south of Brussels. It sent a wall of
flame into the air, triggering a chain of explosions. A leak was reported on the pipe-
line, which runs from the Belgian port of Zeebrugge into northern France, 37 min be-
fore the explosion. Firefighters attempting to establish a security perimeter around
the site were among those killed when the explosions destroyed two factories in the
industrial park. The blast was heard several miles away. It melted or burned every-
thing within a 400-m radius and left a large crater between the two factories. Bodies
and debris were thrown 100 m into surrounding fields. Twenty-four people died in
the accident, and 120 people were injured, half of them seriously.

7.2.13 Houston, Texas, USA, March 2005

At approximately 13.20 h on March 23, 2005, a series of explosions occurred at the
BP Texas City refinery during the restarting of a hydrocarbon isomerization unit.
Fifteen workers were killed and about 180 others were injured. Many of the victims
were in or around work trailers located near an atmospheric vent stack. Investiga-
tors reported that the explosions occurred when a 170-feet distillation tower flooded
with hydrocarbons and was overpressurized, causing a geyser-like release from the
vent stack. As a result of this mistake, a mixture of liquid and gas flowed out of the
gas line at the top of the column, traveled through emergency overflow piping and
was discharged from a tall vent that was located hundreds of feet away from the
distillation column. A vapor cloud accumulated at or near ground level. The cloud
was further ignited by a vehicle that had been left in the area with its engine idling.
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Finally, a number of mobile offices that had been located far too close to the plant
were destroyed by the explosion, killing and injuring their occupants.

7.2.14 St Louis, Missouri, USA, June 2005

St. Louis was experiencing a heat wave, with bright sunlight and temperatures exceed-
ing 35 °C on June 24, 2005. At Praxair, a gas repackaging plant, operations proceeded
normally during the morning and early afternoon; however, in the afternoon a security
camera video from the facility showed the release and ignition of gas from a cylinder in
the propylene return area. As workers and customers evacuated, the fire spread to ad-
jacent cylinders. The video shows nearby cylinders igniting in the first minute. At
2 min, cylinders began exploding, flying into other areas of the facility, and spreading
the fire. After 4 min, the fire covered most of the facility’s flammable gas cylinder area
and explosions were frequent. Fire swept through thousands of flammable gas cylin-
ders and dozens of exploding cylinders were launched into the surrounding commu-
nity and struck nearby homes, buildings and cars, causing extensive damage and
several small fires.

7.2.15 Buncefield, UK, December 2005

From around 18.50 h on Saturday December 10, 2005, a delivery of unleaded petrol
was being pumped down the T/K pipeline from Coryton Oil Refinery into tank 912
(situated within bund “A”). The automatic tank gauging system, which records and
displays the level in the tanks, had stopped indicating any rise in tank 912’s fuel
level from around 03.00 h on Sunday 11 December. At about 05.40 h on Sunday
morning, tank 912 started to overflow from the top. The safety systems that were
designed to shut off the supply of petrol to prevent overfilling, failed to operate.
Petrol cascaded down the side of the tank, collecting in bund A. As overfilling con-
tinued, a vapor cloud that was formed by the mixture of petrol and air, flowed over
the bund wall, dispersed and flowed off the site and toward the Maylands industrial
estate. Up to 190 tons of petrol escaped from the tank, about 10% of which turned
to vapor that mixed with the cold air, eventually reaching concentrations capable
of supporting combustion. The release of fuel and vapor is considered to be the ini-
tiating event for the explosion and subsequent fire.

At 06.01 h on December 11, 2005, the first of a series of explosions took place. The
main explosion was massive and appears to have been centered on the Maylands Es-
tate car parks. These explosions caused a huge fire, which engulfed more than 20 large
storage tanks over a large part of the Buncefield depot. The fire burned for 5 days and
a plume of black smoke from the burning fuel rose high into the atmosphere. There
were only 43 injuries, but the human death toll could have been very large if the
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accident had happened during a regular day of the week instead of during the night at
the weekend. The damage was estimated at several billion euros.

7.2.16 Port Wenworth, Georgia, USA, February 2008

On February 7, 2008, a huge explosion and fire occurred at the Imperial Sugar refin-
ery northwest of Savannah, Georgia, causing 14 deaths and injuring 38 others, in-
cluding 14 with serious and life-threatening burns. The explosion was fueled by
massive accumulations of combustible sugar dust throughout the packaging build-
ing. The investigation report issued by US Chemical Safety and Hazard Investiga-
tion Board concluded that the initial blast ignited inside a conveyor belt that
carried sugar from the refinery’s silos to a vast packaging plant where workers
bagged sugar under the Dixie Crystals brand.

7.2.17 Deepwater Horizon, Gulf of Mexico, April 2010

A fire aboard the oil rig Deepwater Horizon started at 9:56 p.m. on April 20, 2010. At
the time, there were 126 crew on board. Suddenly, two strong vibrations were felt by
the employees. A bubble of methane gas escaped from the well and shot up the drill
column, expanding quickly as it burst through several seals and barriers before explod-
ing. The event was basically a blowout, and indeed a number of significant problems
have been identified with the blowout preventer. Survivors described the incident as a
sudden explosion, which gave them less than five minutes to escape as the alarm went
off. The explosion was followed by a fire that engulfed the platform. After burning for
more than a day, Deepwater Horizon sank on April 22, 2010, at approximately 10.21 h.
As a result of the accident, 11 workers died, and approximately 5 million barrels of oil
(790,000 m3) were spilled into the Gulf of Mexico. Besides the huge immediate conse-
quences for all life at sea, in October 2011 dolphins and whales continued to die at
twice the normal rate. In April 2012, two years after the accident, scientists reported
finding alarming numbers of mutated crab, shrimp and fish they believe to be the re-
sult of chemicals released during the oil spill.

7.2.18 Fukushima, Japan, March 2011

Following a major earthquake, a 15-m tsunami disabled the power supply and cool-
ing of three Fukushima Daiichi reactors, causing a nuclear accident on March 11,
2011. All three cores largely melted in the first three days. High radioactive releases
were measured. After two weeks the three reactors were stable with water addition
but no proper heat sink for the removal of decay heat from the fuel. By July 2011,

254 7 Major industrial accidents and learning from accidents

 EBSCOhost - printed on 2/13/2023 1:34 AM via . All use subject to https://www.ebsco.com/terms-of-use



they were being cooled with recycled water from a new treatment plant. Reactor
temperatures had fallen to below 80 °C at the end of October 2011, and an official
“cold shutdown condition” was announced in mid-December 2011, although it
would take decades to decontaminate the surrounding areas and to decommission
the plant altogether. Apart from cooling, the basic on-going task is to prevent re-
lease of radioactive materials, particularly in contaminated water leaked from the
three units. A few of the plant’s workers were severely injured or killed by the disas-
ter conditions resulting from the earthquake. There were no immediate deaths due
to direct radiation exposures, but at least six workers have exceeded lifetime legal
limits for radiation, and more than 300 have received significant radiation doses.

7.2.19 West, Texas, USA, April 2013

On April 17, 2013, an explosion at the West Fertilizer Company in West, Texas killed
15 people, injured approximately 160 to 200, and damaged 150 homes. The explo-
sion occurred after a fire broke out in the plant. Investigators from the Texas
Department of Insurance and State Fire Marshall’s Office concluded ammonium ni-
trate was the cause of the explosion. The explosion at West Fertilizer resulted from
an intense fire in a wooden warehouse building that led to the detonation of ap-
proximately 30 tons of ammonium nitrate stored inside in wooden bins. Not only
were the warehouse and bins combustible, but the building also contained signifi-
cant amounts of combustible seeds, which likely contributed to the intensity of the
fire. According to available seismic data, the explosion was a very powerful event.
In May 2016, the Bureau of Alcohol, Tobacco, Firearms and Explosives stated that
they had determined that the fire leading to the disaster had been deliberately set.
However, this finding is widely discussed. Legal and forensic experts have criticized
the investigation, which remains disputed.

7.2.20 La Porte, Texas, USA, November 2014

On November 15, 2014, nearly 24,000 pounds of methyl mercaptan was released in-
side the Lannate® unit at the E. I. du Pont de Nemours chemical manufacturing
facility in La Porte, Texas. The release resulted in the fatalities of three operators
and a shift supervisor inside the Lannate® manufacturing building. The four Du-
Pont employees died from a combination of asphyxia and acute exposure to toxic
chemicals including methyl mercaptan. All four victims were located inside the
manufacturing building – three on the third floor and one descending the stairs be-
tween the third and second floor. At the time of the incident, the manufacturing
building ventilation fan for the portion of the unit where the methyl mercaptan was
released (wet end fan) was not operating despite an “urgent” maintenance work
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order written on October 20, 2014, nearly a month prior to the incident. As a result
of the release, the manufacturing building stairways were contaminated with highly
toxic and highly flammable methyl mercaptan. The stairways were not a safe loca-
tion for workers. However, these stairways provide the primary means to access the
equipment or exit the building in the event of an emergency.

The accident followed a series of mistakes, which began days earlier with the
inadvertent introduction of water into a methyl mercaptan storage tank. The water,
methyl mercaptan and cold temperatures combined to form a hydrate that blocked
the tank’s feed line. Workers warmed pipes to break up the hydrate. They opened
and closed valves and vents to redirect the methyl mercaptan while they worked to
reduce the hydrate. Eventually operators succeeded, and the piped material began
to flow. Meanwhile, in another part of the production line, two workers began a
routine mission to drain a vent in a poorly ventilated manufacturing building. The
vent piping contained methyl mercaptan because of a jerry-rigged configuration to
reduce the hydrate. The toxic chemical was released and vaporized, exposing the
unprepared workers. The stricken workers immediately called for help. Two others,
brothers, responded. All four died [8].

The accident is still (end of 2015) under investigation by the US Chemical Safety
Board to discover what really happened.

7.2.21 Tianjin, China, August 2015

A series of explosions that killed at least 173 people and injured hundreds of others
occurred at a container storage station at the Port of Tianjin on August 12, 2015. The
first two explosions occurred within 30 s of each other. The second explosion was
far larger and involved the detonation of about 800 tons of ammonium nitrate.
Fires caused by the initial explosions continued to burn uncontrolled throughout
the weekend, repeatedly causing secondary and higher-order explosions. The exact
cause of the explosions was not immediately known, but Chinese state media re-
ported that at least the initial blast was from unknown hazardous materials in ship-
ping containers at a plant warehouse. Poor coverage of the event and the emergency
response to it received criticism. As of 12 September 2015, the official casualty report
was 173 deaths [9], 8 missing and 797 non-fatal injuries.

7.2.22 Cambria, USA, May 2017

At approximately 11:00 PM on May 31, 2017, explosion(s) at the Didion Milling (Di-
dion) facility in Cambria, Wisconsin, resulted in 5 worker deaths and an additional 14
workers injured. Because the event occurred at night, only 19 employees were work-
ing within the facility at the time of the incident. Shortly before the explosion(s) at
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Didion, workers saw or smelled smoke on the first floor of one of the mill buildings.
In trying to find its source, workers focused on a piece of equipment called a gap
mill. While inspecting the equipment, workers witnessed a filter connected to an air
intake line for the mill blow-off, resulting in corn dust filling the air, and flames
shooting from the air intake line, followed by one or more explosions.

7.2.23 Tangerang, Indonesia, October 2017

The accidental ignition of stored fireworks in Tangerang, Indonesia. On October 26,
2017, at the PT. Panca Buana Cahaya Sukses, a fireworks manufacturing factory in
Kosambi, Tangerang. The explosion occurred in a warehouse connected to the fac-
tory and ignited a massive fire. 103 people were working at the factory at the time of
the explosion. At least 49 people were killed and 46 others were injured in the
accident.

7.2.24 Sichuan, China, July 2018

At least 19 people died and 12 were injured when the explosion ripped through the
Yibin Hengda Technology Co. plant in Jiang’an county on the evening of July 12,
just as a shift change was underway. Following the initial massive explosion and
several smaller ones, the plant was rapidly engulfed in flames which sent a thick
plume of black smoke into the sky. Firefighters said the blaze appeared to have
been fueled by methanol. The initial investigation discovered that the factory had
been producing a range of chemicals that had not been approved or declared dur-
ing an earlier safety inspection. Moreover, management and staff lacked the skills
and experience to properly and safely manufacture the chemicals being produced
[China Labour Bulletin, 16/07/2018].

7.2.25 Yancheng, China, March 2019

On March 21, 2019, a major explosion occurred at a chemical plant in Chenjiagang
Chemical Industry Park, Chenjiagang, Xiangshui County, Yancheng, Jiangsu, China.
According to reports published on March 25, 78 people were killed and 617 injured.
According to the Beijing News, the State Administration of Work Safety, which regu-
lates occupational safety in China, had reported problems with the body responsible
for monitoring safety at the Tianjiayi plant, citing insufficient analysis and identifica-
tion of risk factors and hazards, and a lack of targeted measures to rectify issues
(Reuter press, published 28 March 2019).
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7.2.26 Chicago, USA, May 2019

On May 3, 2019, a silicone manufacturing process generated a flammable gas inside
an enclosed production building at the AB Specialty Silicones (AB Specialty) facility
in Waukegan, Illinois. At approximately 9:30 p.m., the flammable vapor cloud
found an ignition source and ignited, causing an explosion and fire. The flammable
vapor originated from the area where AB Specialty was making a silicon hydride
emulsion. The explosion fatally injured four AB Specialty employees and caused se-
rious injury to another AB Specialty employee. At the time of the incident there
were nine AB Specialty employees onsite. The explosion heavily damaged the AB
Specialty’s production building. Additionally, the force from the explosion was felt
up to 20 miles away in the surrounding communities, and some nearby businesses
sustained damage from the blast. Post-incident, AB Specialty has resumed some of
its operations at another location [13].

7.2.27 Abqaiq–Khurais attack, Saudi Arabia, September 2019

On September 14, 2019, drones were used to attack the state-owned Saudi Aramco
oil processing facilities at Abqaiq and Khurais in eastern Saudi Arabia. The attack
by 10 drones caused fires at a major oil processing facility and a nearby oil field.
Houthi, movement in Yemen, have claimed responsibility. The drone attack tar-
geted Abqaiq, the world’s biggest oil processing facility, and the Khurais oil field,
which produces around one million barrels of crude oil a day. Saudi Aramco said
that around half of Saudi Arabia’s daily oil production had been suspended as a
result. In such attacks, the drones are typically packed with explosives and flown at
speed into their targets. While the group used to use standard, off-the-shelf hobby-
ist drones with a limited range, later attacks have used more sophisticated models
with an estimated range in excess of 900 miles, the UN reported in January [14].

7.3 Learning from accidents

Many disasters have occurred because organizations have ignored the warning signs
of precursor incidents or have failed to learn from the lessons of the past. Normal acci-
dent theory suggests that disasters are the unwanted, but inevitable output of complex
sociotechnical systems, while high reliability theory sees disasters as preventable by
certain characteristics or response systems of the organization (see Section 3.10.2). In-
dustrial accidents and hazards have become the order of the day, with new technolo-
gies evolving every day and few people knowing how to use them. Disasters have at
least one thing in common: the inability of the organization involved to effectively
synthesize and share the information from separate “precursor” incidents with the
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relevant people across the organization so that appropriate action can be taken to re-
duce the risk of disaster. Kletz [10] reports several examples in the chemical industry
of the same accident occurring multiple times in the same organization. We could
then suppose that it is not natural for organizations to learn from safety incidents.
Even if ad hoc learning is occurring, it is not enough.

It is then essential that incidents and accidents are properly reported. The in-
vestigation of any accident will never progress unless it is first properly reported
within an organization. A formal policy requiring the consistent and adequate re-
porting of all incidents and accidents is one of the most important principles of any
accident investigation program. Much of what is known today about accident pre-
vention and loss control was, in fact, learned from loss incidents that were properly
reported and investigated.

The accident investigation should be objective and complete. It is all too common
that accident investigations fail to identify the reasons that an accident occurred be-
cause the investigator focused on assigning blame rather than determining the un-
derlying causes. This is the reason that people are reluctant to report any event that
might reflect unfavorably on their own performance or that of their department. How-
ever, it is obvious that without complete reporting of incidents, near-misses, acci-
dents, losses, etc., and followed by a comprehensive and “honest” investigation into
the causes, an organization and its management will never know the extent and na-
ture of the conditions that no doubt will have downgraded the efficiency of the
company.

To efficiently investigate accidents, management should determine appropriate
parameters within which the investigation is to be carried out. Parameters may in-
clude the types of occurrences that will require reporting and investigating, to what
extent the investigation has to be conducted, how incidents and accidents shall be
reported and what information should be given, what use shall be made of the in-
formation reported, etc.

Vincoli [11] indicates that the fact that an accident occurs is a strong indication
that a bad and/or erroneous decision was made by management within the organi-
zation somewhere. The nature of accident investigation requires an analysis of all
possible reasons such decisions have been made. It is obvious, also from the exam-
ples above, that faulty communications, lack of adequate information, improper
training and improper behavior are examples of accident causal factors that are
often repeated.

There are nine essential elements of a successful accident investigation program:
1. Consistent reporting to management
2. Interview of witnesses and examination of evidence at scene
3. Determination of immediate causal factors
4. Study of all evidence and formulation of interpretations
5. Determination of basis or root causal factors
6. Reconstruction of accident (if required)
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7. Analysis of basic causal factors and management involvement
8. Implementation of corrective actions
9. Follow-up of planned and implemented actions

Specific plans should be developed to organize and manage the carrying out of an
accident investigation in anticipation of any possible future incident or accident.
Adequate planning ensures that sufficient resources will be available to guarantee
a proper investigation if an incident or accident should occur. Individual or team
investigation, team member composition depending on the characteristics of the in-
cident or accident, coordination requirements, collaboration specificities between
investigators, required background information and data, exchange of information,
sharing ideas and brainstorming sessions, training, expertise, know-how, informa-
tion, resources, etc. should all be thought of in advance. Hence, preparation is the
key to the accurate determination of incident and accident causal factors, in the
shortest possible time and with the lowest expenditure of resources.

What does it take to learn?
– Opportunity (to learn) – learning situations (cases) must be frequent enough for

a learning practice to develop.
– Comparable/similar – learning situations must have enough in common to

allow for generalization.
– Opportunity (to verify) – it must be possible to verify that the learning was “cor-

rect” (feedback).

The purpose of learning (from accidents, etc.) is to change behavior so that certain out-
comes become more likely and other outcomes less likely. According to Kletz, there are
several myths on accident investigation to note (see [12] for supplementary information)
and to develop with your own culture, education and goal. The myths are:
1. Most accidents are caused by human error. (The authors of this book would

suggest to use/interpret “most” into “all” to avoid possible misunderstandings.
Another possibility is to explicitly indicate that with “accidents,” Kletz means
“major accidents.”)

2. Natural accidents are “Acts of God” and are unavoidable.
3. The purpose of accident reports is to establish blame.
4. If someone’s action has resulted in an accident, the extent of the damage or

injuries is a measure of his or her guilt.
5. We have reached the limit of what can be done by engineering to reduce acci-

dents. We must now concentrate on human factors.
6. Most industrial accidents occur because managers put costs and output before

safety.
7. Most industrial accidents occur because workers fail to follow instructions.
8. Most industrial accidents occur because workers are unaware of the hazards.
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9. Two competent and experienced investigating teams will find the same causes
for an accident.

10. When senior people do not know what is going on this is because of the failures
of their subordinates to tell them.

11. When everything has run smoothly for a long time, and accidents are few, we
know we have got everything under control.

Once you have debated these myths, these comments can be raised:
– As individuals, we do learn from the experience of accidents and rarely let the

same one happen again, but when we leave a company we take our memories
with us. We need to find ways of passing on our knowledge and building a
“company memory.”

– The next best thing to experience is not reading about an accident, or listening
to a talk on it, but discussing it.

– When we investigate an accident, and particularly if we are involved in some
way, it is hard for us to be dispassionate and our mindsets and self-interests can
easily take over. Without making a conscious decision to do so, we look for
shortcomings in other departments rather than our own and tend to blame
those below us rather than those above us.

7.4 Finding problems

Many managers at all levels tell their people that they hate surprises. They encourage
people to tell them “the bad news,” if there is any. Still, due to many reasons, prob-
lems often remain concealed in organizations. Bad news and simple problems do not
tend to rise upward a lot. Therefore, warning signals, precursors, near-misses, bad
behavior and what have you should be looked for. Managers should not only learn
adequately (single loop and double loop, see Chapter 6) from past accidents and cat-
astrophes to prevent Gray Rhinos from happening, but they should also become
hunters who venture out in search of the problems that might lead to disasters for
their organizations. The sooner problems are identified and surfaced, the more likely
a major accident can be avoided. After all, engineering risk managers are not merely
“problem solvers,” but they are also and foremost, “potential problem solvers,”
hence, problem finders and –proactive fixers.

Roberto [15] has identified seven sets of skills and capabilities that managers,
also engineering risk managers and middle and top managers, should master for ef-
fective problem-finding:
1. Circumvent the gatekeepers: remove the filters at times, and go directly to the

source to see, experience and hear the raw data. Listen aggressively tot he peo-
ple actually doing the work. Keep in touch with what is happening at the pe-
riphery of the organization, not just simply at the core.
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2. Become an ethnographer: Many anthropologists observe people in natural set-
tings, which is known as ethnographic research. As a manager dealing with
risks, the same approach should be embraced. Do not simply ask people how
things are going. Do not depend solely on data from surveys and focus groups.
Do not simply listen to what people say; watch what they do: go out and observe
how employees, contractors, visitors and what have you actually behave in the
organization. Effective problem-finders become especially adept at observing the
unexpected without allowing preconceptions to cloud what they are seeing.

3. Hunt for patterns: Reflect on and refine your individual and collective pattern-
recognition capability. Focus on the efficacy of your personal and organiza-
tional processes for drawing analogies to past experiences. Search deliberately
for patterns amidst disparate data points in the organization.

4. Connect the dots: Recognize that large-scale failures are preceded by small prob-
lems that occur in different parts of the organization. Foster improved sharing of
information, and build mechanisms to help people integrate critical data and
knowledge.

5. Encourage useful failures: Encourage people to come forward when mistakes
are made. Reduce the fear of failure in the organization. Help your people un-
derstand the difference between bona fide/excusable and mala fide/inexcus-
able mistakes.

6. Teach how to talk and listen: Employees should be able to surface and discuss
problems and concerns in an effective manner. They should learn and be
able to speak up and managers need to handle all comments and concerns
appropriately.

7. Watch the game film: Reflect systematically on your organization’s conduct and
performance, as well as on the behavior and performance of competitors. Cre-
ate opportunities for individuals and teams to practice desired behaviors so as
to enhance their performance.

7.5 Conclusions

Accidents happened. Accidents happen. Accidents will happen. It is obvious that a
zero risk or zero-accident organization does not exist. Industrial activities go hand-
in-hand with risks and regretfully with incidents and accidents. This does not
mean, however, that nothing can be done to prevent most incidents and accidents,
or to prevent the consequences of accidents from aggravating. Accidents will hap-
pen within organizations, but the number of accidents should be very low, and the
consequences of accidents should be none to minor, when applying the engineer-
ing risk management and its principles, methods, concepts, etc., explained and dis-
cussed in this book. We need especially to learn from minor and major accidents
and insert the lessons learned of any disaster worldwide into the DNA and the
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memory of all organizations. Hence, on the bright side, the vast majority of possible
incidents and accidents never happen, thanks to adequate engineering risk man-
agement. On the dark side, disasters keep on taking place somewhere worldwide,
and they really are preventable, either by preventing the initiating causes of the di-
saster, or by preventing the accident’s consequences from becoming disastrous.
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8 Crisis management

We often hear different statements after a major event happened such as
– “Crises only happen to others”
– “If that should happen, we will improvise”
– “A crisis is unpredictable, so why should we get organized?”
– “People always exaggerate the severity and the consequences of a crisis”
– “We are in a crisis every day and we always get out of it”

Disasters have served to guide and shape history, and many great civilizations have
been destroyed by the effects of disasters.

So would it not make sense to identify the first signs of a crisis, so that when
one happens, we know what to do, or when it is over that we know how to recover?
Those are the several points that this chapter will try to highlight.

All crisis management techniques, methods and plans are based on the ques-
tion, “What’s the worst that can happen?” While many people do not want to think
of worst-case scenarios and only hope for the best, looking at the world through
rose colored glasses does not help individuals, teams, companies, corporations, or
governments to plan or prepare to meet an emergency. Some crises happen immedi-
ately, while others may take longer to develop and form. Being able to recognize
various stages of a crisis is essential for crisis management teams, managers and
supervisors.

Swartz et al. [1] identified at least three stages in managers’ mindsets regarding
crisis management. The authors suggested a potential evolutionary path for crisis
management since the 1970s, from the initial focus upon technological activities
and predominant concern with hardware toward a growing interest in the value of
business continuity management. They stated that there is no suggestion that these
mindsets are restricted to specific periods, but rather they suggest that each repre-
sent the dominant paradigm for a particular decade:

technology mindset (1970s) ! auditing mindset (1980s) ! value mindset (1990s)
! normalization of business continuity management mindset (2000s) ! Resilience
mindset (2020s)

Crisis management as a corporate activity has the fundamental strategic objectives of
ensuring corporate survivability and economic viability when business profits and/or
continuity are threatened by external or internal potentially destructive events.

Three characteristics can be expressed as separating crises from other unpleas-
ant occurrences:
– Surprise – even naturally occurring events, such as floods or earthquakes, do

not escalate to the level of crisis unless they come at a time or a level of intensity
beyond everyone’s expectations.

https://doi.org/10.1515/9783110665338-008
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– Threat – all crises create threatening circumstances that reach beyond the typi-
cal problems organizations face.

– Short response time – the threatening nature of crises means that they must be
addressed quickly. This urgency is compounded by the fact that crises come as
a surprise and introduce extreme threat into the situation.

In this chapter we will consider a crisis as a specific, unexpected and non-routine event or se-
ries of events that creates high levels of uncertainty and that is threatening.

8.1 Introduction

Damages following an accident can lead to a degraded situation by weakening the
target affected by the accident. This target is then exposed to the emergence of
other accidents against which it is usually protected. The degradation situation
then becomes a crisis situation. A breach in the defense system occurs, and it is the
whole system which is at threat. This phenomenon is highly dependent on time as
illustrated in Fig. 8.1. The crisis is multifaceted and multitemporal; it can be
– The result of a succession of past events leading to a creeping degradation
– The result of a major event, a sort of sudden cataclysm
– The outcome of future events that will be linked together in cascade

As observed, at the beginning, threats (represented by arrows) are not reaching the
target (the vulnerable resource, process, human, etc.). This represents the normal
status, the target is not harmed and safety barriers are fulfilling their purpose. As
the situation deteriorates with time, the target can be reached by the threats and

Normal situation Situation deteriorated
Weakening of the target

Crisis situation

Accident Chain of
accidents TargetTarget Target

Normal status Crisis Crisis
worsened

Time

Fig. 8.1: Physical modeling of the time evolution effect on a crisis.
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then damages and/or harms appear. The immediate consequence is a weakening of
the target as the safety barriers are either deteriorated or not completely performing
their duty. At the end, a chain of accidents allows multiple threats on a weakened
target and safety barriers, indicating that the crisis has worsened and that the target
will suffer multiple and more important damages and/or harms [2].

This implies that, following an accident, one must not only repair the noticed
damage, but at the same time be more careful to try to prevent other risks whose
likelihood of occurrence momentarily increases drastically.

A crisis is often defined “as an acute situation, hard to manage, with important
and lasting consequences (sometimes harmful).” It can result from an accident or
from the normal evolution of a situation. This last point can lead us to think that it
would be more correct to consider a crisis as a passing process from one situation
to another, e.g. from a critical situation to a catastrophic situation. A crisis assumes
a decision-making process and immediate action to get out of it. A crisis is an un-
usual situation characterized by its instability, forcing a specific governance to be ap-
plied in order to get back to a normal status.

We must not confuse a crisis with an exceptional event or an emergency situa-
tion. A crisis is a period of intense instability, more or less long, not anticipated,
not always visible or known, which causes negative consequences on the environ-
ment and its actors. Figure 8.2 provides an overview of the differences between
emergency, crisis and business continuity management.

The components of a crisis management system are composed of
– Pre-event risk and vulnerability assessment
– Mitigation and loss control
– Planning
– Response management
– Recovery functions

The fundamental strategic objective of any organization is to ensure its long-term
survivability and economic success. Crisis management is a strategic function that

Undesired
event

Recovered
situation

Business Continuity Management

Emergency management
Recoverable situation

Non-recoverable
situation

Crisis management

Fig. 8.2: Emergency, crisis and business continuity management.
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links functions such as risk management, safety management, environmental manage-
ment, security, contingency planning, business recovery and emergency response [3].

When an event such as an industrial accident, a toxic release or a major oil
spill occurs, management often finds itself simultaneously involved in emergency
management (the specialized response of emergency forces), including disaster
management (the management of the incident and the management and support of
the response organization); crisis management (the management of the crises situa-
tions that occur as a result of the accident); and business recovery and continuity
(the entire management process to deal with the recovery and continuation of the
profitable delivery of products and services). In addition, crisis management often
includes a strong focus on public relations to recover any damage to public image
and assure stakeholders that recovery is underway.

A crisis is often defined as an acute situation, hard to manage, with important
and lasting consequences (sometimes harmful). It can result from a triggering acci-
dent or from the normal evolution of a situation. It has the following rules:
– Being unprepared is no excuse.
– You know the threats – get ready for them.
– Know in advance before you are asked.
– Admit that you are wing-it-challenged.
– Adopt short key message communication type.
– Beware of the court of public opinion.
– The first 72 h of any crisis are crunch time.
– Do not forget that in a crisis situation, time flies.
– Get every help or support you may need.
– Every crisis is an opportunity.

Murphy’s Law and expressions such as “bad things happen in threes” and “waiting
for the other shoe to drop,” suggest the possibility of a single crisis expanding into
something like a knock-on effect. Because it is extremely important for individuals
responsible for establishing control to take action during a crisis, it is extremely im-
portant to choose members of a crisis management team that are efficient, effective
and able to give their best in such situations.

8.2 The steps of crisis management

In reality, managing is predicting. Anticipating and preparing a protocol and crisis
management organization is a very big responsibility for the company’s manage-
ment. Managing a crisis and containing the crisis so it does not extend or deterio-
rate is a high priority objective of any organization.
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In a crisis situation, it is difficult to predict human behavior with regards to the
undergone stress and emotional load that can overwhelm an individual. Anticipa-
tion, the master word of crisis management, is
– Imagining and studying the different incurred scenarios in the company by also

integrating the known catastrophic scenarios.
– Equipping ourselves with “thinking” and “acting” in a structured way when the

moment comes, known as the “crisis cell.”
– Preparing a minimum of the functioning logistics and procedures.
– Preparing the crisis communication so as not to add an aggravating factor in

case of mediatization.
– Identifying in advance the right people: those who have the knowledge and ex-

pertise, those who are united and can work in teams, those who will not “flinch”
when there are decisions to be made and finally those whose legitimacy would
not be questioned.

Anticipating and preparing for a crisis is answering the following questions:
– How should we react and be organized to face an unpredictable disaster?
– Which crisis management device should be deployed?
– Which collaborators should be involved? What roles should be assigned to them

and what would their responsibilities be?
– Which logistic processes/activities should be planned?
– Which crisis communication should be put into place? And for which addressees?
– Which procedures and which operations should be implemented to reduce the

crisis impact and proceed with the restarting of activities?

There are the risks that are known, have been integrated and that are now assumed,
and then there are all the other risks, the new ones, the unknown unknowns, the
unexpected, which play tricks on our emotions and lead to psychological issues,
anger, irrationality, etc. This constitutes one of the main difficulties of crisis com-
munication. To make sure the words are not transformed into ills, every used term
must be chosen with care and precision by the public powers and political, econom-
ical and media actors.

And it is precisely this mixture of uncertainty, anxiety and acceleration that
multiplies tenfold the evolution risk of a “sensitive” situation (or emergency situa-
tion) into a “crisis” situation. This crisis situation is always characterized by its in-
stability, which forces a specific governance to be adopted in order to go back to a
normal way of life. By crisis management, we mean a governance mode. In a crisis
situation, we are heavily engaged in the future, and in a way that is necessarily
more closed than usual. As an extreme example, it is not when an airline pilot ap-
proaches critical take-off speed and he notices a motor failure that he will start con-
sultations and negotiations to decide which maneuver to make or whether to perform
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an emergency brake. What is done at that moment does not translate the instanta-
neous good will of the individual: it is the anterior decisions that play a large role.

8.2.1 What to do when a disruption occurs

No matter what the quality of the risk management system is, an unwanted and un-
expected event will happen sooner or later, as “zero risk” does not exist. As long as
the risk is there, identified and quantified, no matter how well-managed, we know
the accident may happen. But the moment when it will happen remains, of course,
unknown. The same goes for a crisis: it surprises and, under Murphy’s Law, some
say it always happens at the wrong moment [4].

Mythology is ripe with tragically sad stories. The story of Cassandra is such a
mythological tale. Cassandra was princess of the legendary city of Troy; she was
the daughter of King Priam and Queen Hecuba. She was a precocious and charming
child that easily caught the attention of mortals and gods alike.

As was very common in Greek mythology, the God Apollo lusted after the beau-
tiful young mortal woman and intended to make her his own. To convince her to
give into his advances, he promised to bestow upon her the gift of prophecy.

While Cassandra was obviously flattered that an Olympian God sought her fa-
vors, she was not at all convinced that she wanted to take him as lover. Still, unable
to resist the gift he offered, she eventually relented.

Apollo took Cassandra under his wing and taught her how to use her prophe-
cies. Once her mentorship was finished, however, Cassandra refused to give her
body to Apollo as promised.

Furious at being rejected by a mere mortal, Apollo decided to punish her. How-
ever, he could not take back the gift he had already given her. So he leveled a terri-
ble curse upon her head. While Cassandra would still be able to foresee the future,
the curse ensured that no one would believe her. Worse than that, they would be-
lieve that she was purposely telling lies. True to his word, Cassandra was able to
foresee the future for herself and those around her. But every attempt she made to
warn people in advance of impending doom was ignored or, worse yet, labeled as
an outright lie.

The careful reader immediately sees the analogy with crisis and disaster man-
agers: before anything happens, they are often regarded by others as fantastical
doom-sayers who do not have to be believed. “Nothing ever happened, so why
would something happen now?” is often the reasoning. Hence, in the proactive phase,
crisis and disaster managers are often treated exactly the same way as Cassandra.

The major steps of crisis management can be expressed as three phases (see
Fig. 8.3):

270 8 Crisis management

 EBSCOhost - printed on 2/13/2023 1:34 AM via . All use subject to https://www.ebsco.com/terms-of-use



1. Preparation, before, is composed of
– Major risk identification (linked to strategic impact risks, necessitates risk

quantification, focuses on critical consequences).
– Prospective crisis organization – crisis scenarios and continuity plans, crisis

levels, ethics and image. In case of a crisis, we can be confronted with ethi-
cal problems. It is possible, e.g. that some resources have to be sacrificed in
order to save others.

The main actions to be considered by a company prior to a crisis situation are
– Appoint someone within the organization – who can also represent com-

pany top-management – as the responsible person for company crisis man-
agement and person in charge in case of a crisis situation (the “crisis
manager”). Think also about a back-up person.

– Make a draft of a crisis procedure. Who carries out which tasks in what order
under what circumstances? Compose a crisis team comprising at least the fol-
lowing functions: coordinator of crisis team, secretary (responsible for the
log), person responsible for communication, person knowledgeable about
safety and technology. Develop training schedules with yearly exercises.

– List the organizations/authorities/emergency services that need to be in-
formed/averted in case of a crisis situation. Inform these parties about the
crisis procedure of your company.

– Conceptualize a crisis center inside and/or outside the premises of the orga-
nization, equipped with the necessary communication means. Use only a
single point of contact (in case of crisis), that is, the e-mail/phone/social
media specificities of the person responsible for communication.

– Anticipate contacts with the press. Make a list of press contacts (e-mail ad-
dresses, telephone numbers and social media specificities).

2.2. Treatment and repair, during, is composed of
– Triggering of crisis management. The importance of wisely triggering the

crisis management process cannot be overstated. If it is done too early, the

• Anticipation
• Preparation of the potential crisis

• Durability
• Feedback on the experienced crisis

• Response /action
• Treatment of real crisis and repair
• Communication
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Fig. 8.3: Major steps of crisis management.
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system is destabilized, credibility is lost and we risk being no longer capa-
ble of mobilization if the situation really requires it. Too late, and the conse-
quences will be dramatic.

– Crisis cell. The establishment of a crisis cell cannot be improvised at the last
moment, but should be prepared, the members of the cell having previously
participated in one or more simulations. The crisis cell has the mission of
evaluating the disaster, taking immediate protection measures for the af-
fected people and facilities. It must also inform the board of directors and
the local authorities with assured communication and determine a strategy
to get back to a normal situation. The crisis cell is an emergency organiza-
tion of the service leader to identify a problem, put a contingency plan into
action and return as quickly as possible to a normal situation.

– Crisis communication. This should be prepared: the possible attitudes, the
choice of speech and the tone of the message to send out are predetermined
in the crisis scenario. It establishes a relationship with the media. Note that
the media are quick, simplifying, aggravating and amplifying.

– Repair. Once the crisis reaches its peak and is in its descending phase, re-
pairs can begin. Temporary solutions were put into place in the period pre-
ceding the crisis. Repairs do not stop at these solutions; their mission is a
return to normal operations.

– End of the crisis situation. The crisis situation has ended; it is thus neces-
sary to record it. Recording enables an end to the emergency and to surveil-
lance devices that have been put into place in parallel with the crisis. There
is a subtle balance between taking the devices away too fast and leaving
them in place too long.

The main actions to be considered by a company during a crisis situation are
– No two crises are completely similar. Hence, anticipate improvisation and

at the same time be rational and keep a cool head.
– Capture all the information in a log (oral, telephonic, social media and writ-

ten contacts).
– Show people – internal as well as external to the company – that you are

managing the crisis situation in a professional way.
– The setting of the first news coverage often determines the further course of

the crisis. Therefore, prepare the first coverage very well.
– Show empathy with those affected by the crisis (victims, their families, employ-

ees, surrounding communities, etc.). Remember that installations, buildings,
machines and any kind of material losses are easier to replace than people.
Avoid jargon.

– Be honest, transparent and clear in your messages. Show competence and en-
gagement while trying to mitigate losses and to lower nuisance. Limit the in-
formation to sheer facts and avoid reacting to assumptions, speculations, etc.
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– Be realistic (honest) and admit that the situation is not yet fully recovered,
or that information is still not fully known when this is the case.

– Disseminate an internal message as promptly as feasible, containing all
known information at that time. Inform the families of victims (if there are)
in the first instance. While drafting a press release/message for external
use, answer the questions who, what, when, where, why.

– Look after journalists and accommodate them with a specific press room.
– Organize a press conference when you are ready and with at least company

management, the crisis manager and the person responsible for communi-
cation present. Depending on the crisis, the authorities and rescue services
may be a part of this press conference.

3.3. Memorization, after, is composed of
– Learning from the situation as well as documenting and analyzing the dif-

ferent steps and sequences.
– Seeking feedback to look for ways to improve future responses.
– Updating continuity plans with knowledge gained from the crisis.

When disruptions occur, they are handled in three steps:
1. Response (incident response involves the deployment of teams, plans, meas-

ures and arrangements).
2. Continuation of critical services (ensure that all time-sensitive critical services

or products are continuously delivered or are not disrupted for longer than is
permissible).

3. Recovery and restoration (the goal of recovery and restoration operations is to re-
cover the facility or operation and maintain critical service or product delivery).

The main actions to be considered by a company after a crisis situation are
– A thorough investigation needs to be carried out, searching for the causes, the

exact losses/damages/detriment and the time necessary for full recovery.
– After completion of the investigation, the press needs to be informed of relevant

findings.
– Evaluate the crisis based on the log and the press releases. Learn from what

went wrong and adapt/improve the crisis procedure if necessary.

Crises and causes of crises can be adverse weather, bribery, blackmail, computer
breakdown and/or failure, fire, flood, pandemic, IT problems (computer virus), lia-
bility issues, loss of resources, loss of staff, major accident, energy supply prob-
lems, reputation problem, sabotage, supplier problem, internet failure, etc. Mitroff
et al. [5] developed a matrix for classifying types of resources according to where
the crisis is generated and which systems are the primary causes. This matrix pro-
vides a starting point for a creative brainstorming session that provides a means of
identifying the range of disruptions an organization might experience; see Fig. 8.4.
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Hence, different types of crises are, e.g.
– Internal crises

– Product problems, supply chain rupture, process problems, absence of key
people, fire, hostility, financial problems, etc.

– External crises
– Product/services, consumers, suppliers, community, competition, regula-

tion, fire, hostility, stock-exchange movement, natural disasters, etc.

Managing a crisis involves three steps: before, during and after the crisis. The latter being often
the most lasting and more demanding of time and resources.

Rather than deal with individual incidents, “families” of crises may be clustered to-
gether and provide a focus for preparations.

8.2.2 Business continuity plan

When the crisis situation occurs it is too late to ask the question, “What to do?” too
late to search for information – we must simply act. The principle consists of elabo-
rating different scenarios, looking for failures that could follow an initiating event.
The purpose of developing a business continuity plan (BCP) is to ensure the continua-
tion of the business during and following any critical incident that results in disruption
to the normal operational capability. It must enable us to work in a degraded mode
or in a major crisis situation. It is a strategic document, formalized and regularly
updated, of planned reactions to catastrophes or severe disasters. Its main goal is to
minimize the impact of a crisis or a natural, technological or social catastrophe has

Major accidents

Product recalls

IT problems

Natural disasters

Aggressive takeover

Global economic crisis

Sabotage

Occupational health
disease

Major fraud

Terrorism

Bomb alarm

Product tampering

Internal External

Technical /Economic

Human/Organizational / Social

Fig. 8.4: Generic crisis typology matrix.
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on the activity (thus the sustainability) of an enterprise, a government, an institu-
tion or a group [6].

The scenarios that are deemed possible will constitute the contingency plan,
also called the continuity plan. It focuses on how to keep in service an activity
whose usual means of operation have been partially destroyed. It must also plan
for measures to limit the damage and prevent it from spreading to other activities.
Business continuity impact analysis identifies the effects resulting from disruption
of business functions and processes. It also uses information to make decisions
about recovery priorities and strategies.

Disaster recovery and business continuity planning are processes that help or-
ganizations prepare for disruptive events. BCP is designed to protect personnel and
assets and make sure they can function quickly when disaster strike. Disaster recov-
ery is the process by which you resume business after a disruptive event. The event
might be something huge, like an earthquake, or something small, like malfunc-
tioning software caused by a computer worm. Recovery strategies are alternate
means to restore business operations to a minimum acceptable level following a
business disruption and are prioritized by the recovery time objectives developed
during the business impact analysis. Recovery strategies require resources includ-
ing people, facilities, equipment, materials and information technology (IT). An
analysis of the resources required should be conducted to identify gaps. For exam-
ple, if a machine fails but other machines are readily available to make up lost pro-
duction, then there is no resource gap. However, if all machines are lost due to a
flood, and insufficient undamaged inventory is available to meet customer demand
until production is restored, production might be made up by machines at another
facility – whether owned or contracted. Strategies may involve contracting with
third parties, entering into partnership or reciprocal agreements or displacing other
activities within the company. Staff with in-depth knowledge of business functions
and processes are in the best position to determine what will work.

Nowadays, IT includes many components such as networks, servers, desktop
and laptop computers and wireless devices. The ability to run both office productiv-
ity and enterprise software is critical. Therefore, recovery strategies for IT should be
developed so technology can be restored in time to meet the needs of the company.
Manual workarounds should be part of the IT plan so business can continue while
computer systems are being restored.

Given the human tendency to look on the bright side, many business executives
are prone to ignoring “disaster recovery” because disaster seems an unlikely event.
BCP suggests a more comprehensive approach to making sure you can still do busi-
ness, not only after a natural calamity but also in the event of smaller disruptions
including illness or departure of key staff, supply chain partner problems or other
challenges that businesses face from time to time.
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The following steps can be identified:
1. Size up the risks

– Assess how potential risks to the business/process will impact the ability to
deliver products and services.

– Differentiate between critical (urgent) and noncritical (nonurgent) organiza-
tion functions/activities.

– Develop a list of possible scenarios that could seriously impede operations.

2. Identify vulnerable targets and critical services, assess the risks
– Determine who would be affected most by each possible crisis and which

areas of operations would be hit the hardest.
– Critical services or products are those that must be delivered to ensure survival,

avoid causing injury and meet legal or other obligations of an organization.
– Compile a list of key contacts and their contact information when determin-

ing which external stakeholders would be most affected.

3. Formulate the plans to respond to an emergency
– Create plans to address each of the vulnerable targets identified in the pre-

vious step. Plans, measures and arrangements for business continuity.
– Develop a generic checklist of actions that may be appropriate when an

emergency occurs.
– Test the plan, when crisis occurs it is too late to ask oneself if the BCP will

work.

4. Readiness procedures
– Determine critical core businesses or facilities.
– Determine the core processes required to ensure the continuation of the

business.
– Prepare the response (team response, emergency facilities, how to react).

5. Return to business
– Create plans to return to “business as usual,” the ultimate goal in any disas-

ter is to bring operations back into line by rebuilding damaged facilities and
reorganizing the work force to cover any losses.

6. Quality assurance techniques (exercises, maintenance and auditing).
– Review of the BCP should assess the plan’s accuracy, relevance and effective-

ness. It should also uncover which aspects of a BCP need improvement. Con-
tinuous appraisal of the BCP is essential to maintaining its effectiveness. The
appraisal can be performed by an internal review, or by an external audit.

BCP is a proactive planning process that ensures critical services or products are
delivered during a disruption.
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Critical services or products are those that must be delivered to ensure survival, avoid causing
injury or meet legal or other obligations of an organization. Business continuity planning is a
proactive planning process that ensures critical services or products are delivered during a
disruption.

8.3 Crisis evolution

Similar to a fire, it is in the first few minutes that an exceptional event can become
an emergency situation, which can then degenerate into a crisis.

When are we in a crisis?
– On principle, too late!
– Not always when we expect it.
– Never when we would like.
– When the director of the company knows or assumes that the risky event could

be serious for the company.
– Following a non-mastered emergency situation.

A crisis, like every other dynamic process, does not evolve in a monotonous way in
time [7]. We can schematize the different steps in time, as depicted in Fig. 8.5:

We could simplify this model by breaking a crisis up into three stages: pre-crisis stage,
acute-crisis stage and post-crisis stage, identified by the circled numbers 1, 2 and 3.

Time 

1 2 3

In
te

ns
ity

 

Apogee

Updraft crisis

Creeping crisis

Stabilization

Recession

Rebound

Repair

Event

Fig. 8.5: Chronology of a crisis situation.
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8.3.1 The pre-crisis stage or creeping crisis

When someone in an organization discovers a critical situation, they usually bring
it to the attention of their supervisors/managers. This is known as either the pre-
crisis warning or precursor. At this point in time, the critical situation is known
only inside the organization and is not yet visible to the general public. When man-
agers are told of the critical situation, their job is to analyze it to determine if it has
the potential to become serious. If managers are then comfortable with it and feel it
will be resolved without any action on their part, they will not take any action. If,
however, they see the critical situation as a serious problem requiring intervention,
they will take action to mitigate it. They should then manage it and prevent it from
moving into the acute-crisis stage. This is considered a time of opportunity, to turn
this from a negative situation into a positive one. The first issue is then to recognize
the situation for what it is and what it might become.

8.3.2 The acute-crisis stage

A crisis moves from the pre-crisis to the acute stage when it becomes visible outside
the organization. At this point in time, we have no choice but to address it. It is too
late to take preventative actions, as any action taken now is more associated with
“damage control.” Once the problem moves to the “acute” stage, the crisis manage-
ment team should be activated. The main actions to be taken are:
– Take charge of the situation quickly.
– Gather all the information you can about the crisis and attempt to establish the

facts.
– Communicate the story to the appropriate groups that have vested interest in

the organization, namely, the media, the general public, the customers, the
shareholders, the vendors and the employees.

– Take the necessary remedial actions to fix the problem.

8.3.3 The post-crisis stage

A crisis moves from the acute-crisis stage to the post-crisis stage after it has been
contained. This is when the organization will try to recoup its losses. The organiza-
tion must show the customer, all shareholders, public authorities and the commu-
nity that it cares about the problems the crisis has caused. During this stage, the
organization must not forget to
– Recoup any losses – recovery phase
– Evaluate its performance during the crisis – challenging phase
– Make any changes that were identified during the crisis – learning phase
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A crisis evolves with time. It is not a straight or smooth process; it can split into three major
time evolution stages: pre-crisis stage, acute-crisis stage and post-crisis stage.

8.3.4 Illustrative example of a crisis evolution

A crisis is not static, it is dynamic. It evolves following a cycle that is almost always
the same, represented in Fig. 8.5.

Let us illustrate this chronology by taking the example of Hurricane Katrina
in August 2005 (see Fig. 8.6), with a partial extract from the US Department of
Health & Human Services and the National Institute of Environmental Health [8, 9].

Hurricane Katrina was most destructive hurricane ever to strike the USA. On
August 28, 2005, Hurricane Katrina was in the Gulf of Mexico where it powered up
to a category 5 storm on the Saffir-Simpson hurricane scale. This catastrophe illus-
trates perfectly the chronology of a crisis as depicted in Fig. 8.5. We can divide the
crisis evolution as follows:

1. Creeping crisis
– Thursday, August 25, 2005: Tropical Storm Katrina threatens to gain power

in the warm waters of the Atlantic and grows to a category 3 hurricane be-
fore striking the southeast coast of Florida.

2. Updraft crisis
– Friday, August 26, 2005, 04h45: Hurricane Katrina reaches the southeast

coast of Florida where she kills at least two people and leaves hundreds of
thousands houses without power.

Fig. 8.6: Satellite picture of Katrina Hurricane (with reprint permission of NOAA [10]).
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– 21h50: Hurricane Katrina kills five people in south eastern Florida and
knocks out power to more than two million people before returning to the
warm waters of the Gulf of Mexico and strengthening.

3. Apogee
– Sunday, August 28, 2005, 09h25: Residents of New Orleans begin to evacu-

ate the city threatened by Hurricane Katrina, which is approaching with re-
newed vigor.

– 09h50: The merchants of the French Quarter (Vieux Carré) pile sandbags in
front of their stores to protect them from flooding that may be caused by
Hurricane Katrina.

– 22h15: The winds of Hurricane Katrina have significantly increased steadily,
reaching category 5, and blowing at 284 km/h, threatening to cause cata-
strophic damage.

4. Recession
– Monday, August 29, 2005, 09h26: Katrina is downgraded to category 4, but

it is still possible that it could strengthen to a category 5.
– 12h54: In the eye of the hurricane, the Mississippi River overflows and

floods Slidell, LA and Mobile, AL, up to 9–10 m.
– 13h00: The hurricane is located 112 km from the city; it is moving at a speed

of 25 km per hour.

5. Rebound
– Monday, August 29, 2005, 13h21: Conditions begin to improve in New Or-

leans, but degrade rapidly in Picayune and Springhill.
– 13h38: There is water seepage in the Superdome, where 10,000 people are

present because they could not be evacuated.
– 14h04: Ochsner Hospital is flooded up to the first floor; patients are moved

to the upper floors.
– 15h05: The drinking water system is polluted and unfit for consumption.
– 16h53: Hurricane Katrina is downgraded to a Category 3 hurricane.

6. Repairs
– Tuesday, August 30, 2005, the extent of the major damage in several states

causes the initial estimate to be over 25 billion dollars. Hurricane Katrina is
the most expensive hurricane in history and one of the most deadly.

– Wednesday, August 30, 2005, 13:00: Given the number of damaged or
flooded dams, and with over 90% of homes flooded, the mayor of New Or-
leans orders the total evacuation of the last residents and refugees and or-
ders the total closure of the city for at least 6–12 weeks; it is likely that the
pumping out of flooded areas will take months.

– Emergency services decide not to deal at the moment with the floating bod-
ies and to concentrate their efforts on the survivors.
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– Thursday, September 1, 2005, the evacuation of the refugees from the Super-
dome in New Orleans is suspended after shots are fired at military helicopters
searching for them. The National Guard decides to send hundreds of military
police to regain control.

Currently, in 2022, repairs of the damage caused by Katrina are not yet fully com-
pleted. The efforts to return to normality continue.

8.4 Proactive or reactive crisis management

As anyone who has been involved in a crisis knows, bad news travels alarmingly
fast (especially in our era, where social media is ever more important in society and
is used by more and more people). Proactive crisis management involves forecast-
ing potential crises and planning how to deal with them, e.g., how to recover if the
computer system completely fails.

Reactive crisis management involves identifying the real nature of a current cri-
sis, intervening to minimize damage and recovering from the crisis. When an organi-
zation is reactive in response to an incident, it shows the public that it is responsive
and that the incident will be investigated so that it will not occur again in the future,
as many lives are at stake. By being reactive, the company responds immediately.
When a company is proactive, it does all it can to avoid such mistakes. A proactive
approach focuses on eliminating problems before they have a chance to appear and
a reactive approach is based on responding to events after they have happened. The
difference between these two approaches is the perspective each one provides in as-
sessing actions and events.

The more an organization denies its vulnerability, the more its activities will be
directed to reactive crisis management. Hence, the more it will be engaged in clean-
up efforts “after the fact.” Conversely, the more crises an organization anticipates,
the more it will engage in proactive behavior directed toward activities of proactive
crisis management.

Among the most compelling benefits of proactive management is a greater sense
of control. Rather than having crises and worker demands determine your schedule,
you create a plan that allows you to control when and how you lead. Proactive man-
agement also identifies the best way to do things before a problem pops up with a
poor system or process; freedom from firefighting allows for greater time to imple-
ment best practices. Risks are managed with careful planning and orchestrated exe-
cution. The proactive management also makes positive worker morale a priority and
is always looking for better ways to lead and develop the organization.

No matter what, we should realize that nearly every potential crisis is thought
to leave a repeated trail of early warning signals. Thus, if organizations could only
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learn to read these warning signals and to attend to them more effectively, then
there is much they could do to prevent many crises from ever occurring.

8.5 Crisis communication

The Chinese character representing the idea of “crisis” means at the same time
“danger” and “opportunity”: whatever does not kill you makes you stronger. A cri-
sis, in the end, is nothing but an opportunity to learn from past mistakes and to
start over for an enterprise or an organization, on the condition it keeps its guard
up as the next crisis may not be far around the corner. A crucial matter in this re-
spect is the way the crisis is communicated.

To make sure words do not become ills, every term used must be chosen with
care and precision by the public powers and the political, economic and media ac-
tors. The most challenging part of crisis communication management is reacting –
with the right response – quickly. This is because behavior always precedes commu-
nication. Non-behavior or inappropriate behavior leads to spin, not communication.
In emergencies, it is the nonaction and the resulting spin that cause embarrassment,
humiliation, prolonged visibility and unnecessary litigation [11].

Crisis management is primarily a matter of communication. When choosing a
single spokesperson, be sure it is someone who speaks well and who knows how to
step back and choose his/her register. The main objective is to restore or maintain
trust or confidence. The best communication is therefore not to deny that some-
thing has happened, but to indicate that everything will be done to understand the
facts and take the necessary measures so that the event will not recur. Crisis com-
munication should be prepared and should evolve with the incoming information.
Crisis communication refers to the technologies, systems and protocols that enable
an organization to effectively communicate during an emergency situation.

The skills needed for good communication could be expressed as follows:
– Keep calm
– Try to stand back
– Rapid synthesis and analysis competence
– Be reactive instead of passive
– Learn to decide quickly and well
– Be positive
– Use speaking skills
– Know how to inform

Every word counts in a crisis situation. A badly written press release, a defensive or
arrogant speech, and the whole communication strategy collapses.

Fuller and Vassie [12] indicate that the effectiveness and efficiency of the com-
munication process depends on the level of attention provided to the communicator
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by the receiver, the perceptual interpretation of the message by the receiver, the sit-
uational context in which the information is provided and the trust that the receiver
has in the provider of the information. Key elements of the communication process
are summarized in Fig. 8.7.

They also mention that “framing effects,” which relate to the context in which infor-
mation is presented or “framed,” can lead to bias in the recipients’ views of the
risks. The most common framing effect is that of the domain effect, which involves
changing the description of a risk from a negative to a positive description by, e.g.,
identifying the benefits associated with the risk rather than the losses. Where a
choice must be made between two undesirable options, both options can be framed
in terms of their relative gains rather than the losses, so that those people affected
by the decision would be left with a positive feeling that they had made a real gain
whichever decision was made. Framing effects are routinely employed in the adver-
tising industry and by politicians.

The basic steps of effective crisis communications are not so difficult, but they
require advance work in order to minimize damage. In order to be serious about
crisis preparedness and response, one should follow and implement the following
nine steps of crisis communications, the first six of which can and should be under-
taken before any crisis occurs.

PRE-CRISIS
1. Anticipate crises: Be proactive and prepare for crises, gather the Crisis Communi-

cations Team (CCT) for intensive brainstorming sessions on all the potential cri-
ses that could occur at the organization.

2. Identify your CCT: A small team of senior executives should be identified to serve
as the organization’s CCT. The team also needs to include other member: specific
managers, those with special knowledge related to the current crisis, e.g., subject-
specific experts and/or important operational persons.

3. Identify and train spokespersons: The organization should ensure, via appropri-
ate policies and training, that only authorized spokespersons speak for it. Each
CCT should have people who have been pre-screened, and trained, to be the lead
and/or backup spokespersons for different channels of communications. The

Attitude
Education
Entrenchment
Persuasibility

Verbal /non-verbal
Explicit / implicit
Appeal / fear
For and against arguments
Presentation style

Status/credibility
Appeal
Trust
Presentation

Communicator Message Recipient

Fig. 8.7: Key elements of the communication process.
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training should include how you to be prepared, to be ready to respond in a way
that optimizes the response of all stakeholders. The latter, internal and external,
are just as capable of misunderstanding or misinterpreting information about the
organization as the media. It is the senior management responsibility to minimize
the chance of that happening.

4. Establish notification and monitoring systems: It is absolutely essential, in pre-
crisis, to establish notification systems that will allow to rapidly reach the stakehold-
ers using multiple modalities. If more than one modality to reach the stakeholders
are used, the chances are much greater that the message will go through. Intelli-
gence gathering is an essential component of both crisis prevention and crisis re-
sponse. Knowing what is being said about the organization on social media, in
traditional media, by the employees, customers, and other stakeholders often allows
to catch a negative “trend” that, if unchecked, turns into a crisis. Likewise, monitor-
ing feedback from all stakeholders during a crisis situation allows to accurately
adapt the strategy and tactics. Both require monitoring systems to be established in
advance.

5. Identify and know the stakeholders: Who are the internal and external stake-
holders that matter to the organization?

6. Develop holding statements: While full message development must await the
outbreak of an actual crisis, “holding statements,” messages designed for use im-
mediately after a crisis breaks, can be developed in advance to be used for a
wide variety of scenarios to which the organization is perceived to be vulnerable,
based on the assessment conducted in Step 1.

POST-CRISIS
7. Assess the crisis situation: Assessing the crisis situation is, therefore, the first cri-

sis communications step that cannot be taken in advance. If the CCT is not pre-
pared in advance, the reaction will be delayed by the time it takes the in-house
staff or quickly hired consultants to run through steps 1 to 6.

8. Finalize and adapt key messages: With holding statements available as a start-
ing point, the CCT must continue developing the crisis-specific messages required
for any given situation. The team already knows, categorically, what type of infor-
mation its stakeholders are looking for.

9. Post-crisis analysis: Once the crisis is over, the question must be asked, “What
did we learn from this?” A formal analysis of what was done right, what was done
wrong, what could be done better next time and how to improve various elements
of crisis preparedness is another must-do activity for any CCT.

The organization has to prepare a crisis communications plan, the common axiom
“It can’t happen to us” should be banned from our mind. Instead we should be pre-
pared in case “it can happen to us.”
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In crisis situations, the pace of the conflict accelerates dramatically. This means that the parties
have to react very quickly to changing conditions or risk as their their ability to protect their
interests is substantially reduced. Crises are likely to be further complicated by the increased
levels of fear, anger and hostility that are likely to be present. Often in crises, communication
gets distorted or cut off entirely. As a result, rumors often supplant real facts, and worst-case
assumptions drive the escalation spiral. In addition, parties often try to keep their real inter-
ests, strategies, and tactics secret and use deceptive strategies to try to increase their relative
power (Inspired by Conflict Research Consortium, University of Colorado, USA [13]).

8.6 Tips for implementing a crisis management

You can never be too prepared when it comes to crisis management. “Surprise” will
be the main word; the intensity of it will depend on the state of preparation. Many
recent crises have demonstrated that the most important things one must do in any
“crisis” situation are:
– Disseminate accurate information as quickly as possible (if you do not do it, it

will be done through social medias or other means without control)
– Respond to incorrect information that may be circulating (in a clear and prompt

manner)
– Activate appropriate mechanisms to keep the public, media and stakeholders in-

formed on an ongoing basis (use all communication channels available)

It is essential that the initial information is kept simple so that the message to the
public and the media is as clear as possible. Once the initial phase of the crisis has
passed, it is often important to provide more detailed background information to
the stakeholders.

Recommended hints could be expressed as follows:
– Forecast the crisis; do not wait for it to put a crisis management plan together.
– Plan a crisis management team with a primary spokesperson (assign a backup

person) to represent the organization throughout the crisis process.
– Set priorities according to the crisis and information evolution.
– Respond in a timely manner, the more you wait, the more damage can be done.
– Be honest, straight to the point, but be factual.
– Use different channel communications to reach the different stakeholders.
– Never say “no comment” (it implies guilt) or speak “off the record” (there is no

such thing).
– Express empathy and concern when victims are involved (bring humanity).
– Do not hide bad news – it will get out anyway.
– Step down from the crisis when it is over.
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8.7 Conclusions

Certain issues that relate to crisis management offer important lessons for practice.
The issues center on the processes by which early warnings of vulnerability can be
generated and acted upon, the processes by which we can communicate within and
around the complex dynamics of crises, and the processes by which organizations
learn from near-miss events and problems in other organizations, as well as from
major crisis events across a range of organizations and activities. However, even
when processes are known, there may be difficulties in implementing solutions.
Nonetheless, when critical services and products cannot be delivered, consequen-
ces can be severe. All organizations are at risk and face potential disaster if unpre-
pared. Wherever possible, economically, socially and environmentally sustainable
policies and measures must be set up not only to moderate risk, avoid major acci-
dents and crises but also to continuously deliver products and services despite dis-
ruptions that will/might happen sooner or later. Adequate crisis management is
simply a part of the resilience of an organization.
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9 Economic issues of safety

Any organization tries to be profitable to be healthy in the long term. Adequate
managerial decisions should be taken about uncertain outcomes to achieve this
goal. Hence, uncertainties, whatever they are, should be managed well within or-
ganizations. In this regard, it is important that managers realize that the results of
decisions are two-sided (as was already mentioned in Chapter 2): they may have a
positive outcome, and they may have a negative outcome. Furthermore, basically,
two fields of uncertainties are important for organizations, and decisions are made
in those fields to make (or to continue) a company (being) profitable: financial un-
certainties and operational uncertainties. Figure 9.1 provides an idea of the differ-
ent fields where adequate or optimal managerial decisions matter for the long-term
viability of any organization.

As shown in Fig. 9.1, operational risks should be seen as an essential domain of
any organization to increase profitability. Similar to the fact that good decisions
should be taken in the fields of financial uncertainties and profit-related opera-
tional uncertainties (such as production investments and innovation), good deci-
sions should be taken to avoid operational losses. In other words, operational
safety is actually a domain fully contributing to the profitability of a company by
generating hypothetical benefits (through the avoidance of real losses via the use of
adequate operational safety). Organizations, and managers within organizations,
should genuinely look at operational safety this way. Operational safety is not part
of the cost structure of a company, on the contrary, it is a domain that truly leads to
making profits (in the short term and in the long term). Similar to financial uncer-
tainties, one needs to be careful with high-uncertainty decisions (related to type II
risks), and one needs to focus on making profits via low-uncertainty decisions (re-
lated to type I risks).

It seems evident that risk management and safety management are essential to
any manager. However, Perrow [1] indicates that there are indeed reasons why mana-
gers and decision-makers would not put safety first. The harm, the consequences, is
not evenly distributed: the latency period may be longer than any decision maker’s
career. Few managers are punished for not putting safety first even after an accident,
but will quickly be punished for not putting profits, market share or prestige first. But
in the long term, this approach is obviously not the best management solution for any
organization. The economic issues of risks – playing a crucial role in the decision-
making on safety management budgets and budget constraints, and also having a
profound impact on other organizational budgets such as production budgets, human
resources budgets and maintenance budgets – are explained in this chapter.

One question increasingly on the mind of a lot of corporate senior executives
today is: “What are the risk/opportunity trade-offs of investing in safety?” Of course,
safety is not a monolith, it might be very heterogeneous. We could draw a parallel
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with emerging technologies. The rate of growth in emerging technologies for the
past decades has been higher than the growth rate of classical technologies. This is
why there is increasing interest in emerging technologies by companies in advanced
economies, where growth has been much slower. Importantly, these growth differen-
tials reflect a secular transformation in the structure of the global economy, not a cycli-
cal phenomenon occasioned by the current economic/financial crisis.

Accidents and illness at work are matters of health, but they are also matters of eco-
nomics, as they stem from work, and work is an economic activity. The economic per-
spective on safety and health encompasses both causes and consequences: the role of
economic factors in the search for causes and their effects with respect to the eco-
nomic prospects for workers, enterprises, nations and the world as a whole. It is there-
fore a very broad perspective, but it is not complete, because neither the causation
nor the human significance of safety and health can be reduced to their economic ele-
ments. Economics means one thing to the specialist and another to the general public.
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Fig. 9.1: The position of operational risks within the brain of the manager (source: [9]).
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For economics, a central concept is that of costs. On the one side, we have the
costs of improving the conditions of work in order to reduce the incidence of injury
and disease. On the other, we have the costs of not doing these things. Hence, dis-
cussion of safety, however defined, involves a discussion of choice. Safety is largely
the product of human action consequent upon prior choices. The economics of
safety consists of pricing it, or compensating for its absence, so as to produce the
economically optimal amount of safety at a socially optimal cost. Safety may be
treated as a resource-absorbing commodity or service. Its production therefore in-
volves the allocation of resources to the production of safety and the allocation of
the resulting safety to those in need of it and entitled to it because they have paid
for it in some fashion. These two allocative functions can be performed, at least sup-
posititious, by the market, through other institutional arrangements or by their com-
bination. The object of allocation is to produce safety in the right amount, supply
this amount as cost-effectively as possible and allocate it appropriately. Provision of
compensation against the incidence of unsafety is much more suited to regulation
by the market than the allocation of safety.

Safety is not costless. Providing it absorbs scarce resources that have alterna-
tive uses; they constitute the visible cost of safety. We could always raise the ques-
tion of, “Should it be worth to invest in stock options the money I intend to invest
in safety?”

Again, one answer could be, “If you think that safety is expensive . . .. Try an
accident!”

Indeed, the fact that safety – or prevention – has a cost does not mean that it
does not have a benefit, on the contrary. The next sections will explain the costs
and the benefits related to safety.

9.1 Accident costs and hypothetical benefits

Accidents do bear a cost – and often not a small one. An accident can indeed be
linked to a variety of direct and indirect costs. Table 9.1 reveals potential socioeco-
nomic costs that might accompany accidents.

Hence, by implementing a sound safety policy and by adequately applying en-
gineering risk management, substantial costs can be avoided, namely all costs re-
lated to accidents that have never occurred. We call them “hypothetical benefits.”
However, in reality companies place little or no importance on “hypothetical bene-
fit” because of its complexity.

Nonquantifiable costs are highly dependent on nongeneric data such as indi-
vidual characteristics, a company’s culture and/or the company as a whole. Rather,
the costs assert themselves when the actual costs supersede the quantifiable costs.
In economics (e.g., in environment-related predicaments), monetary evaluation
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techniques are often used to specify nonquantifiable costs, amongst them the con-
tingent valuation method and the conjoint analysis or hedonic methods [3]. In the
case of nonquantifiable accident costs, various studies demonstrate that these form
a multiple of the quantifiable costs [4–8].

Tab. 9.1: Non-exhaustive list of quantifiable and nonquantifiable socioeconomic consequences of
accidents (see also [2]).

Interested parties Nonquantifiable
consequences of accidents

Quantifiable consequences of accidents

Victim(s) – Pain and suffering
– Moral and psychic

suffering
– Loss of physical

functioning
– Loss of quality of life
– Health and domestic

problems
– Reduced desire to work
– Anxiety
– Stress

– Loss of salary and bonuses
– Limitation of professional skills
– Time loss (medical treatment)
– Financial loss
– Extra costs

Colleagues – Bad feelings
– Anxiety or panic attacks
– Reduced desire to work
– Anxiety
– Stress

– Time loss
– Potential loss of bonuses
– Heavier work load
– Training and guidance of temporary

employees
Organization – Deterioration of social

climate
– Poor image, bad

reputation

– Internal investigation
– Transport costs
– Medical costs
– Lost time (informing authorities,

insurance company, etc.)
– Damage to property and material
– Reduction in productivity
– Reduction in quality
– Personnel replacement
– New training for staff
– Technical interference
– Organizational costs
– Higher production costs
– Higher insurance premiums
– Sanctions imposed by parent

company
– Sanctions imposed by the government
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The quantifiable socioeconomic accident costs (see Tab. 9.1) can be divided
into direct and indirect costs. Direct costs are visible and obvious, while indirect
costs are hidden and not immediately evident. In a situation where no accidents
occur, the direct costs result in direct hypothetical benefits, while the indirect costs
result in indirect hypothetical benefits. Resulting indirect hypothetical benefits
comprise, e.g., not having sick leave or absence from work, not having staff reduc-
tions, not experiencing labor inefficiency and not experiencing change in the work-
ing environment. Figure 9.2 illustrates this reasoning.

Although hypothetical benefits seem to be rather theoretical and conceptual, they are
nonetheless important to fully understand safety economics. Hypothetical benefits
can be identified by the enterprise by asking questions such as “How much does the
installation or a part of it cost?” or “What would be the higher price of the premium

Tab. 9.1 (continued)

Interested parties Nonquantifiable
consequences of accidents

Quantifiable consequences of accidents

– Modernization costs (ventilation,
lighting, etc.) after inspection

– New accident indirectly caused by
accident (due to personnel being tired,
inattentive, etc.)

– Loss of certification
– Loss of customers or suppliers as a

direct consequence of the accident
– Variety of administrative costs
– Loss of bonuses
– Loss of interest on lost cash/profits
– Loss of shareholder value

Direct
costs

Indirect
costs

Factor
3 to 5

Total
costs

Hypothetical
benefits( )

NO
direct
costs

NO
indirect
costs

NO
factor
3 to 5

Quantifiable
costs

Non-
quantifiable
costs

NO
quantifiable
costs

NO non-
quantifiable
costs

Accident NO Accident
Analogy

+ × ×= = +

Fig. 9.2: Analogy between total accident costs and hypothetical benefits.

9.1 Accident costs and hypothetical benefits 291

 EBSCOhost - printed on 2/13/2023 1:34 AM via . All use subject to https://www.ebsco.com/terms-of-use



should a specific accident occurs?.” Hypothetical benefits resulting from non-occurring
accidents can be divided into five categories at the organizational level:
1. The first category concerns the non-loss of work time and includes the nonpay-

ment of the employee, who at the time of the accident adds no further value to
the company (if payments were to continue, this would be a pure cost).

2. The non-loss of short-term assets forms the second category and can include,
e.g., the non-loss of raw materials.

3. The third category involves long-term assets, such as the non-loss of machines.
4. Various short-term benefits, such as non-transportation costs and non-fines,

constitute the fourth category.
5. The fifth category consists of non-loss of income, non-signature of contracts or

non-price reductions.

Clearly the visible or direct hypothetical benefits generated by the avoidance of costs
resulting from non-occurring accidents only make up a small portion of the factors
responsible for the total hypothetical benefits resulting from non-occurring accidents.

Next to visible benefits, invisible benefits might exist. Invisible benefits may man-
ifest themselves in different ways: e.g., non-deterioration of image, avoidance of
lawsuits and the fact that an employee, thanks to the safety policy and the non-
occurrence of accidents, does not leave the organization. If an employee does not
leave the organization, the most significant benefit arises from work hours that other
employees do not have to make up. Management time is consequently not given over
to interviews and routines surrounding the termination of a contract. The costs of re-
cruiting new employees can prove considerable if the company has to replace employ-
ees with experience and company-specific skills. Research into the reasons that form
the basis of recruitment of new staff reveal a difference between, on the one hand, the
recruitment of new employees because of the expansion of a company and, on the
other hand, the replacement of staff who have resigned due to poor safety policies [7].

Costs of incidents and accidents that happened (“accident costs”) and costs of incidents and
accidents that were avoided and that never happened (“hypothetical benefits”) are different in
their nature. Nonetheless, their analogy is clear, and therefore they can easily be confused
when making safety cost–benefit considerations.

9.1.1 Quick calculation example of accident costs based on the number
of serious accidents

We can use the Bird pyramid from Fig. 3.10 to make a rough estimate of the total yearly
costs of occupational incidents and accidents within an organization, based on the
number of serious accidents. Companies usually have a good understanding of the
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cost per type of accident. For example, the cost of a serious accident is calculated on a
yearly basis by organizations, and equals x€. Similarly, the costs of the different types
of incidents and accidents can be determined from Fig. 3.10. Figure 9.3 shows some
theoretical ways of calculating the different costs.

Based on these costs, a rough estimate of the total yearly cost can be made. Legisla-
tion requires every company to know the number of serious accidents that happen
per year, so let us assume that the number of serious accidents is N, and hence this
rough calculation can be done for any company. Table 9.2 shows us how to calcu-
late the total yearly accident costs.

Table 9.2 shows that, based on the ratio between serious accidents and other
types of accidents, a rough estimate can be made of the total average accident costs
for a given year if the number of incidents and accidents in that year is known, and
if the average cost per type of accident is known. Table 9.2 does not consider that
only 21% of all incidents lead to serious accidents, since this knowledge has no im-
pact of the overall costs of all incidents happening within the organization. It does
however impact the amount of costs avoided purely related to serious accidents,
and should be taken into consideration when calculating those avoided costs.

A calculation example of hypothetical benefits is much more difficult to carry
out, as there are no numbers available of the number of serious accidents avoided,
or of the avoided cost per type of accident. Future research has to be carried out to
gain a better understanding of the hypothetical benefits and their calculation.

9.2 Prevention costs

In order to obtain an overview of the various kinds of prevention costs, it is appro-
priate to distinguish between fixed and variable prevention costs on the one hand
and direct and indirect prevention costs on the other.

1

10

30

600

Major injuries or serious accidents
[calculated cost: x ]

Minor injuries
[calculated cost (e.g. 1-hour delay): y ]

Property damage accidents [calculated cost
(e.g. 2-hour delay + + material damage): (z  t) ]

Incidents with no visible injury or damage
[calculated cost (e.g. 0.5-hour delay): s ]

Fig. 9.3: The bird accident pyramid with costs per type of incident/accident.
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Fixed prevention costs remain constant irrespective of changes in a company’s
activities. One example of a fixed cost is the purchase of a fire-proof door. This is a
one-off purchase, and the related costs are not subject to variation in accordance
with production. Variable costs, in contrast to fixed costs, vary proportionally in ac-
cordance with a company’s activities. The purchase of safety gloves can be regarded
as a variable cost because the gloves have to be replaced sooner when used more
frequently or more intensively because of increased productivity levels.

Direct prevention costs have a direct link with production levels. Indirect pre-
vention costs, on the contrary, are not directly linked to production levels. A safety
report, e.g., will state where hazardous materials must be stored, but this will not
have a direct effect on production. Hence, the development of company safety pol-
icy includes not only direct prevention costs such as the application and implemen-
tation of safety material, but also indirect prevention costs such as development
and training of employees and maintenance of the company safety management
system. A non-exhaustive list of prevention costs is given:
– Staffing costs of the company HSE department
– Staffing costs for the rest of the personnel (time needed to implement safety

measures, time required to read working procedures, safety procedures, etc.)
– Procurement and maintenance costs of safety equipment (fire hoses, fire extin-

guishers, emergency lighting, cardiac defibrillators, pharmacy equipment, etc.)
– Costs related to training and education with regards to working safe
– Costs related to preventive audits and inspections
– Costs related to exercises, drills, simulations with regards to safety (e.g., evacua-

tion exercises)
– A variety of administrative costs
– Prevention-related costs for early replacements of installation parts, etc.
– Maintenance of machine park, tools, etc.
– Good housekeeping
– Investigation of near-misses and incidents

Tab. 9.2: Quick calculation of the total yearly costs based on the number of serious accidents.

Type of incident/
accident

Bird pyramid Number of
incidents/
accidents

Cost per type
of incident/
accident

cost

Serious  N x N.x
Minor injury  .N y .N.y
Property damage  .N z +t .N.(z +t)
Incident  .N s .N.s

Total cost: N.(x + ).y + .(z +t) + .s
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In contrast to quantifying hypothetical benefits, companies are usually very experi-
enced in calculating direct and indirect non-hypothetical costs of preventive meas-
ures, as listed earlier.

9.3 Prevention benefits

An accident that does not occur in an enterprise, thanks to the existence of an effi-
cient safety policy within the company, was referred to in Section 9.1 as a non-
occurring accident. Non-occurring accidents (in other words, the prevention of acci-
dents) result in avoidance of a number of costs and thus create hypothetical bene-
fits, as explained earlier. An estimation of the amount of input and output of the
implementation of a safety policy is thus clearly anything but simple. It is impossi-
ble to specify the costs and benefits of one exceptional measure. The effectiveness
(and the costs and benefits) of a safety policy must be regarded as a whole.

Hence, if an organization is interested in knowing the efficiency and the effec-
tiveness of its safety policy and its prevention investments, in addition to identify-
ing all kinds of prevention costs, it is also worth calculating the hypothetical
benefits that result from non-occurring accidents. By taking all prevention costs
and all hypothetical benefits into account, the true prevention benefits can be
determined.

9.4 The degree of safety and the minimum total cost point

As Fuller and Vassie [8] indicate, the total cost of a company safety policy will be
directly related to an organization’s standards for health and safety, and thus its
degree of safety. The higher the company’s H&S standards and its degree of safety,
the greater the prevention costs, and the lower the accident costs within the com-
pany. Prevention costs will rise exponentially as the degree of safety increases, be-
cause of the law of diminishing returns, which describes the difficulties of trying to
achieve the last small improvements in performance. If a company has already
made huge prevention investments, and the company is thus performing very well
on health and safety, it becomes ever more difficult to further improve its H&S per-
formance. On the contrary, the accident costs will decrease exponentially as the de-
gree of safety improves because, as the accident rate is reduced and hence accident
costs are decreased, there is ever less potential for further (accident reduction) im-
provements. Figure 9.4 illustrates this.
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From a purely microeconomic viewpoint, a cost-effective company will chose to
establish a degree of safety that allows it to operate at the minimum total cost point
(see Fig. 9.4). At this point, the prevention costs are balanced by the accident costs,
and at first sight the “optimal safety policy” (from a microeconomic point of view)
is realized. It is important for this exercise that the results should be as accurate as
possible, the calculation of both prevention costs and accident costs should be as
complete as possible, and all direct and indirect, visible and invisible costs should
be taken into account. But the exercise results will still be largely improved, and
the next paragraph and section will explain why and how.

We mention the phrase “from a microeconomic point of view” in the previous
paragraph, because victim costs and societal costs should, in principle, also be
taken into account in the total cost calculations. If only microeconomic factors are
important for an organization, only accident costs related to the organization are
considered by the company and not the victim costs and the societal costs. The
human costs are obvious: loss in quality of life caused by, e.g., pain, stress, and
incapacity. Financial impacts on society arise from taxes that are used to provide
medical services and social security payments for people injured at work, and pri-
ces of goods and services that are increased in order to recover the additional oper-
ating costs caused by accidents and ill-health at work. Hence, even if all direct and
indirect microeconomic accident costs are determined by an organization, there
will be an underestimation of the full economic costs because of individual costs
and macroeconomic costs.

True accident costs are composed of the organizational costs as well as the victim’s costs and
the society’s costs.

Degree of safety 

C
os

ts
 

Total costs

Prevention costs

Minimum
total cost point

Accident costs

Fig. 9.4: Prevention costs and accident costs as a function of the degree of safety (qualitative
figure).
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Moreover, to really take optimal decisions regarding prevention investments, organ-
izations should make a distinction between the different types of risks (for the dif-
ferent types of risks, see Section 2.2), and between accident costs and hypothetical
benefits.

9.5 Safety economics and the two different types of risks

The optimum degree of safety required to prevent losses is open to question, both
from a financial and economic point of view and from a policy point of view. As ex-
plained earlier, on the one hand, developing and executing a sound prevention pol-
icy involves prevention costs, but, on the other hand, the avoidance of accidents and
damage leads to hypothetical benefits. Consequently, in dealing with safety, an or-
ganization should try to establish an optimum between prevention costs and hypo-
thetical benefits. Note that the real costs of actual accidents (such as displayed in
Fig. 9.4) are not the same costs as those taken into consideration while determin-
ing the hypothetical benefits.

It is possible to further expand upon costs and benefits of accidents, in general,
in terms of the degree of safety. The theoretical degree of safety can vary between
(0 +ε)% and (100 −ε)%, wherein ε assumes a (small) value, suggesting that “abso-
lute risk” or “absolute safety/zero risk” in a company is, in reality, not possible.
The economic break-even safety point, namely the point at which the prevention
costs equal the resulting hypothetical benefits, can be represented in graph form
(see Fig. 9.5). The graph distinguishes between two cases: occupational accidents
(or type I accidents, where a lot of information is available regarding the accidents)
and major accidents (or type II accidents, where very scarce or no information is
available regarding the accidents).

This distinction must be emphasized because there is a considerable differ-
ence in the costs and benefits relating to the two different types of accident. In the
case of occupational accidents, the hypothetical benefits resulting from non-
occurring accidents are considerably lower than in the case of major accidents.
This means essentially that the company reaps greater potential financial benefits
from investing in the prevention of major accidents than in the prevention of occu-
pational accidents. When calculated, prevention costs related to major accidents
are, in general, also considerably higher than those related to occupational acci-
dents. Major accidents are mostly prevented by means of expensive technical stud-
ies (for instance, QRAs, see also chapter 4) and the furnishing of (expensive)
technical state-of-the-art equipment within the framework of process safety (e.g.,
SIL2, SIL3 and SIL4). Occupational accidents are therefore more associated with the
protection of the individual, first aid, the daily management of safety codes, etc.
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As the company invests more in safety, the degree of safety will also increase.
Moreover, the higher the degree of safety the more difficult it becomes to improve
upon this (i.e. to increase it), and the curve depicting investments in safety thereafter
displays asymptotic characteristics. This was also explained in the text accompa-
nying the discussion of Fig. 9.4 Moreover, as more financial resources are invested in
safety from the point of (0 +ε)%, higher hypothetical benefits are obtained as a result
of non-occurring accidents. These curves will display a much more leveled trajectory
because marginal prevention investments do not produce large additional benefits in
non-occurring accidents. It should be stressed that the curves displayed in Fig. 9.5
are qualitative and that the exact levels at which the curves are drawn are merely
chosen for illustrative purposes and to increase the understanding of the theory ex-
plained for the readers. The hypothetical benefits curve and the prevention costs
curve dissect at a break-even safety point. If there are greater prevention costs follow-
ing this point, hypothetical benefits will no longer balance prevention costs. A differ-
ent position for the costs and benefits curves is obtained for the different types of
accidents. Figure 9.5 illustrates the qualitative benefits curves for the different
types of accidents.

It is clear that hypothetical benefits and prevention costs relating to type I acci-
dents are considerably lower than those relating to type II. The break-even safety point

Prevention costs
of type II accidents

Hypothetical benefits
of type II accidents

Prevention costs
of type I accidents

Hypothetical benefits
of type I accidents

Break-even safety point
of type II accidents
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Fig. 9.5: Economic break-even safety points for the different types of accidents (qualitative figure).
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for type I accidents is likewise lower than that of type II and III accidents. Figure 9.5
also shows that in the case of type II and III accidents, where a company is subjected
to extremely high financial damage, the hypothetical benefits are even higher and the
break-even safety point must be located near the (100 − ε)% degree of safety limit. This
supports the argument that, in the case of such types of accidents, almost all necessary
prevention costs can be justified: the hypothetical benefits are certainly (nearly) always
higher than the prevention costs. It should be noted that one also has to take into ac-
count that the uncertainty levels for type II risks are much higher than those of type I
risks and, therefore, that the decision to allocate a prevention budget is not that
straightforward.

Thus, for type II accidents it is possible to state that no real cost–benefit com-
parison is required but that a very high degree of safety should be guaranteed in
spite of the cost of corresponding prevention measures. Of course, the uncertainties
associated with these types of accidents are very high, and therefore, managers are
not always convinced that such a major accident might happen in their organiza-
tion. This is the main reason why the necessary precautions are not always taken,
and why organizations are not always prepared.

In case of type I risks, regular cost–benefit analyses should be carried out, and
the availability of sufficient data should lead to obtaining reliable results, based on
which optimal precaution decisions can then be taken.

Risks possibly leading to occupational accidents (type I) are not to be confused with risks
possibly leading to major accidents (type II) when making prevention investment decisions.
Cost–benefit methods may yield reliable results for type I risks, whereas the hypothetical
benefits of type II risks almost always outweigh the prevention costs for these types of risks.
The uncertainties accompanying the risks should also be taken into account while making
decisions. Uncertainties related to type II risks are much higher than those related to type I
risks. Knowledge of type II risks is much lower than knowledge concerning type I risks. Mak-
ing decisions about the two types of risks is thus fundamentally different, justifying two sep-
arate decision-making approaches.

9.6 Cost-effectiveness analysis and cost–benefit analysis
for occupational (type I) accidents

9.6.1 Cost-effectiveness analysis

Cost-effectiveness analysis is employed to maximize the return for a fixed budget.
The technique can be used in the safety management field to compare the costs
associated with a range of prevention measures and risk control measures that
achieve similar benefits in order to identify the least cost option. The approach can
be illustrated by two prevention options: having a different cost and avoiding dif-
ferent numbers of accidents (see Tab. 9.3).
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The average prevention cost per accident avoided is higher for prevention op-
tion 1 than for option 2 (see Tab. 9.3), indicating that the second option is more
cost-effective than the first. We should remark that to use cost-effectiveness anal-
ysis to compare different options, they should share common outputs and be
measured in similar terms.

9.6.2 Cost–benefit analysis

A cost–benefit analysis (CBA) is an economic evaluation in which all costs and con-
sequences of a certain decision are expressed in the same units, usually money.
Such an analysis may be employed in relation to operational safety, to aid norma-
tive decisions about safety investments (SI). One should keep in mind, however,
that CBAs cannot demonstrate whether one SI is intrinsically better than another.
Nevertheless, a CBA allows decision-makers to improve their decisions by adding
appropriate information on costs and benefits to certain prevention or mitigation
investment decisions. Since decisions on SIs involve choices between different pos-
sible risk management options, CBAs can be very useful. Moreover, decisions may
be straightforward in some cases, but this may not always be true. The decision-
maker is thus recommended to use this approach with caution, as the available in-
formation is subject to varying levels of quality, detail, variability and uncertainty.
Nevertheless, the tool is far from unusable and can provide meaningful information
for aiding decision-making, especially if it takes the levels of variability and uncer-
tainty into account and thus avoids misleading results.

The approach of CBAs can be used to determine whether an investment repre-
sents an efficient use of resources. An SI project represents an allocation of means
(money, time, etc.) in the present that will result in a particular stream of none-
vents, or expected hypothetical benefits, in the future. The role of a CBA is to pro-
vide information to the decision-maker, in this case an employee or a manager who
will appraise the SI project. The main purpose of the analysis is to obtain relevant
information about the level and distribution of benefits and costs of the SI. Through
this information an investment decision within the company can be guided and
made in a more objective way. The role of analysis is thus to provide the possibility
of a more objective evaluation and not to adopt an advocacy position either in

Tab. 9.3: Cost-effectiveness analysis of two prevention options.

Prevention costs Number of similar
accidents avoided

Average prevention cost
per accident avoided

Prevention option  €,  

Prevention option  €,  
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favor of or against the SI, as there are also many other aspects that should be taken
into account when deciding about SIs, such as social acceptability and regulatory
affairs.

An SI project makes a difference, as the future will be different depending on
whether the company decides to invest or not, or to invest in an alternative invest-
ment option. Thus in the CBA, two hypothetical worlds are envisaged: one without
the SI and another with the SI. During a CBA, a monetary value is put on the differ-
ence between the two hypothetical worlds. This process is shown in Fig. 9.6.

Since an SI project involves costs in the present and both costs and benefits in the
future, the net benefit stream will be negative for a certain period of time and then
will become positive at a certain point in time. This should be the case for both type I
and type II risks, but the manner in which the calculations are performed differs.
Therefore, a distinction between both types of risks is made later in this chapter.

CBA is used to evaluate the ratio between the benefits and the costs of certain
measures. Fuller and Vassie [8] indicate that CBA requires financial terms to be as-
signed to both costs and benefits, to be able to calculate the “cost–benefit ratio.” Sev-
eral approaches are possible for determining such ratios, e.g., the value of averted
losses divided by the prevention costs (over their lifetime), or the (liability of the origi-
nal risk – liability of the residual risk) divided by prevention costs (over their lifetime).
If the benefit-cost ratio is greater than 1, the safety management project could be ac-
cepted on the grounds that the benefits outweigh the costs, but if the ratio is less than
1, the project can be rejected on the grounds that the costs outweigh the benefits.

Hypothetical
world without
safety
investment

Hypothetical
world with
safety
investment

Scenario’s without safety
investment (probabilities,
consequences, variability,
uncertainty) expressed in
monetary terms Difference = harm,

damages, losses 
(can be any kind)
averted

Scenario’s with safety
investment (probabilities,
consequences, variability,
uncertainty) expressed in
monetary terms

Hypothetical
benefit of 
safety invest-
ment

Real costs of safety 
investment (preven-
tion and mitigation
measures, rist reduc-
tion

Input for
decision-
maker

Cost-
benefit

analysis

Sacrifice (money,
people, time, . . . )

Fig. 9.6: Cost–benefit analysis process for safety investments (Source: [9]).
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Tab. 9.4 illustrates the CBA approach, taking the numbers of Tab. 9.3 and add-
ing the assumption that the financial benefit attributable to each accident avoided
is €250.

The CBA from Tab. 9.4 shows that prevention option 1 has a benefit-cost ratio of
1.25, whereas option 2 has a ratio of 1.39. The second option is thus clearly preferred
if a CBA would be used.

9.6.2.1 Decision rule, present values and discount rate
If a company uses a CBA, the recommendation whether to accept or to reject an in-
vestment project is usually based upon the following process:
1. identification of costs and benefits
2. calculation of the present values (PVs) of all costs and benefits
3. comparison of the total PV of costs and total PV of benefits

In order to compare the total costs and the total benefits, composed out of costs
and benefits occurring at different points in time, one needs to take a discount rate
into account in the calculation to obtain the PVs. Thus, during a CBA, all cash
flows, from both costs and benefits in the future, need to be converted to values in
the present. This conversion is carried out by discounting the cash flows by a dis-
count rate. The discount rate represents the rate at which people (or companies) are
willing to give up consumption in the present in exchange for additional consump-
tion in the future. Another definition is that in a multi-period model, people value
future experiences to a lesser degree than present ones, as they are sure about pres-
ent events and not sure about future events, which are subject to the environment.
Thus the higher the discount rate they choose, the lower the PVs of the future cash
flows [10].

An investment project is recommended when the total net present value (NPV)
of all cash flows is positive, and an investment project is usually rejected when the
NPV is negative. To calculate the NPV related to project management, all cash flows
are determined, and future cash flows are recalculated to today’s value of money by
discounting them by the discount rate. The formula usually mentioned to calculate
the NPV is

Tab. 9.4: Cost–benefit analysis of two prevention options.

Prevention
costs

Number of similar
accidents avoided

Total
benefit

Net
benefit

Benefit-cost
ratio

Prevention option  €,  €, €, + .
Prevention option  €,  €, €, + .
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NPV=
XT
t =0

Xt

ð1+ rÞt

where Xt represents the cash flow in year t, T is the time period considered (usually
expressed in years) and r is the discount rate.

Applied to operational safety, the NPV of a project expresses the difference be-
tween the total discounted PV of the benefits and the total discounted PV of the
costs. A positive NPV for a given SI indicates that the project benefits are larger
than its costs.

NPV = present value benefitsð Þ − present value costsð Þ
If NPV ≥ 0, recommend safety investment

If NPV < 0, recommend rejecting safety investment

It is evident that the cash flows, i.e., prevention costs and certainly expected hypo-
thetical benefits (due to nonevents), may be uncertain. Different approaches can be
used in this regard. The cash flows can, e.g., be expressed as expected values, tak-
ing the uncertainties in the form of probabilities into consideration and also in-
creasing the discount rate to outweigh the possibilities for unfavorable outcomes.
In case of type II risks, it is recommended to use scenario analyses, determining ex-
pected cash flows for different scenario cases (e.g., worst-case and most credible
case) and using a disproportion factor (DF) (see next section).

There can be different categories of costs related to an SI, e.g., initial costs, in-
stallation costs, operating costs, maintenance costs and inspection. These costs are
evidently represented by negative cash flows. Some costs (e.g., initial costs and in-
stallation costs) occur in the present and thus do not have to be discounted, while
other costs (e.g., operating, maintenance and inspection costs) occur throughout the
whole remaining lifetime of the facility and thus will have to be discounted to the
present. There may also be different categories of benefits linked to an SI, such as
supply chain benefits, damage benefits, legal benefits, insurance benefits, human
and environmental benefits, intervention benefits, reputation benefits and other
benefits. The benefits represent positive cash flows, which all occur throughout the
whole remaining lifetime of the facility and thus will all have to be discounted to the
present.

In order to clarify the discount rate principle, all cash flows (for both costs and
benefits) are assumed to occur on an arbitrarily chosen date, which can, e.g., be
chosen to be the last day of the calendar year in which they occur. This assumption
converts the continuous cash flows to a discrete range of cash flows, occurring at
the end of each year. Then the cash flows at the end of each year have to be dis-
counted to a PV, using a discount factor. As stated before, cash flows occurring in
the current year do not have to be discounted. Therefore, the current year is called

9.6 Cost-effectiveness analysis and cost–benefit analysis 303

 EBSCOhost - printed on 2/13/2023 1:34 AM via . All use subject to https://www.ebsco.com/terms-of-use



“year 0,” and the following years “year 1,” “year 2,” . . ., “year n.” Costs and bene-
fits occurring in year 1 are discounted back one period, those occurring in year 2 are
discounted back two periods and those occurring in year n are discounted back n
periods. The implicit assumption is made that the discount rate remains the same
throughout the entire remaining lifetime of the facility [10].

Thus, for calculating the PV of a benefit occurring in year 1, it needs to be dis-
counted for one period to come to a PV in year 0. Similar to the calculation of a
benefit occurring in year 1, the PV of benefits occurring in year 2 and year 3 are
obtained by discounting them 2 and 3 periods, respectively. Similar to the previous
calculations, the PV of a benefit occurring in year n is obtained by discounting it n
periods. These calculations can be found in the following range:

PV of a benefit in year 1= Benefit
ð1+ rÞ

PV of a benefit in year 2= Benefit

ð1+ rÞ2.
.
.

PV of a benefit in year n= Benefit
ð1+ rÞn

Now that the concept and method of discounting future cash flows is clarified, sup-
pose an SI project has a cost in year 0 and then the same level of costs and benefits
at the end of each and every subsequent year for the whole remaining lifetime of
the facility. This means that the costs in year i are the same for all i, i.e. Ci = C, like-
wise, the benefits in year i are the same for all i, i.e. Bi = B. This concept is called an
“annuity.” The PV of such an annuity is given by the following formula, with n
being the remaining lifetime of the facility:

PVðannuity of a costÞ=C + C
ð1+ rÞ +

C

ð1+ rÞ2 + � � � + C
ð1+ rÞn

PVðannuity of a benefitÞ=B+ B
ð1+ rÞ +

B

ð1+ rÞ2 + � � � + B
ð1+ rÞn

C and B are the equal annual costs (cost categories where costs are made in the fu-
ture) and benefits (all benefits categories), respectively, that occur at the end of
each year and are assumed to remain constant. This assumption is valid as long as
inflation is omitted from the calculations and as long as the annual costs are as-
sumed not to increase over time due to aging. These assumptions can be made to
keep it rather simple while explaining the cost–benefit approach. Each term in the
formula above is formed by multiplying the previous term by “1/(1 + r).” As the
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above formulas can become very long, the formula for calculating the PV of annu-
ities can be rewritten, by way of the series solution as

PVðannuityÞ=A+ A
r
−

A
rð1+ rÞn

where A is the yearly cost or benefit of a cost/benefit category. Note that this gen-
eral annuity goes to (n + 1)A as the discount ratio r goes to zero. The term

1
r
−

1
rð1+ rÞn = ð1+ rÞn − 1

rð1+ rÞn

of the series solution is called “the annuity (discount) factor” and is applicable when-
ever the annuity starts from year 1.

Using this model, the benefits and costs in the future are assumed to be con-
stant, and inflation is not included into the future costs and benefits, as already
mentioned. Inflation is the process that results in a rise of the nominal prices of
goods and services over time. Therefore in this (simplified) model, the real rate of
interest1 should be used as the discount rate instead of the money rate of interest.2

Since the money rate of interest m includes two components, the real rate of interest
r and the anticipated rate of inflation i:

m= r + i,

the anticipated rate of inflation is built into the money rate of interest. As the infla-
tion is not being included into the numerator of the formula for calculating the PV
of annuities (as the costs and benefits is constant throughout the whole remaining
lifetime), it can also not be included into the denominator.

9.6.2.2 Disproportion factor
Type II accidents are related to extremely low frequencies and a high level of uncer-
tainty. To take this into account, CBA preferably involves a so-called DF in order to
reflect an intended bias in favor of safety above costs. This safety mechanism is
vital in the calculation to determine the adequate level of investment in prevention
measures, as, on the one hand, the probability influences the hypothetical benefits
substantially through the number of years over which the total accident costs can
be spread out, and on the other hand, the uncertainty regarding the consequences
is high (see [11] for more details).

1 Real rate of interest (r) does not include the anticipated rate of inflation (i).
2 Money rate of interest (m) includes two components such as the real rate of interest (r) and the
anticipated rate of inflation (i): m = r + i.
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Traditional CBAs discourage SIs when the costs are higher than the benefits. If,
however, a DF is included, an investment in safety is reasonably practicable unless
its costs are grossly disproportionate to the benefits. If the following equation is
true, then the safety measure under consideration is not reasonably practicable, as
the costs of the safety measure are disproportionate to its benefits (Goose, 2006).

Costs=benefits>DF ! costs>benefits×DF

In order to determine the size of the DF, some guidelines and rules of thumb are
available. They state that DFs are rarely greater than 10 and that the higher the risk,
the higher the DF must be to emphasize the magnitude of those risks in the CBA.
Therefore, if the risk of accident is very high it might be acceptable to use a DF
greater than 10 [11]. However, Rushton [12] strongly advises not to use a DF greater
than 30. See also Reniers and Van Erp [9] for more detailed information on how to
calculate and use DFs.

9.6.2.3 Different cost–benefit ratios
Several approaches are possible for presenting the cost–benefit principle, and dif-
ferent cost–benefit ratios can be calculated. Remark that sometimes benefits are
divided by costs, then a benefit–cost ratio is obtained, and sometimes costs are
divided by benefits and a cost–benefit ratio is obtained. In case of a benefit–cost
ratio, the ratio should ideally be higher than 1, and as high as possible, while in case
of a cost–benefit ratio, it should ideally be lower than 1, and as low as possible. The
following ratios are mentioned by Fuller and Vassie [8]:
– Value of an averted loss:

Benefit− cost ratio= value of averted losses =hypothetical benefitsð Þ =
safety measures’ costs over their lifetime

– Value of equivalent life:

Benefit− cost ratio = value of equivalent lives saved over the lifetime
of the safety measures = safety measures’ costs over their lifetime

– Value of risk reduction:

Benefit− cost ratio= liability of the original riskð Þ− liability of theð½
residual riskÞ� = Safety measures’ costs over their lifetime

9.6.2.4 Cost–benefit analysis for safety measures
It is possible to determine in a simple way whether the costs of a safety measure
outweighs – or not – its benefits. In general, the idea is simple: compare the cost
of the safety measure with its benefits. The cost of a safety measure is easy to
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determine, but the benefit is much more difficult to calculate. The benefit can be
expressed as the “reduced risk,” taking into account the costs of accidents with
and without the safety measure implementation. The following equation may be
used for this exercise [13]:

f Cwithout · Fwithoutð Þ − Cwith · Fwithð Þg.Prcontrol > Safetymeasure cost

Or, if sufficient information is not available for the frequencies of the initiating
events to use the previous equation:

Cwithout − Cwithð Þ ·Faccident ·Prcontrol > Safety measure cost

where
Cwithout is the cost of accident without safety measure,
Cwith is the cost of accident with safety measure,
Fwithout is the statistical frequency of initiating event if the safety measure is not

implemented,
Fwith is the statistical frequency of initiating event if the safety measure is

implemented,
Faccident is the statistical frequency of the accident and
Prcontrol is the probability that the safety measure will perform as required.

The formulae show immediately why CBAs may only be carried out for risks where
sufficient data is available: if not, the required “statistical frequencies” are not
known, the probabilities may not be known, and rough estimates (more or less
guesses) should be used, leading to unreliable results. If sufficient information is
available, results from using these equations for determining the cost-benefit of a
safety measure are reliable.

9.6.3 Risk acceptability

Risk acceptability is an extremely difficult and complex issue. The problem starts
with the viewpoint: acceptable for whom? From whose perspective? In other words,
who suffers the consequences when something goes awfully wrong and disaster
strikes on the one hand, and who gains the benefits when all goes well and profits
are made on the other hand? Are the risks equally spread? Are the risks justified/
defensible and, even more important, just? Moral aspects always start to emerge
when discussing the acceptability of risk, or in other words, when asking the ques-
tion, “how safe is safe enough?”

Independent of the personalities of people, the discussion and argumentation
about what risks and levels of risk are acceptable. Some people argue that one fatal-
ity is one too many, and other people interpret the prevailing accident rate in areas
of voluntary risk-taking as a measure of the level of risk that society as a whole
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finds acceptable [14]. Obviously, both viewpoints have their merits. No one will
argue against the fact that one death is one too many. But it also seems reasonable
to assume that voluntary risk levels can be used as some sort of guideline for involun-
tary risk levels. However, both perspectives are far from usable in the real industrial
world. On the one hand, lethal accidents do happen and should not be economically
treated as if they are not possible. So being part of industrial practice and real-life cir-
cumstances, fatalities should be taken into account in economic analyses. On the
other hand, research indicates that voluntary risk cannot be compared with involun-
tary risk. People are much less willing to suffer involuntary risks than voluntary risks,
and the risk perception people have about involuntary risks is much higher compared
to voluntary risks (see, e.g., [15]). Hence, these two sorts of risks, i.e. voluntary and
involuntary risks, should not be used interchangeably in economic analyses, and risk
criteria should not be based on them.

In this chapter on economic issues, risks and dealing with risks are viewed from a
microeconomic decision-making perspective. Hence, the focus is on the optimal oper-
ational safety decision, based on the information available and thereby taking eco-
nomic issues into account. Risks are relative, and making the best resource allocation
decision for operational safety in a company means avoiding as much possible loss
as possible within a certain safety budget. However, due to the “acceptability” aspect
of risks, this seems easier than it is in reality. One of the best known and most used
principles in this regard is the pro-active concept of “as low as reasonably practica-
ble” (ALARP). The term implies that the risk must be insignificant in relation to the
sacrifice in terms of money, time or trouble required to avert it. Hence, ALARP means
that risks should be averted unless there is a gross disproportion between the costs
and the benefits of doing so. The difference between ALARP and other terms, such as
BAT (“best available technology”), BACT (“best available control technology”) and
ALARA (“as low as reasonably achievable”), can best be described as the observation
that to follow the ALARP approach, not only should the technology be available, but
the costs of prevention should also be reasonable. BAT and ALARA demand to do
work, research, engineering, etc. to make the prevention work, irrespective of the
costs. The term “SFAIRP” (“so far as is reasonably practicable”) is used in health and
safety regulations in the UK, and should not be confused with ALARP that has no
legislative connotation. The SFAIRP term has been defined in UK courts. The formal
definition given by Redgrave [16] is:

“Reasonably practicable” is a narrower term than “physically possible,” and implies that a
computation must be made in which the quantum of [operational] risk is placed in one scale
and the sacrifice involved in the measures necessary for averting the risk (whether in money,
time or trouble) is placed in the other, and that, if it be shown that there is a gross dispropor-
tion between them – the risk being insignificant in relation to the sacrifice – the defendants
[persons on whom the duty is laid] discharge the onus upon them [of proving that compliance
was not reasonably practicable]. Moreover, this computation falls to be made by the owner at
a point of time anterior to the accident.
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An acronym similar to ALARP (but with slightly different meaning as regards the
word “reasonable”) is BATNEEC (“best available technology not entailing excessive
costs”). Other acronyms focusing on the legislative (and reactive) part are CATNIP
(“cheapest available technology not invoking prosecution”) and ALARA (second
meaning) (“as large as regulators allow”).

It is clear that there is a diversity of acceptability approaches out there, but the
most well known and the most used is undoubtedly ALARP. ALARP is also the most
useful on an organizational level, since the risk level being ALARP is influenced by
international guidelines and directives, the progress of societal knowledge of risk, the
continuous evolution of people’s perception of what “risk” constitutes, political pref-
erences and other forms of regulations in different industries. Hence, the ALARP prin-
ciple allows a different risk judgment depending on industrial sectors, risk groups,
risk-prone areas and even organizations.

The relationship between the ALARP principle and the terms “intolerable,” “tol-
erable,” “acceptable” and “negligible risk” is illustrated in Fig. 9.7.

Figure 9.7 shows that it is possible to make a difference between “tolerable” and
“acceptable.” The subtle distinction between both terms is used to indicate that a
level of risk is never accepted, but it is tolerated in return for other benefits which are
obtained through activities, processes, etc., generating the risk [17]. Figure 9.7 illus-
trates that activities characterized by high levels of risk are considered intolerable
under any normal circumstances. At the lower end, there is a level below which risk
is so low that it can be ignored – i.e. it is not worth the cost of actively managing it.
There is a region between these two limits, called the ALARP region, in which it is
necessary to make a trade-off between the risk and the cost of further risk reduction.

Region of intolerable
operational risk

Level of operational risk Risk cannot be justified safe in extra-
ordinary circumstances. Therefore the
level of risk cannot be tolerated under
normal circumstances.

Tolerable only if risk reduction is 
impracticable or its cost is grossly dis-
proportionate to the benefit gained.

Tolerable if cost of reduction would
exceed improvement gained.

The level of risk is so low that it can
be ignored.
Necessary to maintain assurance that
risk remains at this level.

Region of acceptable
operational risk

Region of negligible
operational risk

Region of tolerable
operational risk

ALARP
region

UNACCEPTABLE
region

NEGLIGIBLE
region
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Fig. 9.7: The “ALARP” principle and its relationship with the terms “intolerable,” “tolerable,”
“acceptable” and “negligible” (source: [9]).
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The practical use of ALARP within one single organization can be demonstrated
by using the risk assessment decision matrix (see Chapter 4). The goal of all reduc-
tion methods is summarized in Fig. 9.8, where one can observe that risks which are
considered unacceptable (with the visual help of the risk matrix) have to be brought
down to an acceptable or at least to a tolerable level.

In the middle zone of the matrix two intermediate regions “2” and “3” between the
unacceptable zone “1” (needing immediate action) and the negligible zone “4” can be
noted in diagonal. These zones are the ones where the ALARP principle occurs. Using
the risk matrix, it is thus easily possible for an organization to make a distinction be-
tween the tolerable region “2” and the acceptable region “3” as mentioned in Fig. 9.8,
and to link certain actions to it, specifically designed by and for the company.

There are a number of disadvantages or issues concerning the using of eco-
nomic (e.g., cost–benefit) analyses for ALARP. For example, there is a difference
between the willingness to pay (WTP) and willingness to accept (WTA) evaluations
(see also [9]), and both approaches are often used to put values on (un)safety.
There are also problems of understanding “gross disproportionality” and of putting
a value on human life. Furthermore, sometimes, risks are only replaced (exported)
to another facility not falling under the same (or under any) ALARP calculation.

In any case, the ALARP principle needs a decision rule (or criteria) specifying
what is “reasonable” for the person, group of persons or organization using it. The
decision will ultimately depend on a combination of physical limits, economic con-
straints and moral aspects. The advantage is that the principle works in practice, but
the downside is that it will sometimes lead to inconsistencies in effective valuation of
various risks and have inefficiencies in the sense that it may be possible in some cases
to save more lives at the same cost, or the same number of lives at a lower cost [18].

Consequences
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Fig. 9.8: The ALARP principle and the effect of risk reduction is represented in the risk matrix
(source: [9]).
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9.6.4 Application of the event tree for safety investments

As also explained in Reniers and Van Erp [9], both in case of type I and type II risks, it
is possible to draft and use a decision analysis tree if a number of alternative outcomes
are possible, as was discussed in Chapter 4. The probabilities of safety measures in
case of certain events need to be taken into account and the expected values need to
be calculated. This way, the value of an improbable outcome is weighed against
the likelihood that the event will occur. Using the event tree analysis approach
(for more info, see Chapter 4), a graph, such as in Fig. 9.9 is obtained, which is an
illustrative example of a decision analysis tree for a runaway reaction event. All
costs and probabilities are assumed to be yearly.

An analysis of SI decisions can be made. The costs of the safety measures can be
collected and displayed on the figure (e.g. in the case of this illustrative runaway
reaction event, a total prevention cost of €250,000 is obtained), as well as the ex-
pected total costs of the event. The expected total costs (which can be seen as the

Fig. 9.9: Illustrative decision analysis tree for runaway reaction event (source: [9]).
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expected hypothetical benefits) can then be compared with the prevention costs. In
this illustrative example, the expected total costs equal P1 · [P2 · n + (1 – P2) · CF],
eventually to be multiplied with a DF in the case that the accident scenario is as-
sessed to be a type II risk scenario (since the expected total costs can be seen as the
hypothetical benefits which can be avoided by doing an investment), and should
be compared with €250,000 (which is the accumulated cost of the safety measures,
or the investment that has to be made to avoid the possible accident consequences)
for formulating a decision recommendation. This way, a decision can be made re-
garding this SI portfolio composed of three barriers (i.e. the cooling system (itself
consisting of three safety functions), the operator manual intervention and the au-
tomatic inhibition intervention).

9.6.5 Internal rate of return

The internal rate of return (IRR) can be defined as the discount rate at which the PV
of all future cash flows (or monetized expected hypothetical benefits) is equal to
the initial investment, or in other words, it is the rate at which an investment breaks
even. Generally speaking, the higher an investment’s IRR, the more desirable it is to
carry on with the investment. As such, the IRR can be used to rank several possible
investment options an organization is considering. Assuming all other factors are
equal among the various investments, the SI with the highest IRR would then be
recommended to have priority. Remark that the IRR is sometimes referred to as
“economic rate of return” (ERR).

An organization should, in theory, undertake all SIs available with IRRs that ex-
ceed a minimum acceptable rate of return predetermined by the company. Investments
may of course be limited by availability of funds or safety budget to the company.

Because the IRR is a rate quantity, it is an indicator of the efficiency, quality or
yield of an investment. This is in contrast with the NPV, which is an indicator of the
value or magnitude of an investment.

A rate of return for which the NPV, expressed in function of the rate of return,
is zero, is the IRR r*. This can be expressed as follows:

NPVðr*Þ=
XN
n=0

Cn

1+ r*ð Þn =0

In cases where a first SI displays a lower IRR but a higher NPV over a second SI, the
first investment should be accepted over the second investment. Furthermore, re-
mark that the IRR should not be used to compare investments of different duration.
For example, the NPV added by an investment with longer duration but lower IRR
could be greater than that of an investment of similar size, in terms of total net cash
flows, but with shorter duration and higher IRR.
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As a simple illustrative example, the following problem can be given for calculating an IRR. As-
sume that an SI is given by the sequence of cash flows (initial investment costs and yearly hypo-
thetical benefits) as displayed in Tab. 5.6.

Tab. 9.5: Example of the calculation of the Internal Rate
of Return (IRR).

From Tab. 5.6 and the above equation, the IRR r* can be determined by solving the following
equation:

NPVðr*Þ= − 123,400+ 36,200
1+ r*ð Þ1 +

54,800
1+ r*ð Þ2 + 48, 100

1+ r*ð Þ3 =0

In this case, the answer is 5.96% (in the calculation, i.e., r* = 0.0596).

9.6.6 Payback period

The payback period is calculated by counting the time (usually expressed in a num-
ber of years) it will take to recover an investment. Hence, a break-even point of in-
vestment is determined in terms of time. The payback period of a certain SI for type
I risks is a possible determinant of whether to go ahead with the safety project or
not, as longer payback periods are typically not desirable for some companies. It
should be noted that the PBP ignores any benefits that occur after the determined
payback period and, therefore, does not measure profitability. Moreover, the time
value of money is not taken into account in the concept, and neither is the opportu-
nity cost considered. The PBP may be calculated as the cost of SI divided by the
annual benefit inflows.

As an illustrative example, let us assume that a company invests €400,000 in safety equip-
ment. The expected (hypothetical) benefits from the new equipment is expected to be €100,000
per year for 10 years. The payback period is 4 years (€400,000 divided by €100,000 per year).

A second safety project requires an investment of €200,000, and it generates expected hypo-
thetical benefits as follows: €20,000 in year 1; €60,000 in year 2; €80,000 in year 3; €100,000
in year 4; €70,000 in year 5. The payback period is 3.4 years (€20,000 + €60,000 + €80,000 =
€160,000 in the first three years + €40,000 of the €100,000 occurring in year 4).

Year (n) Cash flow (Cn)

 –€,

 €,

 €,

 €,
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Note that the payback calculation uses cash flows, not net income. The payback pe-
riod simply computes how fast a company will recover its cash investment.

9.6.7 Application of investment analysis for type I risks

In order to illustrate the application of a CBA and parameters such as the payback
period and the IRR, an extensive example is elaborated in this section.

Assume that a firm has decided to improve the working conditions defining a
safety budget equal to €500,000. Two investment options are analyzed and aimed
at to improve the safety levels within the company, increase the risk awareness and
spread good safe practices in the working environment. The features of these alter-
native investment options are presented in the following paragraphs.

9.6.7.1 Safety investment option 1
The duration of the investment is assumed to be 10 years. The beneficial effect of a
product of an improved quality have been also quantified in additional profits of
€25,000 per year. Moreover, a team responsible for the risk assessment has esti-
mated yearly saving in the production operations equal to €135,000 due to waste
reduction and a reduction of raw materials supply. On the investments side, the ini-
tial purchase cost of the machine is €280,000. Additional costs due to training, re-
design of the layout in the production area and feasibility studies are to be initially
sustained. The company has conducted an economic analysis associated with the
investment quantifying the main benefits and costs associated with the investment
as shown in Tabs. 9.6 and 9.7.

Tab. 9.6: List of costs associated with safety investment option 1.

Categories of costs Subcategories of costs Value

Initial costs Investigation and preliminary study (€) ,

Machine purchase costs (€) ,

Initial training (€) ,

Changing layouts and production operations (€) ,

Installation costs Machine configuration and testing (€) ,

Equipment costs (€) ,

Installation team costs (€) ,

Operating costs Energy costs (€/year) ,
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The costs and the hypothetical benefits summarized in Tabs. 9.5 and 9.6 can be
further distinguished either in initial costs/benefits or yearly recurring costs/bene-
fits. Initial costs/benefits are supposed to be sustained in year zero (in which the
evaluation is made). Yearly recurring costs/benefits are sustained during the time
horizon in which the investment is evaluated. Analyzing the nature of costs and
benefits, it can be observed that the total initial investment required to the company
is equal to 0.476 M€.

The formula from Section 9.6.2.1 in this chapter has been used to compute the NPV
associated with the investment, assuming for each year t the previously mentioned
negative cash flows (Ct) and positive cash flows (Bt) and the discount factor I = 3%:

NPV=
X10
t =0

Bt − Ctð Þ
1+ ið Þt

The total NPV associated with the investment in this case is equal to €702,501.
Since this value is greater than zero, the investment is profitable for the company.
The payback period is equal to 3.33. This means that after 3 years and 4 months the
investment will cover the costs, and it will start producing profits for the firm.

Tab. 9.6 (continued)

Categories of costs Subcategories of costs Value

Maintenance costs Material costs (€/year) ,

Maintenance team costs (€/year) ,

Inspection costs Inspection team costs (€/year) ,

Other safety costs Other safety costs (€/year) ,

Tab. 9.7: List of hypothetical benefits associated with safety investment option 1.

Type of benefits Subcategory Value

Supply chain benefits Production savings (€/year) ,

Expected additional profits due to
increased sales (€/year)

,

Damage benefits Damage to own material/property (€/year) ,

Legal benefits Fines (€/year) ,

Insurance benefits Insurance premium (€/year) ,

Human and
environmental benefits

Yearly reduction of days of illness (€/year) ,

Other benefits Cleaning (€/year) ,
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Another indication that is often used by decision-makers to assess the profitability
of an investment is the IRR, as also indicated before. This measure represents the
discount factor that makes the NPV equal to zero or in other words the value of in-
terest rate at which an investment reaches and breaks an even point. In this case
the IRR is equal to 24.93%.

9.6.7.2 Safety investment option 2
After a thorough assessment, a team of experts has estimated benefits and costs as-
sociated with the investment, as summarized in Tabs. 9.8 and 9.9, respectively.

Next, costs and benefits have been analyzed deeper to distinguish between the ini-
tial investments from the yearly recurring costs/benefits as shown in Tab. 9.10.

As done for the SI option 1 described in the previous section, the NPV is computed
considering a time horizon of 10 years. Since the time horizon is the same of the one
used to evaluate the investment option 1, the comparison between the alternative in-
vestments will be simplified as it will be done using the same criteria. In addition, the
amount of money requested by the initial investment (0.479 M€) is comparable with
the previous investment option.

Tab. 9.8: List of costs associated with safety investment option 2.

Categories of costs Subcategories of costs Value

Initial costs Investigation costs (€) ,

Selection and design costs (€) ,

Material costs (€) ,

Training costs (€) ,

Changing guidelines and informing costs (€) ,

Purchase costs (€) ,

Installation costs Start-up costs (€) ,

Equipment costs (€) ,

Installation costs (€) ,

Operating costs Energy consumption costs (€/year) ,

Maintenance costs Material costs (€/year) ,

Maintenance team costs (€/year) ,

Inspection costs Inspection team costs (€/year) ,

Other safety costs Other safety costs (€/year) ,
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In this case, the NPV is equal to €490,884, which is lower than €659,850 asso-
ciated with the previous investment option. In addition, the payback period of
about 4.5 years is slightly longer than 3.3 years. Therefore, the investment option 2
seems to be dominated by the investment option 1. Given the limited safety budget
available for the company, SI option 1 should be preferred.

If additional resources would be found, investment option 2 should also be con-
sidered and implemented since its profitability on the medium long term is guaran-
teed by a positive NPV and a relatively limited payback period.

The IRR associated with the second SI option is computed as being equal to
18.89%. Therefore also in this case, investment option 2 is clearly the worst option.

Tab. 9.10: Initial investment and yearly benefits and
costs associated with safety investment option 2.

Description Value

Initial costs (€) –€,

Yearly costs (€/year) –€,

Yearly benefits (€/year) €,

Tab. 9.9: List of hypothetical benefits associated with safety investment option 2.

Type of benefits Subcategory Value

Supply chain benefits Production loss (€/year) ,

Waste recycling (€/year) ,

Expected additional sales due to better product
quality (€/year)

,

Saving in personal protective equipment ,

Damage benefits Damage to own material/property (€/year) ,

Legal benefits Fines (€/year) ,

Insurance benefits Insurance premium (€/year) ,

Human and environmental
benefits

Injured employees (€/year) ,

Environmental damage (€/year) ,

Other benefits Manager working time (€/year) ,

Cleaning (€/year) ,
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9.6.8 Decision analysis tree cost-variable approach

It is possible to draft a tree where the cost of each decision is presented as a vari-
able named “cost.” The cost is a running total of the costs of each event in a given
event pathway. At each box in the tree, the running total is increased by the cost
assigned to the box. Figure 9.10 presents an illustrative example.

For instance, if companies decide to proactively collaborate with respect to
domino effects prevention, e.g., by elaborating and maintaining a software for
warning and helping neighbors, it would cost them each €10,000. If nothing hap-
pens, the total cost for a company would be €10,000 (for the collaboration) + €0
(nothing happens) = €10,000. If a large-scale fire happens within a company and it
has severe cross-border potential despite collaboration efforts, the company also in-
curs the initial costs of the large-scale fire (€12,000 to deal with the fire). If the fire
accident then does not affect other companies in a severe way, or it rests internally,
no extra costs are incurred for the company, and the final value of the variable cost
at the end of the bottom pathway, in Fig. 9.10, is €22,000. An analogous reasoning
can be made for all other pathways, and Fig. 9.11 is obtained.From Fig. 9.11, it fol-
lows that, for the probabilities and costs that were assumed, the overall cost of dom-
ino effects collaboration would be €10,705, and that of no collaboration would be
€13,200. Hence, overall, “no collaboration” would be some €2,500 more expensive in
expected costs than “collaboration” in this illustrative example.

9.6.9 The Borda algorithm approach

The Borda algorithm is mainly used in voting problems (see also [9]). The Borda
rule assigns linearly decreasing points to consecutive positions, e.g. for three alter-
natives the points would be 3 for the first place, 2 for the second place, and 1 for the
third place. The algorithm is employed to develop an ordinal ranking of preferen-
ces. The Borda rule can also be employed in a risk management context. In the con-
text of operational safety decision-making with respect to economics, the Borda
algorithm can be employed to develop an ordinal ranking of SI options, thereby
using several SI criteria.

In the operational SI context, the algorithm can, e.g., work as follows. All SI op-
tions are ranked by a number of criteria. In case of type I risks, criteria can, e.g., be
the absolute cost of safety (investment amount), the expected hypothetical benefit of
safety (expected avoided accident cost), the cumulative probability of the accident
scenarios avoided, the payback period of the SI and the internal rate of investment.
In case of type II risks, criteria can,e.g., be the cost of the SI, the hypothetical benefit
based on a worst-case scenario, the variability related to the accident scenarios
avoided, the information availability related to the SI, the equity principle, and the
fairness principle. Let us, e.g., explain it for type I risks and their SI. If there are n SI
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Fig. 9.10: Illustrative event pathway for domino effects prevention.
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Fig. 9.11: Decision analysis tree rolled back to reveal the total cost of each strategy in the domino
effects prevention illustrative example.
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options to be compared, then the first-place option (for instance, according to the
absolute cost of safety) receives (n−1) points, the second-place option receives (n−2)
points and so forth, until the last-place option receives zero points. The same rule is
used for assigning points according to the expected hypothetical benefit of safety,
the cumulative probability, the PBP and the IRR. All the points obtained for the five
criteria are summed for all installations and the option with the most points is ranked
first, second, etc.

Let us explain this concept, e.g., in case of four SI options: SI1, SI2, SI3 and SI4.
Suppose that the rank-order positions are as follows:

Absolute cost of safety (investment amount):SI3 � SI2= SI1 � SI4
Expected hypothetical benefit:SI1 � SI3= SI2= SI4
Cumulative probability of accident scenarios avoided:SI4= SI1 � SI2= SI3
Payback period:SI1 � SI3 � SI2= SI4
Internal rate of investment:SI2 � SI4 � SI1 � SI3

When ties occur, e.g., in case of the absolute cost of safety, SI2 and SI1 are tied, and
points allocated to these positions are derived from the average; i.e., SI2and SI1 will
each receive n− 2ð Þ+ n− 3ð Þð Þ 2.= In case of the expected hypothetical benefit, I3, I2
and I4 will each receive n− 2ð Þ+ n− 3ð Þ+ n− 4ð Þð Þ 3.=

The resulting point distribution is summarized in Tab. 9.11.

The sole concern of the developed approach is the investigation of an SI option’s po-
sition relative to other SI options if one looks simultaneously at the five criteria for, in
the case of the illustrative example, the type I risks. This ranking information may
lead to optimizing the allocation of safety budget resources within an organization.

Tab. 9.11: Ranking investment options for type I risks using the Borda algorithm for a four-option
illustrative example.

Criteria: Safety investment options

SI SI SI SI

. Absolute cost of safety . .  

. Expected hypothetical benefit    

. Cumulative probability of accident scenarios avoided . . . .

. Payback period  .  .

. Internal rate of return    

Total Borda index for four safety investment options  . . 

From Tab. 9.10, it can be concluded that SI option 1 (SI1) has the highest Borda count and,
therefore, ranks first and is the best SI according to the criteria used. The overall rank-order of all
four SI options employing the five criteria is as follows: SI1 � SI2=SI3 � SI4
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9.6.10 Advantages and disadvantages of analyses based on costs and benefits

It should be remembered that the lack of accuracy associated with cost-effectiveness
analysis and CBAs can give rise to significantly different outcomes in assessments of
the same issues by different people. In addition, it is often much easier to assess all
kinds of costs than to identify and evaluate the benefits.

CBA should only be used for type I risks, where a sufficient amount of informa-
tion and data are available to be able to draw sufficiently precise and sufficiently
reliable conclusions. If it is used for type II risks, it creates an image of accuracy
and precision that it does not have. In that case, many of the valuations used for
the costs and benefits reflect the perceptions of the person carrying out the analysis
rather than their real values. More research is needed to develop reliable CBAs or
cost-effectiveness analyses for type II risks.

Moreover, it is often difficult to incorporate realistic calculations of the NPV of
future costs and benefits into the analyses. NPV calculations are widely used in
business and economics to provide a means of comparing cash flows at different
times on a meaningful “like by like” basis. Discounted values reflect the reality that
a sum of money is worth more today than the same sum of money at some time in
the future. As already expounded in a previous section, prevention costs incurred
today should be compared with hypothetical benefits obtained at some time in the
future, but equated to today’s values. To achieve a benefit equal to €B in N years’
time, one must have a benefit with a current NPV of €B/(1 +interest rate)N.

Furthermore, Frick [19] claims that the cost–benefit approach underestimates the
benefits and overestimates the costs of health and safety improvement programs.

Techniques based on costs and benefits that are used to make prevention deci-
sions have one major undeniable strength: if used correctly, they allow us to allo-
cate limited financial resources efficiently for occupational (type I) risks, and, if
used with much caution, they provide us with some background knowledge for al-
locating financial resources aimed to deal with major accident (type II) risks.

9.7 Optimal allocation strategy for the safety budget

Safety measures show a diminishing marginal rate of return on investment: further
increases in the number of a type of safety measure become ever less cost effective,
and the improvements in safety benefits per extra safety measure exhibit a decreas-
ing marginal development [8]. In other words, the first safety measure of type “tech-
nology” provides the most safety benefit, the second safety measure provides less
safety benefit than the first and so on. Hence, there should be safety measures cho-
sen from different types (procedures, people and technology) to be most efficient.
Of course, there may be differences in the safety benefit curves for the different
types of safety measures.
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Figure 9.12 shows the increased safety benefits from choosing a variety of safety
measures.

Figure 9.10 shows that, if the total budget available is spread over a range of proce-
dure-related, people-related and technology-related safety measures, the overall
safety benefit can be raised from point A (only investment in procedure-related
safety measures) to point B (investment in P, P, T-related safety measures).

Spreading the safety budget over different types of safety measures is always more efficient
and effective than only focusing on one type of safety measure.

9.8 Loss aversion and safety investments: safety
as economic value

Because of the psychological principle of “loss aversion” [20] and the fact that peo-
ple hate to lose, especially precautionary investments to deal with highly unlikely
events, are not at all evident. Risk managers, being human beings like all other peo-
ple, also may let their decision judgment be influenced by this psychological
principle.

To have a clear idea of “loss aversion,” the following example can be given. Suppose
you are offered two options: (A) you receive €5,000 fromme (with certainty) or (B) we toss
a coin and you receive €10,000 fromme if it is heads, but if it is tails you receive nothing.

What will you chose? By far most of the people will choose option (A). They go
for the certainty and prefer €5,000 for certain than to gamble and to have nothing.

A

B

from technology-related
safety measures

from people-related
safety measures

from procedures-related
safety measures

allocated for
procedures-related
safety measures

allocated for
people-related
safety measures
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Fig. 9.12: Allocation strategy for the safety budget.
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Let us now consider two different options: (C) You have to pay me €5,000 (with
certainty); or (D) We toss a coin and you need to pay me €10,000 if the coin turns
up heads, but in case of tails you do not need to pay me anything.

What option will you prefer this time? By far most people in this case will prefer
option (D). Hence, they go for taking the gamble and risking paying €10,000 with a
level of uncertainty (there is a 50% probability that they will not have to pay any-
thing) instead of paying €5,000 for certain.

From this example, it is clear that people hate to lose and that they love certain
gains. People are more inclined to take risks to avoid certain losses than they are
inclined to take risks to gain uncertain gains.

Translating this psychological principle into safety terminology, it is clear that
company management would be more inclined to invest in production (“certain
gains”) than to invest in prevention (“uncertain gains”). Also, management is more
inclined to risk highly improbable accidents (“uncertain losses”) than to make large
investments (“certain losses”) in dealing with such accidents.

Therefore, management should be well aware of this basic psychological princi-
ple, and when making prevention investment decisions they should take this into
account. The fact that we, as human beings, are prejudiced, and that we have some
predetermined preferences in our minds, should thus really be considered in the
decision-making process of risk managers.

Furthermore, safety and accident risk are not adequately incorporated into the
economic planning and decision processes. What are the business incentives for in-
vesting into safety? There is a need for demonstrating that safety measures have a
value in an economic sense. To what extent is it true that businesses would not in-
vest in higher safety if such values cannot be demonstrated?

An overinvestment in safety measures is very likely if we ignore the fact that
there is access to an insurance market, while an underinvestment in safety meas-
ures is very likely if we purchase insurance without paying attention to that. The
probability and consequences can be reduced by safety measures.

Abrhamsen and Asche [21] state that the final decision with respect to how much
resource should be spent on safety measures and insurance may be very different de-
pending on what type of risks are considered. It makes a difference if they are risks we
voluntarily assume for ourselves, or if they are risks imposed by others. Clearly, there
is more reason for society to enforce standards in the latter case. However, the decision
criterion itself is independent of the type of risk: an expected utility maximizer should
combine insurance and investment in safety measures and directly take the costs of an
accident, such that the marginal utility of the different actions are the same.

The fact that decision-makers have an in-built psychological preference to avoid losses should
be consciously considered by decision-makers when making precaution investment decisions.
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9.9 Conclusions

Economic issues of safety constitute much more than calculating the costs of acci-
dents, or determining the costs of prevention. Hypothetical benefits, the benefits
gained from accidents that have never occurred, should be considered, and the
three types of risk should be taken into account when dealing with prevention in-
vestment choices. Decisions concerning SIs make for a complex decision problem
where opportunity costs, perception and human psychology, budget allocation
strategies, the choice of economic methodologies, etc., all play important roles.
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10 Risk governance

Most of us are taught to think about the long-term consequences of our actions, but
it is a life lesson that is easily forgotten – both on an individual and an organiza-
tional level. This is why, each year, the World Economic Forum poses the question,
“What risks should the world’s leaders be addressing over the next 10 years?”

10.1 Introduction

We all know the phrase “It’s the economy, stupid!” which James Carville coined as a
campaign strategist for Bill Clinton’s successful 1992 presidential campaign. We can
easily adapt this phrase for any organization going bankrupt, having lots of losses or
having major financial problems, into “It’s the risk governance, stupid!” Risk gover-
nance can be defined [1] as the totality of actors, rules, conventions, processes and
mechanisms concerned with how relevant risk information is collected, analyzed and
communicated, and how management decisions are taken.

Renn [1] provides several reasons why risk governance is crucial in today’s organ-
izations. First, risk plays a major role in our society: Ulrich Beck, the famous social
scientist, called his book on reflexive modernity The Risk Society. In his book, Beck
argues that risk is an essential part of modern society, and hence, also the gover-
nance of risks. People, including customers, politicians and regulators, thus expect
organizations to adequately govern their risks. Second, risk has a direct impact upon
our life. People, especially employees of organizations, die, suffer, become ill or expe-
rience minor and major losses because they have ignored or misjudged risks, miscal-
culated the uncertainties or had too much confidence in their ability to master
dangerous situations. Governing risks in a solid way, by everyone being part of an
organization, would be a solution to this problem. Third, risk is a truly interdisciplin-
ary phenomenon: risk, or domains or factors of it, are studied in natural, medical,
engineering, social, cultural, psychological, legal and other disciplines. None of
these science disciplines are able to grasp the holistic substance of risk; only if they
combine forces, a truly adequate approach to understanding and managing risks is
possible. Risk governance can be employed to ensure this. Fourth, risk is a concept
that links the professional with the private person. If someone gets more experienced
in dealing with risks in his professional life, in whatever way, they will also make
better decisions in their personal life. An understanding of risk and risk governance
directly contributes to this fact.

Risk governance starts with good corporate governance and integrated board
management. Hilb [2] indicates that integrated board management has four precon-
ditions for being successful in developing, implementing and controlling fortunate
organizations:
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1. Diversity: strategically targeted composition of the board team.
2. Trust: constructive and open-minded board culture.
3. Network: efficient board structure.
4. Vision: stakeholder-oriented board measures of success.

Although these preconditions of success have been proven in a variety of studies,
they seem to be very hard to achieve by organizations. In the light of the recent eco-
nomic crises, Peter Senge asks: “How can a team of committed board members with
individual IQs above 120 have a collective IQ of 60?” [2].

As Fuller and Vassie [3] explain, one view of business is that the directors of a
company are merely agents acting on behalf of the shareholders and, as such, their
sole responsibility is to maximize the return on the investments of these owners: this
is referred to as the “principal agent theory.” This shareholder model is referred to as
the “Anglo Saxon model.” Corporate social responsibility, however, is a concept de-
rived from a wider perspective that businesses have responsibilities to a range of peo-
ple in addition to shareholders: this is referred to as the “stakeholder theory,” and
the stakeholder model is referred to as the “Rijnland model.”

Whether applying one model or the other for corporate governance, adequate
risk governance, as part of good corporate governance, is absolutely necessary for
any organization to be healthy in the long term.

As stated by the International Risk Governance Council (IRGC) in [4], “risk gover-
nance” involves the “translation” of the substance and core principles of governance
to the context of risk and risk-related decision-making. Risk governance includes the
totality of actors, rules, conventions, processes and mechanisms concerned with how
relevant risk information is collected, analyzed and communicated and management
decisions are taken.

Encompassing the combined risk-relevant decisions and actions of both govern-
mental and private actors, risk governance is of particular importance in, but not
restricted to, situations where there is no single authority to take a binding risk
management decision but where, instead, the nature of the risk requires the col-
laboration of, and coordination between, a range of different stakeholders. Risk
governance, however, not only includes a multifaceted, multi-actor risk process, but
also calls for the consideration of contextual factors, such as institutional arrangements
(e.g., the regulatory and legal framework that determines the relationship, roles and
responsibilities of the actors and coordination mechanisms such as markets, incentives
or self-imposed norms) and political culture, including different perceptions of risk.

Risk governance therefore requires dealing with risks and uncertainties in a
very holistic and general way, with the necessary procedures in place at high, stra-
tegic levels, in addition to the obvious operational and tactical levels, at different
levels of the organization, and even inter-organizational, with collaboration as
much as needed but as low as required (to avoid complexity), with a diversity of
people, experts and disciplines, and above all with an open mind. We will discuss a

328 10 Risk governance

 EBSCOhost - printed on 2/13/2023 1:34 AM via . All use subject to https://www.ebsco.com/terms-of-use



system and its requirements (Section 10.2), a framework (Section 10.3) and a model
(Section 10.4) that together lead to effective risk governance, on an operational, tac-
tical and strategic level.

A term that is often used in relation to risk governance is risk appraisal. Risk
appraisal is an important part of risk governance and concerns the process of gath-
ering all knowledge elements necessary for risk characterization, evaluation and
management. This includes not only the results of (scientific) risk assessment, but
also information about, for instance, risk perceptions and the economic and social
implications of the consequences of risk. In this regard, governance includes mat-
ters of institutional design, technical methodology, administrative consultation,
legislative procedures and political accountability on the part of public bodies, and
social or corporate responsibility on the part of public enterprises. Two major chal-
lenges of risk governance exist: on the one hand, generating and collecting knowl-
edge about the risk (risk appraisal), and, on the other hand, making decisions
about how to handle and treat the risk (risk reduction/treatment). Risk communica-
tion forms the glue that brings both challenges together. All these areas of science
belong to the encompassing field of organizational risk management and (on a
higher level) risk governance.

10.2 Risk management system

Management systems for the safe operation of organizations require a system of
structures, responsibilities, procedures and the availability of appropriate resources
and technological know-how. Risks can be managed at different levels: at factory,
at plant, at multi-plant and at cluster level. Figure 10.1 illustrates the difference be-
tween these terms and differentiates between the different levels. Plant B, e.g., con-
sists of two installations within a single factory. Furthermore, plant B belongs to
the multi-plant area consisting of plants A and B, and is part of the larger cluster
(or, in other words, industrial area) composed of plants A, B, C, D, E and F.

Factory-level risk management includes topics such as working procedures,
work packages, installation-specific training, personal protective equipment and
quality inspection. Plant-level risk management includes defining acceptable risk
levels and documenting plant-specific guidelines for implementing and achieving
these levels for every facility situated on the premises of the plant. It is current in-
dustrial practice to draft an organizational safety management system (SMS) to meet
these goals (see further in this section). Multi-plant or cluster-level risk management
topics include defining risk level standards by different plants in collaboration, defin-
ing risk management cooperation levels, defining acceptable risks involving more
than one plant, joint workforce planning and joint emergency planning in the event
of cross-plant accidents. The latter multiple-plant related topics can be documented
in a type of cross-plant SMS dealing with these issues.
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In the nuclear industry or in the chemical industry, e.g. at factory level and at
plant level, safety documents, guidelines and instructions, technical as well as meta-
technical, are usually very well elaborated. An adapted version of the plan-do-check-
act process is often used for continuously improving risk management efforts and
safety (see also Chapter 3). To optimize risk management, the circular continuous im-
provement process can be used at all levels within the industry: from top (the cluster
level) to bottom (the installation level). To be able to perform the process at all levels,
a risk management cycle structure can be established at each level and provided with
communication and cooperation links between the different levels. These links are
necessary for further optimization of the different levels of looping risk management
and for the prevention of double elaboration of certain multi-leveled risk manage-
ment topics. Such a framework characterized by loop-level risk management can be
arranged as illustrated in Fig. 10.2.

Many organizations already follow the plan-do-check-act loop because of their
acquired know-how of internationally accepted business standards, e.g., ISO 9001,
ISO 14001 and/or OHSAS 18001 (see also Chapter 1), addressing quality, environmen-
tal and safety management, respectively, and continuously improving performance
concerning those related risks. Hence, some degree of basic standardization for oper-
ational risk governance already exists in many organizations, and thoroughly docu-
mented and well-implemented risk management systems are available. One of the
areas that is very important in the context of this book is safety management.

A SMS, as part of the risk management system, aims to ensure that the various
safety risks posed by operating the facility are always below predefined and gener-
ally accepted company safety risk levels. Effective management procedures adopt a
systematic and proactive approach to the evaluation and management of the plant,
its products and its human resources.

To enhance safety for type II and III risks, the SMS considers safety features
throughout scenario selection and process selection, inherent safety and process
design, industrial activity realization, commissioning, beneficial production, and

Cluster

Multi-plant

Single plant

Factory

Installation

R
oa

d

Road

A B C

D E F

Fig. 10.1: Comparisons of installation, factory, plant, multi-plant and cluster (inspired by Reniers [5]).
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Fig. 10.2: Loop risk management structure at the installation, factory, plant, multi-plant and
cluster levels (inspired from Reniers [5]).
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decommissioning. To enhance safety related to type I risks, both personal and
group safety equipment is provided, training programs are installed and task capa-
bilities are checked. Arrangements are made to guarantee that the means provided
for safe operation of the industrial activity are properly designed, constructed,
tested, operated, inspected and maintained and that persons working on the site
(contractors included) are properly instructed.

Four indispensable features for establishing an organizational SMS are:
– the parties involved
– the policy objectives
– the list of actions to be taken
– implementation of the system

The essence of accident prevention practices consists of safety data, hazard reviews,
operating procedures and training. These elements need to be integrated into a safety
management document that is implemented in the organization on an ongoing basis.
To enhance implementation efficiency, this can be divided into 12 subjects [6]:
1. Safe work practices – A system should be installed to guarantee that safe work

practices are carried out in an organization through procedural and administra-
tive control of work activities, critical operating steps and critical parameters,
through pre-startup safety reviews for new and modified plant equipment and
facilities, and through management of change procedures for plant equipment
and processes.

2. Safety training – The necessity of periodically organizing training sessions
emerges from the continuously changing environment of plants, installations
and installation equipment. Employees and contractors at all levels should be
equipped with the knowledge, skills and attitudes relating to the operation or
maintenance of organizational tasks and processes so as to work in a safe and
reliable manner. Safety training sessions should also lead to a more efficient
handling of any incident or accident.

3. Group meetings – An organization should establish a safety group meeting for
the purpose of improving, promoting and reviewing all matters related to the
safety and health of employees. This way, communication and cooperation be-
tween management, employees and contractors is promoted, ensuring that
safety issues are addressed and appropriate actions are taken to achieve and
maintain a safe working environment.

4. Pursuing in-house safety rules and complying with regulations.
5. A set of basic safety rules and regulations should be formulated in the organization

to regulate safety and health behaviors. The rules and regulations should be docu-
mented and effectively communicated to all employees and contractors through
promotion, training or other means and should be made readily available to all
employees and contractors. They should be effectively implemented and enforced
within the organization. The company rules should be in conformance with the
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legislative requirements, and rules that are non-statutory should conform to inter-
national standards and best practices.

6. Safety promotion – Promotional programs should be developed and conducted
to demonstrate the organization’s management commitment and leadership in
promoting good safety and health behaviors and practices.

7. Contractor and employee evaluation, selection and control – The organization
should establish and document a system for assessment and evaluation of contrac-
tors to guarantee that only competent and qualified contractors are selected and
permitted to carry out contracted works. This way, personnel under external man-
agement but working within the organization are treated, evaluated and rewarded
in the same manner (concerning safety issues) as internally managed personnel.

8. Safety inspection, monitoring and auditing – The organization needs to develop
and implement a written program for formal and planned safety inspections to be
carried out. The program should include safety inspections, plant and equipment
inspections, any other inspections (including surprise inspections), and safety audit-
ing. This way, a system is established to verify compliance with the relevant regula-
tory requirements, in-house safety rules and regulations, and safe work practices.

9. Maintenance regimes – A maintenance program needs to be established to en-
sure the mechanical integrity of critical plant equipment. In fact, all machinery
and equipment used in the organization needs to be maintained at all times so
as to prevent any failure of this equipment and to avoid unsafe situations.

10. Hazard analysis and incident investigation and analysis – All hazards in the or-
ganization need to be methodically identified, evaluated and controlled. The pro-
cess of hazard analysis should be thoroughly documented. Written procedures
should also be established to ensure that all incidents and accidents (including
those by contractors) are reported and recorded properly. Furthermore, proce-
dures for incident and accident investigation and analysis to identify root causes
and to implement effective corrective measures or systems to prevent recurrence
should be installed.

11. Control of movement and use of dangerous goods – A system should be estab-
lished to identify and manage all dangerous goods through the provision of mate-
rial safety data sheets and procedures for the proper use, storage, handling and
movement of hazardous chemicals. To further ensure that all up-to-date informa-
tion on the storage, use, handling and movement of dangerous goods in the orga-
nization reaches the prevention and risk management department, a continuously
adjusted database with information should be established.

12. Documentation control and records – An organization should establish a central
documentation control and record system to integrate all documentation require-
ments and to ensure that they are complied with.

These recommendations can be generalized to multi-plant or cluster-related recom-
mendations (please see [5]).
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When drafting the standards and requirements, the Health and Safety Execu-
tive [7] indicates that it is essential to ensure standards are incorporated into busi-
ness input activities through the following (see also [3]):
– Employees – such as defining physical, intellectual and mental abilities through

job specifications based on risk assessment.
– Design and selection of premises – such as consideration of the proposed and

foreseeable uses, construction and contract specification.
– Design and selection of plant – such as installation, operation, maintenance

and decommissioning.
– Use of hazardous substances – such as the incorporation of the principle of in-

herent safety and the selection of competent suppliers.
– Use of contractors – such as selection procedures.
– Acquisitions and divestitures – such as the identification of short-term and

long-term safety risks associated with the organization’s activities.
– Information – such as maintaining an up-to-date system for relevant health and

safety legislation, standards, and codes of practice.

The Health and Safety Executive [7] (see also [3]) further lists some factors that
should be included in an assessment of workplace safety standards:
– SMS – such as policy, organization, implementation, monitoring, audit and

review.
– Use of hazardous goods – such as the receipt, storage, use and transportation of

chemicals.
– Use of contractors – such as the provision of working documents and performance

reviews.
– Emergency planning – such as the identification of emergency scenarios, liaison

with the emergency services and the implementation of emergency planning
exercises.

– Disaster and contingency planning – such as the identification of disaster scenar-
ios, preparation of contingency plans and the implementation of disaster planning
exercises.

Risk management systems are a must for organizations to handle risks at an operational level.
Risks are diversified and omnipresent. For example, the chance that I will never finish typing
this text exists, although its likelihood is rather very low. Several risks exist in this regard: the
chair I am sitting in might break down, and I may fall, thereby crashing the laptop, or I may
strike my head. My office may be set on fire. The ceiling may collapse upon me or my laptop. A
plane might crash down on the building I am sitting in. A bomb may explode very nearby, etc.
Risk management systems deal with assessing all these risks (estimating their consequences
and likelihoods) and many others and treating them, i.e., trying to prevent them, and, in the
case of an unfortunate event happening despite all measures taken, trying to mitigate the con-
sequences or transfer event happening despite all measures taken, trying to mitigate the conse-
quences or transfer them.
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10.3 A framework for risk and uncertainty governance

On the surface, risk management in an organization seems to be all about avoiding
any type of unwanted event. All undesired happenings, either with large conse-
quences or with a minor outcome, or with high or low likelihood, are treated by risk
management within a company on the same psychological level. But as we have
argued before in this book, this psychological level, and thus the management deci-
sions taken, should be different for different types of risks.

It is obvious that by taking the positive side of risks into account, a decision-maker
can be risk-taking in a case where a lot of historical data is available, as he has some
knowledge from past events in this area, and the possible negative outcomes (which
are never extremely severe in this case) can be predicted quite accurately by using sci-
entific models, statistical methods, etc., because sufficient information is available.
Hence, making profits in this type I area follows from taking positive risks and keeping
the negative sides of these risks well under control. Profits are tangible and follow from
investment choices, production decisions and risk management strategies (amongst
others).

However, a decision-maker must be very careful to be risk-taking (for making
profits) in the area of type II and III risks and uncertainties, as the possible negative
consequences in these areas are possibly very high. Actually, making “profits” in
the type II and type III areas follows from averting risks: profits in these areas are
intangible and hypothetical. Non-occurring accidents (and their accompanying
costs) (see also Chapter 9) resulting from risk-averting behavior of a decision-maker
should be regarded as a true and large hypothetical benefit in these areas. In addi-
tion to classic industrial sectors with the possibility of major accidents such as the
chemical industry or the nuclear industry, the banking sector can also be used as
an example. We should, e.g., be cautious taking risks in an economic growth period
for making huge profits (which is possible in the type II and III areas), as in the
event that a worldwide economic crisis occurs (as was the case in 2008), financial
disaster may strike. Hence, non-occurring huge financial losses in a bank (which
might be realized in the case of a sudden global economic crisis) as the result of
careful risk management (aimed at making profits in the type I area) in the eco-
nomic prosperous period, should be regarded as true and huge hypothetical gains
in the type II and III areas.

In summary, decisions to take risks, or indeed to avert them, depend on the char-
acter of the risks (i.e., the type of the risks) and their accompanying uncertainties and
objectives. Moreover, hypothetical (short term and long term) benefits should be taken
into account when taking decisions concerning type II and III uncertainties and risks.

A framework for risk and uncertainty governance is suggested in Fig. 10.3 to
meet all the aforementioned goals.

The framework from Fig. 10.3 first considers the different types of risk depending
on the amount of data and information that is available (see also [8]). For the different
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Fig. 10.3: Uncertainty/risk governance framework.
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Fig. 10.3 (continued)
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types of risks, different sets of stakeholders are involved. The more uncertainty there is
about the risk, the more stakeholders need to be involved, as not only is the know-how
to deal with risk assessment techniques required, but also open-mindedness, the will-
ingness to collaborate viewpoints, know-hows and knowledge from other, non-purely
technological disciplines, which can make the difference between good or poor risk de-
cisions. In the next step of the framework, risk assessments are carried out. A risk as-
sessment method that can, e.g., be used for all three types of risks, but especially for
type III risks, is scenario building. Scenario building is well known and much used by
risk experts. Scenarios are drafted based on past events or by imagining future events
using a variety of available techniques, such as classic risk analysis techniques and the
Delphi method. Scenarios lead to a better understanding of possible futures, and what
can be done to prevent some of the possible unwanted futures, and/or to enhance the
emergence of possible wanted futures. It should be noted that the more information is
available in case of type II and/or III risks, the less uncertainty there is, and the more
quantitative character the used risk assessment technique can have when dealing with
these type II and/or III risks. With no or extremely little data or information available,
highly quantitative analyses should be avoided. At best, semi-quantitative analyses
might be employed for extremely high uncertainties (type III events), and the results
should always be treated and interpreted with much caution.

When the decision options are known, some further principles should be followed
when taking decisions and at least the precautionary principle. The precautionary prin-
ciple [9] states that it is not because a cause–consequence relationship between any
two variables cannot be proven, that such a relationship does not exist; in other words,
unknown complicated relationships (characterizing any complex phenomenon) should
not be disregarded, whether the consequences are desired or undesired.

In the last step before carrying out the decision, a decision-maker should reflect
on several important systemic principles. It is therefore recommended that every
decision is approached by thinking in the long term (as well as the short term),
thinking circularly (as well as being cause–consequence-minded) and thinking
nonlinearly (as well as linearly) regarding potential results. Long-term oriented
thinking indicates that risk decisions should not only be taking the short- and me-
dium-term into account, but also the (very) long term, thus leading to more sustain-
able risk decisions. Circular thinking and nonlinear thinking are concepts used in
systems thinking [10, 11]. As mentioned before, system thinkers see wholes that
function rather than input–output transformers; they also see the parts of the
whole and the relationships among them; they see patterns of change rather than
static snapshots. Positive and negative feedback loops exist between events. These
feedbacks are not necessarily linear, meaning that one should think in terms of
“changes of A and B in the same or opposite direction,” rather than “a predefined
increase or decrease of B caused by a specific increase or decrease of A.” Such an
approach guarantees more profound and well-considered decisions.
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When decisions have been taken, the decision-maker should regularly monitor
to check that no changes have occurred concerning the decision. If this was the
case, the risk should be subjected to the risk governance framework again.

Summarizing, this risk governance framework aims to obtain objective and con-
sistent results for the different existing types of risks and uncertainties. Assess-
ments that are subject to small uncertainties should be treated differently from
assessments subject to large uncertainties, in a way that under different assump-
tions and/or the use of other analysis, the decision options – and results concerning
any uncertainty or risk – should not be different. Solutions and decisions should
only depend – or partially depend – on probabilities and probability estimates
under certain conditions and circumstances. As Aven [12] already suggests, risk as-
sessments need to provide a much broader risk picture than is typically the case
today. Separate “uncertainty analyses” should be carried out, extending the tradi-
tional probability-based analyses. The uncertainties accompanying the risks should
be mentioned with every risk assessment result, and they should be used by the
risk decision-makers. Only this way, can more objective and higher-quality risk de-
cisions be made. Risk managers should be uncertainty experts!

The framework is generic in its application, indicating that any uncertainty/risk
can be tackled by it, and recognizing the negative as well as positive consequences of
risks. In general terms, the negative side of risks should always be minimized, and
the positive side should always be maximized. This framework recognizes that this is
not always the best solution that leads to optimal decisions, and addresses the need
to sometimes “balance” negative and positive consequences rather than opt for one
or the other, to be able to ensure the long-term success of – and long-term profits
within – any organization. By continuously monitoring and questioning its own deci-
sions, the risk governance framework measures up to the science-paradigm of always
being critical and questioning any findings.

Company management should be aware that uncertainties and risks should not be
rooted out, and that they should not be considered as some kind of evil that detracts
from managers’ abilities to manage with control in an organization. Uncertainty – and
thus risk – should be recognized by company decision-makers as two-sided, creating
obstacles for the organization in generating profits and ensuring consistent perfor-
mance, as well as presenting opportunities for improvement and innovation. More-
over, different levels of uncertainty require different stakeholders, different levels of
quantitativeness of risk assessment techniques, different principles to be followed
and so on. The risk governance framework takes this into account and offers deci-
sion-makers within organizations the possibility to manage not only (negative) risks,
but also uncertainties. Such an approach leads to better risk decision-making and
long-term organizational success.

The perception of the situation, the circumstances, reality and so on are essential
when assessing risks. Human perception is based on recognition and interpretation
of patterns. All perceptions are therefore colored and influenced by experience and
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expertise, which – intuitively – anticipates everything we encounter, and makes an
interpretation. This (scientifically called) “bias,” taking the form of expectations, ten-
dencies and premonitions, helped us to survive in the past. Indeed, making decisions
based on very limited information was absolutely necessary (and a major advantage)
to be able to survive. However, we do not live in a simple world anymore, dealing
with simple tasks and simple processes, where only simple accidents can happen
that lead to minor injuries or to single deaths at most. We are currently part of a very
complex global society with complicated and complex industrial activities. The activ-
ities carried out in today’s organizations may wipe out entire villages and even cities.
Moreover, many people are connected via internet, social media and so on, and
hence an incident and its potential consequences, or an accident and its real conse-
quences, are swiftly shared by millions of people at the same time. This completely
changed industrial environment requires an entirely different way of dealing with
risks compared with any time more than 50 years ago.

It is indeed obvious: since about 50 years ago, the time of simplicity and of simple single brain
heuristics is definitely over. The post-atomic age requires us to find new ways of dealing with
all the existing complexities and making the right decisions despite these complexities. The an-
swer to this, in the form of collaboration and perception-improvement (often against intuition),
is risk governance, and the risk governance framework helps to arrive at the right decisions.

10.4 The risk governance model

The most influential research into how people manage risk and uncertainty has
been conducted by Kahneman and Tversky, two psychologists [13]. One of their
most interesting findings is the asymmetry between the way people make decisions
involving gains and decisions involving losses. This topic is also mentioned in
Chapters 7 and 9, and explained in the light of what is discussed in each. The re-
search results show that when the choice involves losses, people are risk-seekers,
whereas when the choice involves gains, people are risk averse. In other words,
people tend to not gamble with certain gains, but they tend to gamble with uncer-
tain losses. Other research results indicate inconsistency with the assumptions of
rational behavior and people being loss-averse, rather than risk-averse. People are
apparently perfectly willing to choose a gamble when they consider it appropriate,
and they do not so much hate uncertainty as they hate losing. Losses are likely to
provoke intense, irrational and abiding risk-aversion because people are much
more sensitive to negative than to positive stimuli.

These results from human psychology, and human decision-making have im-
portant repercussions for risk decision-making in companies, especially concerning
negative risks. Operational risk managers and middle or top management tend to
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gamble with uncertain losses, possibly leading to major accidents. They often fail
to recognize the huge hypothetical benefits resulting from prevention.

Hence, because of the inconsistent understanding and meaning of the risk con-
cept by people and the irrational risk decision-making, it is essential that “risks”
should be regarded as “uncertainties” in companies. The less uncertainty there is
concerning the possible consequences of a decision, the more it is possible to make
adequate and good decisions. This is typically the case for type I risks and much
less the case for type II or type III risks.

But is there a model that can be used for risk governance? Indeed there is. Re-
niers [14] indicates that the use of a number of triangles allows any organization to
optimize its risk decision and expertise process. In the model, 12 triangles are em-
ployed (see Fig. 10.4). Note that, to further generalize the model, a 13th triangle
might be added, on the same level as the “risk” triangle and describing positive
risk: opportunities-exposure-gains. We did not include this triangle in the figure in
order to keep the focus on negative risks, which are the main concern of this book.

Following the well-known PDCA loop of continuous improvement from quality
management, a four-step plan (policy-decision-risk-culture or the PDRC loop of contin-
uous improvement) is proposed as the basic structure to serve for the RGM. From a
holistic viewpoint, risks, and their uncertainties, outcomes and management, should
be the concern of organizations–authorities–academia; these three actors within soci-
ety form the first triangle – “risk policy.” This first triangle should be the cornerstone
of solid and holistic risk management, creating the right circumstances and helping to
induce collaboration between all parties involved. The second triangle, “decision,”
consists of information–options–preferences. It is obvious that decision-making always
requires information, options and preferences as without any one of these three, deci-
sions can simply not be made. Each of the blocks of the subsequent triangle of the rad
needs to be aware of the three blocks of the previous triangle of the rad: risk informa-
tion has to be taken from academia, organizations and authorities, and the same holds
for developing options and mapping or composing preferences. The third triangle,
“risk,” includes hazards, exposure and losses. For the different dimensions of the risk
triangle, the decision triangle has to be considered. The fourth triangle, “organizational
culture,” includes people–procedures–technology. Each of these three domains com-
posing an organizational culture has to take the risk triangle into consideration. In its
turn, the organizational culture triangle serves as a guide for each of the domains
within the risk policy triangle.

Hence, risk policy guidelines, rules, and so on, made or investigated by authori-
ties, organizations and academia, should ultimately lead to an efficient and effective
organizational risk culture. This, in turn, should be used by risk policy makers, as an
input for risk policy guidelines, rules and so on to continuously improve risk deci-
sion-making. People, procedures and technology, forming the backbone of this cul-
ture, should be continuously optimized through the PDRC loop displayed in Fig. 10.4.
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Fig. 10.4: Risk governance model.
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An effective and efficient organizational culture implies that organizations are
open-minded towards collaborating with other organizations and that they are pre-
pared to search for the optimal way to decrease risks, also multi-plant risks, and act
accordingly (e.g., in their investment policies).

10.4.1 The “considering?” layer of the risk governance model

“Considering?” triangles can be used to gain a holistic indication of how to deal
with the PDRC building blocks and what features should be taken into account
when addressing the blocks belonging to the rad of the RGM. For example, it is rec-
ommended that academia–organizations–authorities within the risk policy triangle
are all approached by thinking in the long term, thinking circularly and thinking
nonlinearly. Hence, as far as risks and risk decisions and expertise are concerned,
the way to think about people, procedures and technology by academia, organiza-
tions and authorities should be long-term oriented, circular and nonlinear, on top
of the regular thinking.

For the decision-making triangle, the “considering?” triangle relates to type I, II
and III events. Thus, when exploring, identifying and mapping information, options
and preferences from the viewpoints of academia, organizations and authorities
focus should be on all three types of events. Amongst others, this implies, e.g., that
external domino effects should be taken into account, and information, options and
preferences should be developed regarding such events, even if they are highly
improbable.

The way to deal with the risk triangle for gathering and drafting information,
options and preferences on each of the blocks (i.e. possible hazards, possible losses
and possible exposure) should be according to the law of iterated expectations, sce-
nario building and the uncertainty principle. The law of iterated expectations sim-
ply states that if an event (e.g., an accident) can be expected somewhere in the
future with a certain probability, then the event may also be expected at present.
Following this principle implies that measures should be taken for preventing some
events, among them some of the type II and type III events, as if they might happen
now. Of course, taking prevention measures depends, among other things, on the
available budget and on the levels of uncertainty. Scenario building and the uncer-
tainty principle (following the precautionary principle reasoning) were both ex-
plained earlier.

People, procedures and technology (forming the organizational culture triangle),
each need to be considered in an operational, a tactical and a strategic manner of
thinking, whereby hazards, losses, exposure, opportunities and profits should be
considered within every domain (people–procedures–technology).
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10.4.2 The “results?” layer of the risk governance model

For each of the triangles of the loop, a “results?” triangle can be drafted. The risk
policy triangle leads to concrete and abstract ideas, rules and guidelines and laws.
The decision triangle leads to knowledge and information about the past, the present
and the future. The risk triangle transpires into risk averse, risk taking and risk neu-
tral items of consideration. The organizational culture triangle leads to risk manage-
ment know-how, risk management know-what, and risk management know-why in
each of its domains. The loop of continuous improvement is closed by more concrete
and abstract ideas, rules and guidelines and laws.

10.4.3 The risk governance model

If the triangles from the policy-decision-risk-culture rad, the ‘considering?’ triangles
and the ‘results?’ triangles are displayed in an integrated way on the same Fig.
10.4, we create a model that can be used to continuously advance the optimization
of risk decisions and risk expertise within and across any organization(s).

Similar to the fact that people do not want physicians only to be able to recognize well-known
and “casual” diseases and not be able to detect a very rare disease, organizations should not
be satisfied with risk experts and risk decisions only tackling well-known and “usual” (mostly
occupational) risks and not considering out-of-the-ordinary-thinking risks (such as type II and
type III risks) or not using the proper method and the proper data and expertise to tackle certain
risks or certain types of risks. In managing risks, to elaborate sustainable solutions, it is often
much more important (and more difficult) to identify and define in detail the problem(s), than
the solution(s). This can only be achieved by using a risk governance model such as displayed
in Fig. 10.4, integrating all possible viewpoints from diverse stakeholders, risk subjects, meth-
odologies and methods, approaches, disciplines, etc. This model strives to make risk decisions
truly more holistic, more systematic, more objective and more justified.

10.5 A risk governance PDCA

Risk governance should really be seen as a product of people. Risk decision results
depend more than ever on the efforts made by management, stakeholders and em-
ployees. In order to make continuous progress, the commitment of these three clus-
ters of people is indispensable. These lines of thought are the basic ingredients of a
risk governance PDCA, which is visualized in Fig. 10.5. In agreement with tradi-
tional management systems, the idea of continuous improvement is depicted by the
circular outline of the figure.
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Figure 10.5 shows five inherent and characterizing components of a genuine risk gov-
ernance policy connected with each other. The combined knowledge and commit-
ment from central management and relevant stakeholders forms the foundation of a
strategic and genuine risk governance policy. This should be evident for company
employees. Only after this fulfilment is realized, an organization becomes able to con-
cretize its strategy into operational actions and procedures. An accurate evaluation of
these actions and their results should optimally result in more knowledge and a
higher level of commitment on the part of management and stakeholders. All this
can be achieved by using the RGM as explained in the previous section. From this
point of view, the upper sphere of knowledge and commitment can be interpreted as
a reservoir that is being filled permanently with the essential fuel to undertake a new
and more detailed run through the risk management system. Risk governance should
in this context be interpreted as a gradual and endless process.

The huge contribution that is dedicated to the human influence in the concep-
tual and paradigmatic created risk governance cycle is a well-considered choice. At-
titudes of people function as influencing factors within the cycle.

The interaction between attitudes of management and stakeholders should re-
sult in the choice of a limited number of strategic risk governance pillars at the clus-
ter, multi-plant and/or plant level which need to form the foundations of the risk
governance policy. Such pillars lead in turn to a risk governance framework that
determines the limits of the risk governance policy and that enables it to encompass
all the risk management and risk governance efforts by the company.

Risk Governance Model (RGM)

Loop risk management

Risk Governance Framework

Management
knowledge

and
commitment

Stakeholder
knowledge

and
commitment

Operational
planning,

execution and
monitoring

of risks
(level factory,
installation)

Strategic
planning

(level cluster,
multi-plant, plant)

Creation of
operational

risk knowledge
and

commitment

Fig. 10.5: Illustration of a risk governance PDCA.
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Once the prospective risk governance policy is written, it has to be used to gain
an understanding of the risks that have to be managed. Risks also need to be com-
municated to all the internal employees, as the understanding of risks together
with the commitment with respect to risk governance can be interpreted as crucial
factors towards an increased risk decision performance. On the one hand, this pro-
cess should occur from a top-down approach. Already in the selection process, man-
agement can decide to use the risk governance mentality of potential employees as a
distinguishing parameter. Subsequently, after an employee’s commencement of em-
ployment, he/she should still be informed regularly by central management or by
risk management about the risk governance course it takes, by means of frequent in-
formation sessions. On the other hand, a simultaneous bottom-up approach is re-
quired. Employees must feel that they possess a key that opens a gate towards an
operational fulfilment of the chosen risk governance strategy. The design of some
motivation programs or suggestion systems, which enable employees to spread their
ideas, e.g. on a central intranet, is a concrete example of such a bottom-up approach.

Once employees are informed and convinced of the importance of a structured
risk governance policy, top and middle management together with risk manage-
ment can proceed to develop and implement operational planning of specific activi-
ties and instructions.

Risk governance can be described as a black box, which is fed even though
with essential input by the management team and by risk managers, it basically de-
pends on people’s efforts. Every person should therefore evolve towards becoming
a self-guided leader.

The application of consistent key performance indicators is a prerequisite which
can be considered as an ever-returning issue within a long-term risk governance policy
and which enables organizations to make their efforts measurable. An eventual under-
estimation of the importance of indicators within an organization makes it impossible
to examine whether realized actions have led to significant progress. The operational
information and scores on indicators that become available after the completion of the
integral conceptual management system can be compared with the essential fuel to
drive the internal motor of the risk management system. Realized scores on indicators
should be seen as the material that drives an organization forward to new achieve-
ments and sharper objectives. In this context, corporate risk governance should really
be seen as a gradual process which can never be ratified as being finished.

The completion of the integral conceptual management system may lead to the
formal announcement of obtained results and desired actions for the future based
on information that can be filtered out of the circle. Management and the most
prominent stakeholders can choose to publish this kind of information as docu-
mented proof of significant efforts and realized results.
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10.6 Risk governance deficits

The IRGC defines risk governance deficits as “deficiencies or failures in the identifi-
cation, assessment, management or communication of risks, which constrain the
overall effectiveness of the risk governance process.” Understanding how deficits
arise, what their consequences can be and how their potential negative impact can
be minimized is a useful starting point for dealing with emerging risks as well as for
revising approaches to more familiar, persistent risks [15].

Risk governance deficits operate at various stages of the governance process, from the early
warnings of possible risk to the formal stages of assessment, management and communication.
Both underestimation and overestimation can be observed in risk assessment, which may lead
to under-reaction or over-reaction in risk management. Even when risks are assessed in an ade-
quate manner, managers may under- or over-react and, in situations of high uncertainty, this
may become clear only after the fact. Human factors influence risk governance deficits through
an individual’s values (including appetite for risk), personal interests and beliefs, intellectual
capabilities, the prevailing regulations or incentives, but also sometimes through irrational or
ill-informed behavior [15].

IRGC defined two clusters identifying the causes of the most frequently occurring
risk governance deficits:
– the assessment and understanding of risks (including early warning systems)
– the management of risks (including issues of conflict resolution)

For the first, they identified 10 deficits that can arise when there is a deficiency of
either scientific knowledge or knowledge about the values, interests and percep-
tions of individuals and organizations.
1. The failure to detect early warnings of risk because of missing, ignoring or ex-

aggerating early signals of risk.
2. The lack of adequate factual knowledge for robust risk assessment because of

existing gaps in scientific knowledge, or failure to either source existing infor-
mation or appreciate its associated uncertainty.

3. The omission of knowledge related to stakeholder risk perceptions and concerns.
4. The failure to consult the relevant stakeholders, as their involvement can im-

prove the information input and the legitimacy of the risk assessment process
(provided that interests and bias are carefully managed).

5. The failure to properly evaluate a risk as being acceptable or unacceptable to
society and the failure to consider variables that influence risk acceptance and
risk appetite.

6. The misrepresentation of information about risk, whereby biased, selective or
incomplete knowledge is used during, or communicated after, risk assessment,
either intentionally or unintentionally.
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7. The failure to understand how the components of a complex system interact or
how the system behaves as a whole, thus a failure to assess the multiple dimen-
sions of a risk and its potential consequences.

8. The failure to recognize fast or fundamental changes to a system, which can
cause new risks to emerge or old ones to change.

9. The inappropriate use of formal models as a way to create and understand
knowledge about complex systems (overreliance and underreliance on models
can be equally problematic).

10. Failure to overcome cognitive barriers to imagining events outside of accepted
paradigms (“black swans” or type III events). The acknowledgment that under-
standing and assessing risks is not a neat, controllable process that can be suc-
cessfully completed by following a checklist.

For the second cluster (management of risks), they identified 13 deficits related to the
role of organizations and people in managing risks, showing the need for adequate
risk cultures, structures and processes [15]:
1. The failure to respond adequately to early warnings of risk, which could mean

either underreacting or overreacting to warnings.
2. The failure to design effective risk management strategies that adequately balance

alternatives.
3. The failure to consider all reasonable, available options before deciding how to

proceed.
4. Inappropriate risk management occurs when benefits and costs are not balanced

in an efficient and equitable manner.
5. The failure to implement risk management strategies or policies and to enforce

them.
6. The failure to anticipate the consequences, particularly negative side effects, of a

risk management decision, and to adequately monitor and react to the outcomes.
7. An inability to reconcile the time frame of the risk issue (which may have far-

off consequences and require a long-term perspective) with decision-making
pressures and incentives (which may prioritize visible, short-term results or
cost reductions).

8. The failure to adequately balance transparency and confidentiality during the
decision-making process, which can have implications for stakeholder trust or
for security.

9. The lack of adequate organizational capacity (assets, skills and capabilities)
and/or of a suitable culture (one that recognizes the value of risk management)
for ensuring managerial effectiveness when dealing with risks.

10. The failure of the multiple departments or organizations responsible for a risk’s
management to act individually but cohesively, or of one entity to deal with
several risks.
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11. The failure to deal with the complex nature of commons problems, resulting in
inappropriate or inadequate decisions to mitigate commons-related risks (e.g.,
risks to the atmosphere or oceans).

12. The failure to resolve conflicts where different pathways to resolution may be
required in consideration of the nature of the conflict and of different stake-
holder interests and values.

13. Insufficient flexibility or capacity to respond adequately to unexpected events be-
cause of bad planning, inflexible mindsets and response structures, or an inability
to think creatively and innovate when necessary.

Diagnosis and remedy of deficits is not a one-time event, but rather an on-going
process of finding problems and fixing them. It relies on an interactive process be-
tween risk assessment and management, and between risk generators and those
who are affected by risks.

10.7 Conclusions

Risk governance cannot take place in isolation, as argued by Renn [1]. Risk gover-
nance cannot be applied in a standard way in all locations, political cultures, or-
ganizations and risk situations. It should be open to flexibility and adaptation in
order to reflect the specific context of risks. In modern societies, a myriad of risk-
influencing factors come into play when considering the wider environment of risk
governing. To build an adequate capacity for successful risk governance at all lev-
els, an organization may employ the risk management system, including standards
and guidelines (operational), the risk governance framework (tactic) and the RGM
(strategic), as elaborated and explained in this chapter.
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11 Examples of practical implementation of risk
management

This chapter illustrates, through several examples, how to put engineering risk
management into practice. We will focus on “research and teaching” topics as it is
more complex and more challenging to implement the “engineering risk manage-
ment” principles and methods discussed in this book, in such research environ-
ments, where a continuous evolution and constant changes of the risks and working
environment and of the production processes (e.g., lab syntheses) are taking place.
As already indicated in earlier chapters, safety management (as part of risk manage-
ment) is a quality system used to encompass all aspects of safety throughout an orga-
nization. It provides a systematic way to identify hazards and control risks while
maintaining assurance that the risk controls are effective. It is a global challenge for
each organization to establish a safety management program and plan.

Research and teaching within certain fields of knowledge and science have an
array of unique hazards that reflect both the variety and the continuous evolution
of their operations. These hazards include chemical, physical, biological and/or
technical facets. For example, there is an increasing awareness of reactive chemistry
hazards. While controlling these hazards is frequently accomplished through engi-
neering approaches such as ventilation and procedures, the long history of repeated
incidents suggests that a more formal approach to hazard recognition and manage-
ment is required.

Academia is composed of many different actors such as scientific staff, research-
ers, teachers, technicians, students, apprentices, administrative staff, short-term visi-
tors and external stakeholders. Those people have different skills, education and
knowledge. Hence, an overall safety management approach should address the dif-
ferent requirements needed by the diverse population.

Research activities have become more complex over the last decades with more
interrelationships and interdependencies. Moreover, new technologies and innova-
tions in developing new materials introduce new risks. This complexity, combined
with increasing multifunctional use of space and increasing population densities
with high turnover, creates larger risks to society (and to the research community)
while at the same time their acceptance is decreasing. Public perception is gener-
ally years behind current practices and reality.

Many risk analysis techniques and risk management emerged in the industry
from the 1960s onward. This can be regarded as a reaction to some major accidents,
as well as the desire to achieve higher performance and improve production, qual-
ity and workers’ health. Often regarded as centers of conceptualization and theoret-
ical modeling, high schools and universities – the academia/research in a broad
sense – are hardly comparable to the industry regarding safety management. The
academic world remains also the headquarters of experiment validation associated
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with a concept of free research. This makes it an environment particularly prone to
risk. Indeed, experiments have not always been carried out without incidents or ac-
cidents. Several accidents are reported in academia, of which some remarkable
ones can be presented as:
– 2006, Mulhouse (France): Explosion (followed by a fire) in the university’s

chemistry building. As consequence, one dead person and several injured.
– 2007, Taipei City (Taiwan): Blindness after a chemical experiment at University

of technology.
– 2008, Delft (the Netherlands): Fire due to a short circuit at the Technical University

causing considerable financial losses.
– 2009, UCLA, Los Angeles (USA): Explosion (followed by a fire) in the University’s

chemistry building. As consequence, one dead person.
– 2010, Texas Tech University (USA). A student received severe burns and lacera-

tions to his face and hands when a mixture of nickel hydrazine perchlorate ex-
ploded in a chemistry department laboratory.

– 2011, Yale, New Haven (USA): A student killed in a chemistry lab by being
pulled into a piece of machine-shop equipment.

– 2012, Princeton, New Jersey (USA): Three people sent to hospital, 300 evacuated
due to a wrong mix of nitric acid and solvents.

– 2012, Shanghai (China): Graduate student at university opens gas cylinder and
dies from inhaling of the gas

– 2013, Colorado Springs, Colorado (USA): A chemical incident in a student lab at
Colorado College sent 13 people to the hospital. The group was exposed to tita-
nium tetrachloride.

– 2013, Middleburg, Eastern Cape, South Africa (RSA): Six people died in an explo-
sion at the Rolfe Pharmaceutical Laboratory.

– 2014, Minneapolis, Minnesota (USA): An explosion in a chemistry lab at the Uni-
versity of Minnesota injured a graduate student. The student was making trime-
thylsilyl azide.

– 2014, San Antonio, TX (USA): A lab technician at Southwest Research Institute
(SwRI) was killed after a fatal accident in one of their labs (he was struck by an
object from a machine he was operating).

– 2015, Tsinghua University in Beijing (China): A researcher died after a hydrogen
storage cylinder unexpectedly exploded.

– 2016, Hawaii university (USA): Postdoctoral researcher lost her arm and sus-
tained burns to her face and temporary loss of hearing due to hydrogen/oxygen
explosion.

– 2017, Bristol (UK): A student at the University of Bristol unintentionally made an
explosive, prompting a building evacuation

– 2017, Harare (Zimbabwe): A student at the University of Zimbabwe died from se-
vere burns he suffered when performing an experiment.
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– 2018, Nashville, Tennessee (USA): 17 people were injured when a classroom sci-
ence experiment caused a flash fire.

– 2018, Beijing (China): A chemical explosion on campus at Beijing Jiaotong Uni-
versity killed three students (working on a wastewater treatment experiment in
a science laboratory full of flammable materials, which exploded upon contact
with air).

– 2019, UCLA, Los Angeles (USA): One person was injured in an explosion involving
acetone and occurring in a lab fume hood.

– 2019, Haifa (Israel): Professor Emeritus at Technion: Israel Institute of Technology
died in an explosion involving hydrogen research at his lab at the Department for
Materials Science and Engineering.

– 2020, Schenectady, New York (USA): A tank used to treat avocados exploded at a
lab at Innovative Test Solutions. Kapp, a former mayor, later died from his injuries.

– 2021, Gubbio, Perugia (Italy): An explosion at a Green Genetics cannabis lab killed
a 52-year-old worker.

– 2021, Beijing (China): A graduate student was killed in a laboratory blast at the
Institute of Chemistry of the Chinese Academy of Sciences.

However only very few are reported and presented in the open literature:
– 2006, Mulhouse (France): Explosion (followed by a fire) in the university’s chemis-

try building. As a consequence, there was one fatality and several were injured [1].
– 2008, Delft (the Netherlands) Fire caused by a short circuit at the Technical Uni-

versity causing considerable financial losses [2].
– 2009, UCLA, Los Angeles (USA): Explosion (followed by a fire) in the university’s

chemistry building. As a consequence, there was one fatality [3].
– 2010, Texas Tech University (USA): A student received severe burns and lacera-

tions to his face and hands when a mixture of nickel hydrazine perchlorate ex-
ploded in a chemistry department laboratory [4].

– 2011, Yale, New Haven (USA): A student was killed in a chemistry lab by being
pulled into a piece of machine-shop equipment [5].

One of the most important factors is that “engineering risk assessment” should be built
into scientists’ routines. As illustration, each chemical substance used comes with a list
of potential risks and appropriate safety precautions through the material safety data
sheet (MSDS), although unpredicted toxicity can affect even the most careful chemist.
According to Peplow and Marris [1], it seems clear that academic labs are more danger-
ous than those in industry, because of their more relaxed approach toward safety.

Despite awareness about the growing risks in the academic/research world, risk
management in this environment is even more complex compared to industry because
of certain inherent specificities. Moreover, management of change, as expressed by
Langerman [6], is even more critical as research laboratories are undergoing continuous
and rapid changes. Furthermore, teaching laboratories are occupied by inexperienced
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operators who are being exposed to new situations. Existing methodologies for risk as-
sessment are hardly directly applicable.

Implementing a risk management concept in complex systems requires a deep understanding of
the possible risk interactions. Complex systems reside not only in a multifaceted combination but
also with the difficulty that they evolve in the uncertainty region. This means that we have to deal
with scarce or missing information and nonetheless evaluate the risk that we might face.

11.1 The MICE concept

Langerman [7] discussed the “lab process safety management” (PSM) approach for
chemical labs, which was designed to help define when changes need to be handled
in a coordinated and structured manner. This methodology is mainly process-oriented
and does not satisfy the global/overall approach of how global safety management
processes should be implemented in a research or teaching dedicated environment.
Eguna et al. [8] presented some comments about the management of chemical labora-
tories in developing countries. An initial safety audit revealed plenty of room for im-
provement. Therefore an eight-session workshop was conducted for the laboratory
personnel over a period of 8 weeks.

These two examples, among others, indicate that there is plenty of room for the
implementation of global safety and risk management in research and teaching insti-
tutions. One solution is the implementation of a safety management program called
MICE (management, information, control and emergency) based on a solid educa-
tion, adapted to the target audience. This program, comprising four levels, is similar
to the Deming wheel process or the improved plan-do-check-act as described by
Platje and Wadman [9]. The four components of the MICE concept are [10, 11]
– M – The management step
– I – The information and education step
– C – The control step
– E – The emergency step

11.1.1 The management step

The management step concerns different topics such as
– The welcoming and training of new collaborators (every collaborator, indepen-

dently from their activity, or student going to practical labs, should have a course
introducing them to the basics of safety, fire-fighting training and first aid).

– The decentralized safety management and organization where each research and
teaching unit has a safety delegate or coordinator (acting as a first-line safety actor).
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– Lab-door panels (including information on present hazards, responsible and
contact persons, prohibitions and requirements, safety classification, cleaning
issues, etc.) on every research and teaching lab.

– The hazard mapping of all research/teaching labs and offices allowing identify-
ing laboratories with a high-level of danger or cumulative hazards.

– Near-miss, incident and accident web-based interface and database allowing for
analyzing and implementing adequate corrective measures in order to avoid the
event’s repetition.

11.1.2 The information and education step

The information part of the MICE program is mainly related to targeted education or
workshops for students (bachelor, master or PhD students), coworkers, researchers,
technicians, teachers, administrative and technical staff as well as to external con-
tractors. Web sites especially dedicated to safety should be developed including a
comprehensive online safety manual, tutorials on different hazards that collabora-
tors could face in their activities, training videos on how to behave in case of emer-
gency, how to deal with special hazards or how to safely operate in chemical labs,
and where someone could find help from a safety specialist. Emergency equipment
and their use should also be depicted with training videos, operating manuals and
directives.

Newsletters, information panels or paper information could be used as extra
communication tools; however, we should not forget that nowadays everyone is
submerged in papers and emails. A proactive response should be implemented in-
stead of passive communication means.

11.1.3 The control step

Every management process needs a control step. This could be realized by safety
audits of each research and teaching lab in order to ensure that the minimal safety
requirements are satisfied. This ensures that the management of any change is al-
ways covered and mastered. Effectively, as process and procedures are rapidly
evolving in research, we have to make sure that adapted safety management is
equally reactive and proactive. These audits also have an educational issue as they
should be realized in the presence of the individual unit safety coordinator explain-
ing the observed deviation and remediations to be implemented. It allows for rapidly
accessing the involved risks and implementing the adequate corrective measures in
terms of prevention and protection.
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11.1.4 The emergency step

The final step is the emergency step. Despite what one could imagine, emergency is
not entirely related with professional intervention squads such as firemen, first-aid
and technicians, but also with education on how to behave correctly in case of acci-
dent (call the center, evacuation drills, behavior, rules, first intervention, training,
etc.) and also on how to act after intervention squads have left. In our opinion,
emergency is also concerned with remediation and how to recover from physical or
material damage.

The MICE concept allows for the implementation of a safety management system covering the
management step, the information and education, the control part and finally the emergency. It
is comparable to quality management where all the facets have to be covered in order to imple-
ment an appropriate process.

11.2 Application to chemistry research and chemical hazards

Research and teaching labs can be too crowded, and such overcrowding raises the
risk of spills. Waste disposal becomes a major issue. Most chemistry labs have open
bottles where solvents are dumped along with the black gunk left from failed reac-
tions. Wrong manipulation, storage or disposal of chemicals can cause great dam-
age whether it occurs on industrial plants, in academia or at home. Among the
numerous reasons, lack of knowledge and haste are the most common ones. Except
for a few substances subject to international agreements, the academic world bene-
fits from a great latitude in the use of chemicals.

Chemical management is a crucial step in order to ensure safety [12]. Obviously,
many chemicals should not be manipulated without any confirmation that the cho-
sen equipment is adapted for the purpose and that workers are correctly trained,
especially regarding the manipulation of carcinogenic, mutagenic, reprotoxic sub-
stances (CMR), highly toxic compounds or substances with high energetic reactiv-
ities. In order to validate the safety measures at the workplace, safety and health
professionals must have access to the information about the substances used through-
out the laboratories. Management of chemicals must find a process that ensures staff
have a safe work environment without impairing their innovative thinking. To address
this issue, imagine a comprehensive chemical management flowchart starting from the
ordering of chemicals and ending with waste disposal (see Fig. 11.1).
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1. Ordering chemicals and substances subject to authorization
– Chemical management must start at the ordering stage. All substances must

be bought through chemical stores responsible for general negotiations with
suppliers, for checking compliance between ordering and shipping as well
as for reporting every chemical into the inventory database (see below). A
special treatment should be devised for substances that lead to serious
health concerns, in particular class 1 CMR’s or highly toxic substances. Cow-
orkers must obtain authorization to use these chemicals based on a compre-
hensive work conditions analysis. This quality process allows them to get
support from specialists regarding the possibility of replacing all applicable
substances with less problematic ones to verify if safety measures and oper-
ating procedures are sufficient, adequate and adapted for the planned proj-
ect and eventually to determine the need of monitoring measures.

2. Inventory and storage
– All chemicals have to be inventoried independently of their physical state

(solid, liquid or gas) in a dynamic central database (intranet interface), tak-
ing into account chemical information (quantity, purity, MSDS), as well as

Chemical
substance

Authorization
needed?

Yes

No

Evaluation

Laws /rules /
directives

Order the
substance

Inventory

Storage

Elimination /
waste

UseUpdate of
inventory

Fig. 11.1: Chemical management flowchart.
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logistical information (storage place, owner, date). Furthermore, the inven-
tory allows the users to know if a substance is already present and could be
borrowed for an initial test. Moreover, a computerized inventory is a power-
ful tool, enabling safety and health specialists to search for all chemicals
with a uniform specific hazard statement or to prevent aging degradation by
checking storage duration.

– Storage must be considered as a first-line safety measure to prevent unde-
sired events. According to CLP regulation (EC implementation of GHS, EC
regulation [13]) substances must be stored in an appropriate manner, taking
into account chemical compatibility and segregation depending on their in-
trinsic reactivity. This part of quality management should also be verified by
workplace audit controls.

3. Waste management
– At the end of the process, wastes are treated in a similar manner as pure

compounds. They are separated by chemical compatibilities and properties.
Self-reactive mixtures have to be rendered inert, as reactive mixtures should
not be mixed with incompatibles ones. Once correctly conditioned, they are
collected by disposal contractors.

Chemical management is a major issue due to the fact that a chemical substance does not
cease to be active throughout its entire life. Wastes, at the end of their life, are still active and
thus representing even more hazards compared to pure compounds. In fact, wastes turn into
mixtures of unknowns, due to continuous composition evolution by successive adding. One
should not forget that until their destruction (by incineration or physical treatments), chemicals
remain active; they are designed for and used because of their activity.

11.3 Application to physics research and physics hazards

There are many hazards related to physics: high magnetic fields, ionizing and non-
ionizing rays, cryogenics, lasers, noise, work in hot or cold environment, engi-
neered nano objects, electricity, etc. It would be illusory to draw a comprehensive
list of those activities as they are as diverse as imagination could bring. Moreover,
often these technologies are combined or linked together, leading to even more
complex risk management [14]. It is therefore important to have a rapid hazard as-
sessment method that could be incorporated into a risk management process.

Let us illustrate these concepts by applying a risk management process to the
use of cryogenics fluids. Cryogenic liquids are liquefied gases that are kept in their
liquid state at very low temperatures. They have boiling points below −150 °C (e.g.,
boiling point of helium and nitrogen are, respectively, −269 and −196 °C) and are
gases at normal temperatures and pressures. These gases must be cooled below room
temperature before an increase in pressure can liquefy them. Different cryogens

358 11 Examples of practical implementation of risk management

 EBSCOhost - printed on 2/13/2023 1:34 AM via . All use subject to https://www.ebsco.com/terms-of-use



become liquids under different conditions of temperature and pressure, but all have
two properties in common: they are extremely cold, and small amounts of liquid can
expand into very large volumes of gas (e.g., the ratio volume of gas to volume of liq-
uid at 1 bar and 15 °C is 738 for helium and 1,417 for neon). However, some of them
are flammable (e.g., hydrogen, methane, ethylene and ethane) and/or toxic (e.g.,
ozone, carbon monoxide and fluorine), adding another dimension to the above-
mentioned risks.

The vapors and gases released from cryogenic liquids also remain very cold.
They often condense the moisture in air, creating a highly visible fog. In poorly in-
sulated containers, some cryogenic liquids actually condense the surrounding air,
forming a liquid air mixture. With the exception of liquid oxygen, which is light
blue, all the liquid cryogens are colorless. The properties of many cryogens of being
colorless and odorless make them impossible to detect and discriminate by eye or
by the sense of smell.

Everyone who works with cryogenic liquids (also known as cryogens) must be
aware of their hazards and should know how to work safely with them. Before ap-
plying any strategies of risk management we must understand which hazards we
might face.

11.3.1 Hazards of liquid cryogens

Cryogens’ hazards can be summarized in two categories: health hazards and hazards
related to material properties, refrigerant properties and condensation mechanisms.
Often those hazards cannot easily be seen and need to be supported by external
means like advanced modeling and visualization techniques [15].

The health hazards can be listed as
– Cold burns and frostbite – Exposure of the skin to a cryogenic liquid or its cold

vapor/gas can produce skin burns similar to heat burns. Frostbite is caused by
prolonged exposure of unprotected skin to cold vapors or gases. Once tissues
are frozen, no pain is felt and the skin appears waxy and of yellowish color.

– Contact with cold surfaces – If unprotected skin comes into contact with cold
surfaces, like uninsulated pipes or vessels, the skin may stick and flesh may be
torn off on removal.

– Effect of cold on lungs – Patients suffering from bronchial asthma or chronic
obstructive lung diseases often experience aggravation of bronchospasm on ex-
posure to cold environment. Inhalation of cold mist, gases or vapors from the
evaporation of cryogenic liquids worsens the degree of airway obstruction in
sensitive patients. Short exposure creates discomfort even in normal subjects
and could damage the lungs in case of prolonged exposure.

– Hypothermia – Exposure to low air temperatures can cause hypothermia. Hypo-
thermia is a condition associated with the decrease of body temperature below
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35 °C. The susceptibility of a person to hypothermia depends upon the tempera-
ture, the exposure time and the individual concerned (older people are more
likely to succumb). When the body temperature goes below 33 °C, the victim can
fall unconscious and after some time could fall into coma.

– Asphyxiation – As mentioned above, cryogenic liquids have a very large expan-
sion rate. The liquid evaporates in such a large volume of gas that air displace-
ment can considerably reduce the amount of oxygen available. Neon, hydrogen
and argon have the highest expansion rates. Argon and nitrogen are heavier
than air and tend to accumulate in low-lying areas such as pits and trenches.
They can also seep through porous materials, fissures in the soil, cracks in con-
crete, drains and ducts. The cold vapors may collect and persist in confined
spaces creating an oxygen deficiency hazard.

– Toxicity – Acute or chronic exposure of the considered substance will induce
health effects depending on the concentration and the exposure duration. This
effect is not specific to cryogens and more related to chemical specificities.

– Thermal radiation burns – Exposure to thermal radiation caused by the combus-
tion of flammable cryogenic gases can produce first-, second- or third-degree
burns. The degree of severity of a burn depends on the combustion temperature
of the gas-air mixture, the distance of the victim from the heat source and the
time of exposure.

– Blast/explosion injuries – A blast is a consequence of a confined combustion of
a flammable gas. A leak of a flammable cryogenic fluid in a confined space is
extremely dangerous because the flammable gas–air mixture would tend to cu-
mulate in the area. If the gas mixture is ignited, a large overpressure is produced
with dramatic consequences.

Hazards related to material properties, refrigerant properties and condensation
mechanisms could be listed as
– Brittle fractures – Some properties of materials can change significantly with

temperature. Special care should be taken in selecting the material for equip-
ment employed at cryogenic temperatures because of the risk of brittle fractures.
A ductile material if placed in tension will stretch. For low values of tension, the
elongation is proportional to the tension, and as the stress is removed the mate-
rial returns to its original length (elastic behavior). For higher values of tension,
the elongation is permanent. Eventually the material will break at a maximum
tension characteristic of the material, called “tensile stress” or “ultimate stress.”
A brittle material does not exhibit this behavior; it rather suddenly breaks at
high enough tension with no permanent deformation observed prior to rupture.
As temperature is lowered, some materials undergo a change from ductile to
brittle behavior. Fractures and cracks cause spills and leakages of the cryogenic
liquid and gas.
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– Thermal contraction leakage – Most materials have a positive thermal expan-
sion coefficient meaning that when they warm up they expand and when cooled
down they contract. Pipes, vessels and joints employed with cryogens must be
of materials carefully selected according to their thermal expansion coefficient.
Cooling down a material from room temperature to cryogenic temperatures
causes a significant thermal contraction. For example, when going from ambi-
ent to cryogenic temperatures iron-based alloys contract about 0.3%, while
many plastics contract well over 1%. Great stress is produced at the joints of
rods or pipes of a cryogenic system if these are not allowed to contract freely
when cooled down. Such stresses might result in broken joints or cracks along
the pipe that would produce gas or liquid leakages.

– Overpressure – As mentioned above, cryogenic liquids vaporize into large vol-
umes of gas. The normal heat inlet through the insulated walls and pipes of the
storage vessel raises the temperature of the cryogenic liquid. For a steady heat
flow the liquid boil-off rate of the vessel could be determined by the amount of
liquid that slowly vaporizes as temperature rises. As the liquid vaporizes, the
pressure inside the vessel increases. In this situation, overpressure could be
caused by failure of the protection systems such as relief valves or rupture disks
or the loss of thermal insulation. If the thermal insulation is damaged, for exam-
ple if the vacuum in the vacuum jacket of the vessel is compromised, this could
produce a large boil-off rate that the relief valves could not manage. Pressure
can rise extremely high when cold liquid and vapor are stored in pressurized
vessels that are not adequately vented and when refrigeration is not maintained.
A pressure build-up may produce a burst with the sudden release of large quan-
tities of cold liquid and gas as well as projection of mechanical parts.

– Combustion-caused flammable cryogens – Deflagration occurs when a portion
of a combustible gas-air mixture is heated to its ignition temperature. As the
combustion starts, the heat released is sufficient to ignite the adjacent gas, pro-
ducing the propagation of the flame front through the combustible mixture. For
example, the deflagration velocity of hydrogen is 2.7 m/s.

– Combustion caused by an oxygen-enriched atmosphere – Special care should be
taken when using liquid oxygen as coolant. Oxygen is not itself flammable but
supports combustion. Oxygen is heavier than air and tends to accumulate in
low-lying areas such as pits and trenches and can also seep through fissures in
the soil, cracks in concrete, drains and ducts. The cold vapors may collect and
persist in these confined spaces, creating an oxygen-enriched atmosphere. Per-
sonnel should not enter areas where the atmosphere is rich in oxygen (>22%).
Hair, clothing and porous substances may become saturated in oxygen and
burn violently if ignited. Clothes contaminated with oxygen should be kept for
at least 15 min in open air. Combustible material in the presence of an oxygen-
enriched atmosphere ignites more easily, burns much more vigorously and can
react explosively. Moreover, materials normally non-combustible in air such as
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stainless steels, mild steel, cast iron and cast steel, aluminum and zinc become
combustible in an oxygen-enriched atmosphere.

– Condensation hazards – Because of their very low temperature, almost any cryo-
gen can solidify water or carbon dioxide. The presence of solid particles within
a fluid system can cause damage to the system and hazardous situations such
as overpressure and leakages. The solid particles can erode valves and gaskets
producing leakages. If a large amount of solid particles cumulate inside pipes or
in proximity to relief valves, these could be blocked and prevent gas from being
released. If gas is trapped inside the system, pressure could increase to danger-
ous levels. Another issue related to the condensation of air is the phenomena of
oxygen-enrichment. The development of an oxygen-enriched atmosphere is a
fire and explosion hazard. Air is composed of 21% oxygen and 78% nitrogen.
Liquid air produced by condensation on cold surfaces does not have the same
composition of the vapor being condensed. Because of the higher boiling point
of oxygen (90.2 K) than nitrogen (77.4 K), oxygen condensates preferentially to
nitrogen. It will produce liquid air with an oxygen concentration that could
reach 50%. Liquid air is therefore very rich in oxygen, and an explosive hazard
is more present.

11.3.2 Asphyxiation

We do not intend to discuss all the hazards linked with the use of cryogens, for
such a discussion would fall out of the scope of this book. We will concentrate on
asphyxia, caused by the oxygen content lowering, and discover how to apply the
risk management process to this particular situation.

Ventilation is a key issue when handling and storing cryogenic liquids. Large
quantities of cryogenic liquids must be stored in open air or in well-ventilated
areas. Small, unventilated rooms should be avoided to prevent build-up of the gas
as the cryogen evaporates. A well-ventilated laboratory has between five and ten air
renewals per hour. But what will happen if some liters of a cryogen leaks into the
room? Is there a health problem? What could be the consequences?

In order to answer those questions, trials were held on a real scale where sev-
eral liters of liquid nitrogen were poured on the floor, and the evolution of the oxy-
gen content was measured at different locations and heights in the room. Results
indicate that there were huge differences depending on the ventilation efficiency.
This led to the conclusion that an oxygen detection system should be installed if
the quantity of stored cryogen in the room is above 0.4 L/m3 of space when cor-
rectly ventilated and above 0.3 L/m3 for non-ventilated rooms. These values corre-
spond to the observed limits where the oxygen content was below 19% for more
than 3 min at a height of 1.60 m (being the height-average of the human face). An
oxygen detector should be installed depending on the quantity of liquid cryogen
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stored in the room. The detector is equipped with a visual alarm that becomes ac-
tive if the oxygen level goes below 19%. If the oxygen level drops below 18% an
acoustic alarm is also activated indicating the evacuation of the room. The instru-
ment should undergo regular calibration checks and routine maintenance to ensure
reliable performance. Moreover, a clear labeling of the room door should advise
people entering that this room may have potential asphyxiation risks when the
alarm is on (see Fig. 11.2).

This example shows that even in the absence of regulation it is possible to imple-
ment a risk management strategy by replacing rules by experiments and interpret-
ing them to define internal regulation that could be applied in similar situations.

Most of the physical hazards have in common that they are not correctly evaluated by human
senses. Technical measures should inform our senses and mind that we are facing a hazard and
that a risk might be present. Often, their actions on human bodies are not directly connected to
their use; i.e., cryogens are used to attain low temperatures, but one of their drawbacks is the
possibility of death by asphyxiation in case of a large release in the environment.

11.4 Application to emerging technologies

Emerging technologies have in common that they are evolving in higher levels of un-
certainty and complexity, accelerating speed and competency-destroying change.
These are among the characteristics that make managing emerging technology distinct
from managing established technology. We could then define emerging risks (ERs) as
new or already known risks that are difficult to assess (“known unknown risks,” see
Chapter 2). The IRGC goes a bit further by defining three categories of ERs [16]:
1. Uncertain impacts: Uncertainty resulting from advancing science and techno-

logical innovation.
2. Systemic impacts: Technological systems with multiple interactions and sys-

temic dependencies.
3. Unexpected impacts: Established technologies in evolving environments or

contexts.

Fig. 11.2: Alarm warning and door panel indication.
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The OSHA [17] definition of ER stipulates that any risk that is new and/or increasing
is emerging. By “new” they define
– The risk did not previously exist and is caused by a new process, new technolo-

gies, new types of workplace or social or organizational change or
– A long-standing issue is newly considered as a risk because of a change in social

or public perception or
– New scientific knowledge allows a long-standing issue to be identified as a risk

The risk is “increasing” if
– The number of hazards leading to the risk is growing or
– The likelihood of exposure to the hazard leading to the risk is increasing (exposure

level and/or the extent of human values exposed) or
– The effect of the hazard is getting worse (severity and consequences and/or the

extent of human values affected)

SwissRe, a reinsurance company, defines ERs as newly developing or changing
risks which are difficult to quantify. The loss potential of these risks is currently dif-
ficult to estimate, but they may have a major business impact on the insurance
industry [18]. They provide insights into four environments: “societal, political,
technological & natural and competitive and business” and the respective macro
trends in ERs as depicted in Fig. 11.3.

All these definitions have in common that often their acute and chronic impacts
are not well known. This constant transformation requires a dynamic approach. We
need to scan, monitor and respond to technologies and strategies that are con-
stantly in motion. The main challenge for the future resides in dealing with multiple
interacting risks. Most of them will be not sufficiently known or even unknown,
leading them to remain in the uncertainty zone.

The main question to answer is: “How do we protect against something where we
have insufficient information about its consequences?” Knowing what to implement
and when to make the change can make anyone wander around in a haze of confu-
sion, but with a few process steps, the management can become much simpler. How-
ever, given the risky and often unproven nature of these technologies, considerable
confusion exists on how to manage their implementation [19]. The key issue is the abil-
ity to adequately learn about new advances, boiling down to a three-step phase.
1. Keep your eyes open for new technologies that might assist you. Read articles

and scour technology sites where emerging technologies often are introduced
(see “Mindset,” Fig. 2.1).

2. Evaluate the technology against your strategy. Will this new technology in-
crease efficiency, allow entering new markets, fastening your development or
reduce costs? (see “Stakeholders and expertise,” Chapter 2).
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3. Ask lots of questions and make yourself the knowledge expert if you think the
technology might be useful. Reach out to those who wrote articles on the subject.
Attend specialized conferences in order to make your network broader to learn
faster (cf. “Knowledge and know-how,” Chapter 2).

The second issue is the implementation of these new advances:
1. Outline the benefits and risks of the change. Prepare a cost–benefit analysis

that lists what you hope to gain with the change and any risks that might be
associated with that change. Sometimes just looking at this list can help make
the decision to move forward or drop the project.

2. We often hear that small is beautiful, so start small when possible. Begin with a
limited test of the technology. A mini-implementation can help you evaluate
new technologies within your own products, processes and services much bet-
ter than any literature.

3. Establish and document a communication plan. This should include project
communications, such as status, timetables, phases, issue resolution and cost.
It also should include how you will communicate with employees or externals
assisting with the implementation.

4. Plan a fall-back path. Newer technologies may have “bugs” or not work as prom-
ised. When implementing, be on guard for the unknown. This way, if something
comes up that makes the implementation a bad idea, you have a way to scale
back to what you had before.

5. With unknowns we must be proactive. It is better to act instead of react, espe-
cially when we are driven by the need to find solutions to short-term challenges.
Given the current economic climate, the quality of foresight and planning based
on longer-term planning are not really en vogue.

Bhattacherjee [20] discussed key organizational factors affecting the implementation
of emerging technologies. He concluded that adequate efforts and resources must be
devoted to understanding and managing these challenges. IRGC developed four risk
governance dimensions, including 11 themes for improving the management of ERs.
The grouping begins with risk governance (a concern of strategy, top management
and organizational design), then moves to an organizations risk culture, to training
and capacity building and, finally, to adaptive planning and management [21]:
I. Risk governance: strategy, management and organizational matters.

1. Set ER management strategy as part of the overall strategy and organizational
decision-making.

2. Clarify roles and responsibilities.
II. Risk culture.

1. Set explicit surveillance incentives and rewards.
2. Remove perverse incentives to not engage in surveillance.
3. Encourage contrarian views.
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III. Training and capacity building.
1. Build capacity for surveillance and foresight activities.
2. Build capacity for communicating about emerging issues and dialoguing

with key stakeholders.
3. Build capacity for working with others to improve the understanding of,

and response to, ERs.
IV. Adaptive planning and management.

1. Anticipate and prepare for adverse outcomes.
2. Evaluate and prioritize options; be prepared to revise decisions.
3. Develop strategies for robustness and resilience.

Improving the management of ER requires improvement in communication to iden-
tify and characterize such risks. The transparency is a precondition for having the
research and innovation perceived as balanced, fair and beneficial for the society.
What is beneficial for the society is, however, not precisely defined and it can be a
topic of major differences in opinion, depending on the stakeholder groups in society.
In particular, the question, “Is a particular innovation or new technology beneficial
for the society?” (e.g., engineered nanotechnologies) often cannot be answered in a
straightforward way. This mainly implies that the question should be posed in the
reversed way: “How can we be sure that the innovation will not involve risks that we
do not want to accept?” This is the question that leads to the precautionary principle
(better safe than sorry) [21, 22]. It states that “in the absence of suitable hazard data,
a precautionary approach may need to be adopted.” But the practical implementation
of the general principles poses a lot of challenges and leads to different solutions.
When dealing with the uncertainty zone, we do not have strict answers or even ques-
tions. Any discussion about ER may start with the question: “While it is emerging, it
is not yet a risk, when it is a risk, it is no longer emerging.” The concern about ER is
magnified by the fact that our knowledge about the phenomenon is incomplete and
we are not sure what exactly we are taking about. But should this indicate that noth-
ing has to be done? The answer is clearly “no.” The route map when dealing with ER
could be listed as [23]
– Earlier recognition of ER.
– More systematic recognition of ER by evaluating precursors (on web, papers,

conferences, debates, etc.) and monitoring their development; identifying simi-
larities with known risk and their precursors (find analogies).

– Better identification of critical ER.
– Recognition of interdependencies and relations among all risks.
– Improve the knowledge in triggers, drivers and factors of ER.
– Set up a monitoring process and follow-up.
– Systematic interlinking among hazards, vulnerabilities and stakeholders.
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Emerging technologies have in common that they are evolving in higher levels of uncertainty
and complexity, accelerating speed and competency-destroying change. Emerging risks can be
defined as new or already-known risks that are difficult to assess such as: uncertain impact,
systemic impacts or unexpected impacts. Mastering those risks requires some prerequisites
such requires some prerequisites such as keeping eyes open for new technologies, evaluating
them and asking as many questions as needed to gain knowledge.

11.4.1 Nanotechnologies as illustrative example

As this field is rapidly evolving according to the progress being made worldwide,
this section should be taken as a snapshot of what is the current state of the art.

How do you protect people from materials with properties that are unknown?
The approach is similar to training firemen to fight fires from unknown material.

The properties of manufactured nanomaterials (materials made of nanopar-
ticles smaller than 100 nm produced intentionally by humans, ENP) are paving the
way for a wide variety of promising technological developments. However, due to
the many uncertainties, conventional assessment of the associated hazards and ex-
posure based on quantitative, measurable criteria is difficult. These uncertainties
will only be removed as scientific understanding of the properties of nanomaterials
advances.

The handling of nanomaterials is a challenge because of the unknowns in-
volved. If there is a known impact, does it arise from only one part of the material
distribution? Doing nothing is not acceptable; this indicates that education guid-
ance and handling procedures must be developed. Key elements must be largely
disseminated.

Furthermore, given the current state of knowledge on manufactured nanomate-
rials, it is highly likely that many years will pass before we know precisely which
types of nanomaterials and associated doses represent a real danger to humans and
their environment. Indeed, the assessment of potential health effects following ex-
posure to a chemical must consider the extent and duration of exposure, the bioper-
sistence and interindividual variability, all subjects on which we have practically
no knowledge for the field of nanomaterials [24].

It is therefore extremely difficult to conduct a quantitative risk assessment in
most work situations involving nanomaterials with the currently available methods
and techniques. It will be challenging – at best.

With unknowns, we must be proactive. In many cases, we do not know what we
are looking for. So the question is: “How do we proceed?” While we do not have all
the answers, we can take a number of precautions. The focus of our actions must be to
– Keep ourselves safe.
– Keep our colleagues safe.
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– Keep the general population safe.
– Keep the facilities safe.
– Keep the environment safe.

Nano safety is a growing concern that many institutions are working on because
nowadays. Today’s environment requires that people and organizations are respon-
sible for their actions. As the number of engineered nanomaterials (ENM) used in
research increases with an incredible speed, health and safety specialists are con-
tinuously faced with the challenge of evaluating the risks involved with these mate-
rials. Nowadays there is not enough information about their toxicology and new
materials are continuously being developed. Preliminary scientific results indicate
that ENM might have a damaging impact on human health, which makes it even
more important to have the right mitigation measures in place [25].

We will not discuss all the available information from the literature but we will
focus on the management aspects of several different safety methodologies or pro-
cedures. We have chosen to compare results using three different methodologies:
the tree decision [26], the control banding NanoTool 2.0 [27] and the ANSES method
[24]. For supplementary methods, we refer to [28–31].

The decision trees developed by Groso et al. [26] and Buitrago et al. [33] are,
based on new information concerning the hazards of ENMs, to improve a previously
developed risk assessment tool [32] by following a simple scheme to gain in effi-
ciency. In the first step, using a logical decision tree, one of the three hazard levels,
from H1 to H3, is assigned to the nanomaterial. Using a combination of decision
trees and matrices, the second step links the hazard with the emission and expo-
sure potential to assign one of the three nanorisk levels (Nano 3 highest risk; Nano
1 lowest risk) to the activity. These operations are repeated at each process step,
leading to the laboratory classification. The third step provides detailed preventive
and protective measures for the determined level of nanorisk. The methodology
provides a list of required risk mitigation measures [technical (T), organizational (or
procedural, P) and personal (P)]. This tool is intended for researchers to self-
quantify their hazard and risk level. Depending on the nano-hazard classification,
several measures are defined. It has to be noted that it is the sole method of defining
and proposing measures at the strategic, technical, organizational and personal lev-
els. Moreover, they also define adequate measures for visitors, technical and mainte-
nance staff, intervention squads, pregnant women and medical survey.

NanoTool [27] was developed to support first-line occupational health profes-
sionals and researchers in evaluating the potential risks related to production and
down-stream use of nanomaterials in a research work environment. In the Nano-
Tool, carcinogenicity, mutagenicity and/or reproduction toxicity (CMR) and general
toxicity and dermal toxicity of parent material are used as distinct parameters with
assigned severity points. In the CB NanoTool, parameters related to emission poten-
tial are dustiness/mistiness (substance emission potential) and amount of ENP
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handled (activity emission potential). The CB NanoTool links the hazard and expo-
sure bands, which have the same ranges of scores, into four risk levels and conse-
quently to control bands linked to the risk levels.

ANSES [24] is intended to be used by those adequately qualified in chemical
risk prevention. It uses the classification of either the bulk material or an analogous
substance as the starting point for the hazard banding process if the ENP is not a
biopersistent fiber. Hazard parameters such as dissolution time and reactivity may
increase the hazard band. ANSES covers emission potential by initial banding
based on the physical state of the material, ranging from solid (exposure band 1) to
aerosol (exposure band 4). Further modification of the bands (increment) is possi-
ble either due to the substance emission potential or the process operations (activ-
ity emission potential). In ANSES, the five hazard and four exposure (emission
potential) bands are directly linked into five control bands. The hazard band domi-
nates the allocation of the control band (or risk level) because the highest hazard
band, e.g., in case of persistent fibers or lack of information, requires the highest
control band independent of the exposure band.

Let us discover, using a very simple example, the outcomes using the three dif-
ferent methods. The illustrative example is the preparation of a wafer on which will
be deposited a black ink containing carbon black ENPs. The process could be de-
scribed as
1. Carbon black particles (FW200), d = 13 nm with a specific surface area of 550 m2/g,

are received in 500 g containers.
2. Carbon black is weighted in order to distribute the powder into smaller containers.
3. 30 grams of carbon black is weighted from a small container.
4. Surfaces surrounding the container and outer walls of container are cleaned.
5. Weighted carbon black is added to the previously prepared liquid resin.
6. The prepared mixture is stirred in a closed flask to obtain the desired ink.
7. The ink is deposited by pipette on the wafer.
8. The wafer is baked in a hermetically closed oven.

We will concentrate on step 3 as it is the most hazardous in relation to exposure.
Using the three methods, we end up with the results expressed in Tab. 11.1.

Tab. 11.1: Results of the evaluation using three different evaluation methods.

Tree method CB NanoTool ANSES

Hazard level Level  on the scale of  Level  on the scale of  Level  on the scale of 
Control
measures

Technical, organizational
and personal measures for
Nano 

Containment of the
process

Full containment and
review by a specialist
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We could note that the classification is rather similar for the three methods,
being in the highest hazard zone. However, they largely differentiate when looking
at the measures that should be followed. The tree method [26] is the most compre-
hensive, indicating in detail what should be applied, then the NanoTool indicates
that the process should be confined, ANSES adds to this that a review should be
made by a specialist.

We may then raise the following questions:
– Who is the specialist when a lot of unknowns are predominant and when we act

in the uncertainty zone?
– How should we apply the precautionary principle?
– How should we implement safety and risk management in such conditions?

Answering those questions requires applying risk management principles expressed
in the preceding chapters, taking into account the uncertainty zone. It is hard to find
one “expert” who is capable on his/her own of addressing complex systems; it
should be a multidisciplinary team effort.

When using any kind of methodology, we should not forget that the ultimate
goal is to safely operate a hazardous process. The more information we have, the
better will be the outcome.

11.5 Tips for implementing risk management in practice

Traditional risk management approaches tend to be fragmented, compartmentalizing
risks into silos. These approaches often limit the focus to managing uncertainties
around physical and financial assets. Because they focus largely on loss prevention,
rather than enhancing enterprise value, traditional approaches do not provide the
framework most organizations need to redefine the risk management value proposi-
tion in a rapidly changing world. There is a need to implement a modern risk man-
agement being more anticipatory and effective at evaluating and managing the
uncertainties it faces as it creates sustainable value for stakeholders. Some tips could
be expressed as follows:
1. Conduct the enterprise risk assessment: This assessment identifies and priori-

tizes the organization’s risks using the business strategy as context. It pro-
vides data for the formulation of appropriate responses to risks, including
information on the current state of risk management capabilities to prioritize
risks.

2. Articulate the ERM vision using the gaps around priority risks: This step alienates
the economic rationale for moving forward. The vision is a shared understanding
of the role of risk management in the organization and the capabilities needed to
manage its key risks. A working group of senior managers should be empowered
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to articulate the role of risk management in the organization and define the rele-
vant goals and objectives for the organization.

3. Advance the organization’s risk management capabilities for one or two se-
lected priority risks: The organization should focus on improving its risk man-
agement capabilities in an area where management knows that improvements
are needed. Like any other initiative, ERM has to start somewhere. Since there
are many possible starting points, the beginning and end of the process must
be well defined since the beginning.

4. Assess the capacity of the existing infrastructure and develop a strategy to
advance it: Oversight, control and discipline are required to advance critical
risk management capabilities. The policies, processes, organization and re-
porting that provide this oversight, control and discipline are referred to as
“ERM infrastructure.” Its purpose is to eliminate significant gaps between
the current and desired state of the organization’s capabilities to manage its
key risks.

5. Advance risk management capabilities for other key risks: Once the first four
steps have been completed, it will often be necessary to update the assess-
ment to reflect changes. Once the priority risks have been redefined based
on the updated assessment, management needs to determine the current
state of risk management capabilities for each risk and then assess the desired
state.

11.6 Conclusions

If there are so many good models on risk management (see Chapter 3), then why is
there still such a high failure rate of projects? It is very easy to acknowledge that
there are large risks present when undertaking development projects. It can there-
fore be tempting for development managers to completely ignore engineering risk
management approaches; risk management may imply that the failure of the proj-
ect is almost a certainty. The key aspects are
– Focus on sustainability: Leverage existing practices for risk management purposes.
– Be pragmatic: Customized strategies should be supported by simple and effi-

cient methods that meet the needs of, and add value to, managers.
– Take a balanced approach: Balance between level of investment, value expected

from investment and the capacity of the organization.
– Be realistic: The sophistication of the risk management regime must be in step

with the maturity of the organization’s other management processes.
– Provide leadership: Establish champions across the organization, with clear

accountabilities.
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When you have effective risk management in place, you can focus your planning
on avoiding future problems rather than solving current ones. You can routinely
apply lessons learned in order to avoid crises in the future rather than fixing blame.
You can evaluate activities in work plans for their effect on overall project risk, as
well as on schedule and cost. You can structure important meeting agendas to dis-
cuss risks and their effects before discussing the specifics of technical approach
and current status.

Above all else, you can achieve a free flow of information at and between all
program levels, coordinated by a centralized system to capture the risks identi-
fied and the information about how they are analyzed, planned, tracked and
controlled. You can achieve this when risk is no longer treated as a four-letter
word, but rather is used in your organization as a rallying perspective to arouse
creative efforts.

With effective risk management, people recognize and deal with potential prob-
lems daily, before they occur, and produce the finest product they can within bud-
get and schedule constraints. People, work groups and projects throughout the
program understand that they are building just one end product and have a shared
vision of a successful outcome.

Engineering risk management should
– Create value
– Be an integral part of organizational processes
– Be part of decision-making
– Explicitly address uncertainty
– Be systematic and structured
– Be based on the best available information
– Be tailored
– Take into account human factors
– Be transparent and inclusive
– Be dynamic, iterative and responsive to change
– Be capable of continual improvement and enhancement, etc.

Effective risk management requires the same steps as the decisions encountered
at a stop light. Objectives (getting to our destination) must be clear, and attributes
of achievement (we must get there before a certain time) must be included. We
assess the compliance of others (did everyone stop for the red?) and manage un-
certainty based on our risk tolerance (is there time for us to cross on the yellow
light?).

Our action/inaction is guided by our analysis and our risk tolerance. Common
carriers (railway, bus and air) are very aware that their customers have delegated
risk management to them and generally operate very conservatively (by regulation
and by choice) so as to ensure that they are not more risk tolerant than their most
risk intolerant client.
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12 Concluding remarks

In any organization, practices regarding engineering risk management are without
a doubt what make the difference in safety performance, and, by extent, in business
performance. When it comes to making a difference, there is no goal more impor-
tant than ensuring that risks (positive and negative) are well managed and that
every employee goes home safe (and happy) every day. The managers of long-term
successful organizations are indeed well aware that decreasing negative uncertain-
ties and risks and guaranteeing safety for their employees makes the difference be-
tween their companies and less successful organizations. Hence, engineering risk
management is very important.

Risk is understood as an uncertain consequence of an event or an activity with
respect to something that human’s value. In its simplest form, risks refer to a combina-
tion of two components: the likelihood or chance of potential consequences and the
severity of consequences of human activities, natural events or a combination of both.
Such consequences can be positive or negative, depending on the values that people
associate with them. Often engineers concentrate their efforts on (pre-dominantly neg-
atively evaluated) risks that lead to physical consequences in terms of human life,
health and the natural and built environment. It also addresses impacts on financial
assets, economic investments, social institutions, cultural heritage or psychological
well-being, as long as these impacts are associated with the physical consequences. In
addition to the strength and likelihood of these consequences, this book emphasizes
the distribution of risks within and across organizations and, over time, space and
people. In particular, the timescale of appearance of adverse effects is very important
and links risk management to sustainable development (delayed effects).

We distinguish risks from hazards. Hazards describe the potential for harm or
other consequences of interest. These potentials may never even materialize if, for
example, people are not exposed to the hazards or if the targets are made resilient
against the hazardous effect (such as immunization). In conceptual terms, haz-
ards characterize the inherent properties of the risk agent and related processes,
whereas risks describe the potential effects that these hazards are likely to cause
on specific targets such as buildings, ecosystems or human organisms and their
related probabilities.

There are a lot of books and other literature that discuss how to conduct non-
financial risk management. However, these works usually only focus on the purely
technical aspects of what risk management is all about, which is only a part of the
story. Or they discuss it from a non-technological viewpoint and they only very
briefly discuss technical matters of risk management. This book tries to provide an
inclusive overview and treats risk management from an engineering standpoint,
thereby including technological (“engineering”) topics (such as what risk assess-
ment techniques are available and how to carry them out, how to conduct an event

https://doi.org/10.1515/9783110665338-012

 EBSCOhost - printed on 2/13/2023 1:34 AM via . All use subject to https://www.ebsco.com/terms-of-use

https://doi.org/10.1515/9783110665338-012


analysis, etc.), as well as non-technological (“management”) topics (risk manage-
ment concepts, crisis management, risk governance, economic issues related to risks,
etc.). There is a reason why it is so difficult to present and write an inclusive book on
risk management: risk management is confronted with three major challenges that
can be best described using the terms “complexity,” “uncertainty” and “ambiguity.”
These three challenges are not related to the intrinsic characteristics of hazards or
risks themselves but to the state and quality of knowledge available about both haz-
ards and risks.
– Complexity refers to the difficulty of identifying and quantifying causal links be-

tween a multitude of potential causal agents and specific observed effects.
– Uncertainty is different from complexity but often results from an incomplete or

inadequate reduction of complexity in modeling cause–effect chains. It might
be defined as a state of knowledge in which, although the factors influencing
the issues are identified, the likelihood of any adverse effect or the effects them-
selves cannot be precisely described.

– Ambiguity – Whereas uncertainty refers to a lack of clarity over the scientific or
technical basis for decision-making, ambiguity is a result of divergent or con-
tested perspectives on the justification, severity or wider “meanings” associated
with a given threat.

In economics, the “Trias Economica” exists, implying that a healthy economy needs
three partners: financial institutions (banks), insurance companies and all other com-
panies. If one of these partners falls away or does not perform its function in the
economy, the economy will heavily suffer. In risk management, a parallel can be
drawn: the “Trias Risico” (Risk Trias) is proposed, indicating that to exist, a risk
needs three factors: one or more hazards, exposure to the hazard and possible loss. If
one of these factors is eliminated, the risk ceases to exist. Risk management therefore
is concerned with influencing/decreasing the importance, in any way (this can be ex-
tremely technical to procedural, to purely human factor, communication, etc.), of
one or a combination of these three factors. This seems to be very simple, but it is
not. Every individual factor and all its influencing parameters can be very compli-
cated or complex to deal with, showing high levels of uncertainty, high levels of am-
biguity, high requirements of knowledge and collaboration, (hidden) relationships
between the parameters, etc. Because of this complexity, a systemic engineering ap-
proach is absolutely needed, besides an analytic engineering approach.

In the past “risk management” was sometimes a synonym for “insurance man-
agement.” Luckily, this is not at all the case anymore. Nowadays, organizations are
well aware that non-financial risk management is a very important domain that indi-
rectly leads to a large amount of financial gains. However, the domain is so wide that
there seems to be no consensus about what are the best approaches and models to
use, or which are the most efficient analysis techniques, etc. This book therefore fills
a gap in presenting in an easy and legible way, the knowledge and know-how about
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risk management in order to be successful. Indeed, applying the various ideas, con-
cepts and techniques provided and elaborated in this book leads to more effective
and more efficient risk decision-making and to better or to optimal results.

Nonetheless, we have to accept that the most debated part of handling risks re-
fers to the process of delineating and justifying a judgment about the tolerability or
acceptability of a given risk. The term “tolerable” refers to an activity that is seen as
worth pursuing (for the benefit it carries), yet it requires additional efforts for risk
reduction within reasonable limits. Whereas the term “acceptable” refers to an ac-
tivity where the remaining risks are so low that additional efforts for risk reduction
are not seen as necessary.

In the end, which risk can be accepted, tolerated or just taken will largely be
driven by other factors than purely technical ones. Society, culture, ethics, economy,
regulations and business appetite will largely influence the decision-makers. How-
ever, to take the best decision, it should be based on solid analysis and evaluation in
order that the risk taken – because “zero risk” or “absolute safety” is a myth – is de-
creased as much as sustainably possible to a level that not only the business is tak-
ing, but also the community as a whole. A major challenge for risk managers and
engineers resides in the best supply of information, and, in a broad sense communi-
cation, to decision- or policy-makers in order to achieve the best risk governance for
a better world.

In popular imagination, rocket science is the totemic example of scientific com-
plexity. Risk management is indeed no rocket science. It is much more complicated
than rocket science! After all, there are not ten possible approaches to send a rocket
to the moon or to Mars. There are, nonetheless, tens of thousands of possible risks,
and easily hundreds of possible approaches to manage them, leading to as many
different possible outcomes and realities.

Einstein mentioned that if he had 1 h to solve a problem, he would spend
45 min in understanding and analyzing the problem, 10 min to perform a critical
review and finally use the last 5 min to solve it. Transposing this to risk manage-
ment leads to exactly the same concept, except that the last 5 min will be taken for
the decision-making process.

To conclude, we, the authors of this book, are well aware that in today’s world
managers know that safety risks (not necessarily security risks though) are a top prior-
ity. That is reality. Managers don’t want to see someone working under their supervi-
sion get hurt. Nowadays, good safety performance is a requirement for a successful
career. Moreover, safety is no longer just a “priority.” It has become an organizational
“value” listed in many mission statements. Safety is really that important. Case
closed. Or is it?

Well, if every manager truly understood how essential safety is, most work-
floors would look more than a little bit different. There wouldn’t be a shortage of
staff to perform operational tasks, operating equipment would be very well and
timely maintained, unsafe shortcuts to get the work done would be nonexistent, no
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safety problems would be ignored for reasons of time and/or money, safety train-
ings would be extensive, competences would be regularly checked and improved,
there would be large health and safety departments staffed by employees with a va-
riety of knowledge disciplines to solve multi- and transdisciplinary problems, etc.,
to name a few. Reality is different, as we all know: that is simply an observation,
not an indictment. Managers and leaders should understand that safety is actually
the most important business objective they have to be long-term profitable and for
their organizations to be sustainable and to be around long after they are gone.
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