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Preface

The term “thermal analysis” in its widest sense includes the measurement of one of
a broad range of physical properties (e. g., thermal conductivity, dielectric properties,
electrical transport properties, mechanical strength, or mechanical damping, thermal
expansion) either as a function of temperature (dynamic measurement) or as a func-
tion of time (isothermal measurement). In a closer sense, “thermal analysis” means
a group of methods derived from simple experiments where the temperature of a sam-
ple was recorded as a function of time if a constant rate of heat flows into or out of
the sample (“heating curve”, “cooling curve”). In contemporary thermal analyzers
the sample together with a reference is subjected to a temperature program, and ei-
ther their temperature difference is measured, or the difference of heat energy flowing
in or out of them. Commercial devices are offered by different companies; for special
applications, also home-made setups are used occasionally. Often, the measurement
of the thermal signals is combined with the continuous measurement of the sample
mass or with the analysis of gaseous particles emanating from the sample.

Meanwhile, a variety of textbooks about thermal analysis are available on the mar-
ket, and to some of them we refer in this book. It was not the intention of the author
to repeat all things that were already written; rather a practical guide should be given
how some typical problems occurring in materials science can be solved by methods
of thermal analysis. This comprises not only the experimental part. Whenever rea-
sonable, the holistic interpretation of a thermoanalytic measurement should include
an explanation of all experimental observations on a thermodynamic basis, which is
nowadays often possible with commercial or freeware software. One possible repre-
sentation of such “thermodynamic assessment” of a system is a phase diagram (or
constitution diagram). At least some basic knowledge about phase diagrams is in-
evitable; unfortunately, such a knowledge is often sparsely taught at universities, at
least outside the mineralogical departments.

The book is divided into three sections. “Thermodynamic basis” describes the
physical quantities that are most relevant for the interpretation of thermal analysis
measurements and gives an introduction to typical phase diagram features like mixed
crystals, eutectics, and peritectics. Some crystal structures that are shown there were
drawn with the freeware program VESTA by Momma and Izumi (2011). Already here
the relation between thermodynamic properties and measurements is shown. The
second section “Techniques” describes the methods “Differential Thermal Analysis”
(DTA), “Differential Scanning Calorimetry” (DSC), “Thermogravimetry” (TG), and
“Evolved Gas Analysis” (EGA), with examples and together with their combinations.
The last section “Applications” brings examples (mainly from the author’s own work)
for typical practical problems that can be solved by thermal analysis. This is not al-
ways the “big science”, because some tasks like the characterization of raw material
batches seem perhaps somewhat boring; nevertheless, it is often necessary and well
done by thermal analysis.

https://doi.org/10.1515/9783110743784-201
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VI —— Preface

Here I want to mention two old (german) textbooks, which gave me a guide into the
field of thermal analysis: The book “Differentialthermoanalyse” by Dietrich Schultze
(1969),! who was working in the field of crystal growth of inorganics for decades,
can hold as a paragon for this book. It is, however, one half century old, and since
that, technical options and numerical methods of analysis were much improved. [ am
grateful to Dr. Dietrich Schultze that he read major parts of the book manuscript and
gave me valuable hints. The booklet “Phasendiagramme” by Peter Paufler (1981)? is
quite mathematical, even if written in a time when computers were room-filling main-
frames, but the quantitative presentations found there are the basis of current soft-
ware packages like FactSage 8.0 (2020), which are available nowadays.

I have to acknowledge the work of numerous undergraduate students from
Humboldt-Universitat zu Berlin and other universities, who did practical courses
in my laboratory: some of their measurements of phase diagrams are included in this
book as examples. Also, I have to thank the students who made internships with
me, as well as many Bachelor, Master, and PhD students who worked in the thermo-
analytic laboratory. The proofreading and comments by Dr. Nora Wolff and Prof. Dr.
Joachim Bohm are highly acknowledged. Last but not least, [ want to thank my dear
colleagues from Leibniz-Institut fiir Kristallzlichtung Berlin (Germany) for the great
working opportunities that they offered me through almost three decades and for the
amiable atmosphere that I always found among them.

Eichwalde, March 2022 Detlef Klimm

1 Dietrich Schultze (born 28 September 1937).
2 Peter Paufler (born 18 February 1940).
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1 Thermodynamic basis

1.1 Specific heat capacity

1.1.1 Phenomenological description

One of the first reports on experiments, which we would now call “thermal analysis”,
was given by Le Chatelier (1887),' who described the heating of different clay minerals.
In his experiments, the sample was heated with constant electric power W = Uy, - I,
(Uy, and I, are the voltage and current of the heater) and sample temperature T was
recorded by a thermocouple (see Section 1.3.1) at constant time increments. It turned
out that the measured heating rate T = d T/ d t was not constant, because endother-
mal reactions in the sample (e. g., dehydration processes or phase transitions) resulted
in temporally smaller T. It will be described in Section 2.1 how such a type of heating
(or cooling) experiments was developed further to the modern technique of differen-
tial thermal analysis (DTA).

The experimental setup of Le Chatelier corresponds to the scheme in Fig. 1.1. If
during time t, the amount of heat energy

Q=W-t
=Uy,-L -t (11
is transferred to one mole of a sample, then its temperature increases under isochor

(volume constant; AV = 0) or the more typical isobar (pressure p = const.; often,
p = 1bar = 10° Pa) conditions by

AQ

ATV =, (1.2)
Cy

at, = 2¢ 13)
9

where ¢y and ¢, are proportionality parameters called the specific heat capacities of
the material under the given conditions, V or p = const. Especially for technical pur-
poses, the amount of substance is often given by the mass m = nM, where n is the
number of moles, and M is the molar mass. The difference

_T(oV op
Cp—Cy = n<aT>p(aT>V (1.4)

1 Henry Louis Le Chatelier (8 October 1850-17 June 1936).

https://doi.org/10.1515/9783110743784-001
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2 =—— 1 Thermodynamic basis

</PT

Figure 1.1: The experimental setup used by Le Chatelier (1887) allows the measurement of the spe-
cific heat capacity using equation (1.3).

is positive but usually small for condensed phases with small thermal expansion
oV /0T (solids, liquids). For ideal gases, we have ¢, - ¢, = R (gas constant). Table 1.1
reports some data from the literature (Regen and Brandes, 1979; Paufler, 1986).

Table 1.1: Specific heat capacities near room temperature for several substances. For gases, ideal
data are scaled by the gas constant R. Data for solid phases are given in J/(mol K).

Substance ¢ cy
1-atomic gas 2R 2R
2-atomic gas %R ;R
3-atomic gas, stretched IR 2R
3-atomic gas, tilted 4R 3R
silver 25.49 24.27
aluminum 24.34 23.03
copper 24.08 23.59
lithium 23.64 22.53
tungsten 24.08 23.59

Figure 1.2 shows calculated heating curves demonstrating the development of the
sample temperature T with introduced heating energy Q in the style of the exper-
iments performed by Le Chatelier (1887). For 1mol = 72.63 g pure germanium, the
temperature rises almost linearly up to the melting (fusion) temperature T; = 937 °C
and remains constant there until the heat of fusion (or “latent heat”) AH; = 36 945]
is brought in. A solid solution (or “mixed crystal”) with composition 0.9Ge + 0.1Si
(1mol = 68.18 g) starts melting at a higher temperature and, in contrast to pure Ge,
T remains not constant. Instead, T rises smoothly over an extended temperature range
up to = 1050 °C, where melting is finished.
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1200 100% Ge
o — 90% Ge + 10% Si

1000 q

937 |-

36945 J

800 b

20 30 40 50 60 70
Q (kJ)

Figure 1.2: Calculated temperature development of 1 mol pure germanium or of a solid solution (cf.
Section 1.5.1.2) of 0.9 mol Ge + 0.1 mol Si upon heating.

How long takes the melting of 1 mol Ge if a constant heating power of 100 W is used?

Petit and Dulong (1819)*> reported that for many solid chemical elements, the specific
heat capacity approaches 25 J/(mol K) (1.5) at room temperature (Fig. 1.3). For very low
temperature, c,(T) follows a T law (see Fig. 1.8) and vanishes at absolute zero (1.6).
Neumann and Kopp®*® found that c,(T) of a chemical compound A,,B,, is nearly the
sum of the ¢,(T) of its composing chemical elements (1.7).

lim ¢, =3R~25]/molK (Dulong-Petit), (1.5)
T—298 K
limc, = 0, 1.
10 P (1.6)
cMB(T) = mc8(T) +nc®(T)  (Neumann-Kopp). 1.7)

Experimental c,(T) data are the basis from which “chemical potentials” like H, S,
and G (cf. Section 1.2) can be derived and are of great importance for this reason. In
Section 2.3.2.2, we will describe how differential scanning calorimetry (DSC), a method

2 Alexis Thérése Petit (2 October 1791-21 June 1820).

3 Pierre Louis Dulong (12 February 1785-19 July 1838).

4 Franz Ernst Neumann (11 September 1798-23 May 1895).

5 Hermann Franz Moritz Kopp (30 October 1817-20 February 1892).
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¢, (J/mol-K)

n n n L n L L n L
0 100 200 300 400 500 600 700 800 900 1000
T(°C)

Figure 1.3: ¢, (T) functions for 3 chemical elements (data from FactSage 8.0, 2020) compared to the
Dulong—Petit law (1.5).

of thermal analysis, can be used to measure c,(T). For other, partially more accurate
methods, the reader is referred, e. g., to Hohne et al. (1996), Navrotsky (2014).°

For nearly all chemical elements and for many binary compounds like oxides,
sulfides, and halides accurate data are available from printed references, online re-
sources, or other databases, e. g., Barin (1995), NIST (2020), FactSage 8.0 (2020). If for
other substances, measurements are not possible, then their ¢, (T) functions can be
estimated with the Neumann—Kopp rule (1.7) from the components. In Fig. 1.4, this
is performed for the chalcopyrite-type compound CulnS,. The black curve shows ex-
perimental data obtained by Neumann et al. (1987) from dynamic calorimetry mea-
surements in a Setaram heat flow calorimeter; the authors claim an experimental er-
ror of +1J/(mol K). The blue curve is the weighed sum of the contributions CI(,:“(T) +
c;,“(T) +2- CS(T), which for low T is in very good agreement with the experimental
data. Difficulties arise at all kinds of phase transitions in one of the phases, here the
a/f transition of sulfur and the melting point of indium. Moreover, it is obvious that
the slope of the blue curve is significantly too high. This difference can be understood
because vibrations of atoms are the most important contribution to c,, which will be
discussed in Section 1.1.3.1. However, the nature of the bonds in metals (Cu, In) and
molecular crystals (S) is much different from the bonds with covalent and ionic con-
tributions in a crystal like CulnS,. Thus it is sometimes more appropriate to use fairly
similar substances as components for the Neumann—Kopp calculation. The red curve
in Fig. 1.4 demonstrates this and is the sum CSUS(T) + cII,nS(T) from FactSage 8.0 (2020)
data. This curve always presents slightly smaller values than the black one, but the

6 Alexandra Navrotsky (born 20 June 1943).
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110 4 | —— measured
—— from elements
—— CuS +1InS .
In melting —>,+*
4
©
E 4
=
2
OEL

S a/fp—>

95 T T T
300 350 400 450 T(K) 500

Figure 1.4: c,(T) data for CulnS, measured by Neumann et al. (1987) compared to data obtained
by adding the FactSage 8.0 (2020) data for the chemical elements or for CuS + InS, according to
Neumann-Kopp (1.7).

difference is not much larger than the experimental error. Besides, the slope is very
similar. An even better calculation of c,(T) functions is possible if data for another
phase with very high structural similarity are available; an example can be found in
Section 3.3.5.

For most substances, the function c,(T) rises monotonously with T; the slope is
steep at low T and becomes flatter near room temperature. Jumps occur at first-order
phase transitions, and A-shaped maxima are typical for second-order transitions. Fig-
ure 1.3 shows this for nickel, where (o has a local maximum at T = 354°C. Such
singular temperatures are called Curie’ points and are often connected with a trans-
formation of a ferromagnetic (or ferroelectric) phase or structure below T to a para-
magnetic or paraelectric phase above T.. The following phenomena can be observed
for different types of phase transitions (see also Section 1.4.2):
1st-order transition: A certain amount of latent heat energy is required to perform

the transition from the low-T to the high-T phase. This latent heat is released again

during the back transition from high-T to low-T. The transition occurs sharply at

a specific T, the two phases are in equilibrium there, and c,, is discontinuous at

T;. Examples: melting, evaporation, a (orthorhombic) < B (monoclinic) transi-

tion of sulfur at 96 °C, a (bcc, body-centered cubic) « y (fcc, face-centered cubic)

transition of iron at 912 °C.

2nd-order transition: No latent heat is required to perform the transition, and the
transition is continuous. This means that some order parameter starts to change
continuously in the low-T phase and reaches its final (high-T) value at the tran-

7 Pierre Curie (15 May 1859-19 April 1906).
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6 —— 1 Thermodynamic basis

sition point (often called critical point) T.. Examples: ferroelectric and ferromag-
netic transition, such as Ni in Fig. 1.3, “critical points” where liquids and gases
cannot be distinguished. It is sometimes difficult to determine a phase transition
to be clearly of 2nd order, because small heats of transition might be overseen.
Examples are, e. g., NH,Cl (AH = 3950]/mol), BaTiO; (AH = 197J/mol), and SiO,
(a/B quartz, AH = 499 J/mol).

Glass transition: Glasses are metastable phases where ordering of atoms or mole-
cules appears only between close neighbors and wide range ordering (like in crys-
tals) is not present. Typically, glasses show a glass transition point or range T,,
and in this range, c, rises by a certain amount Ac,,. Glasses are more brittle be-
low and more rubber-like above T,. In DSC heating curves (see Section 2.1 and
Fig. 1.5) a larger Cp leads to a shift of the curve in the endothermal direction. Dif-
ferent points on the curve may be used to define the glass transition, among them
the “fictive temperature” T; = Tpiq. (T is defined by the size of areas below the
curve, and Tp;4 is the middle of the transition range.)

Texo
_—>
glass transition:
0.2 4 onset: 354°C
inflection: 367°C
=) end: 372°C
E T: 362°C
< Ac,: 0.455 J/(g°K)
O
n
o
glass transition:
0.1 onset: 330°C
mid: 350°C
inflection: 348°C
end: 373°C
T: 350°C
Ac,: 0.318 J/(g*K)
0.0+

200 300 ' 400 ' 500 T(°C)
Figure 1.5: DSC measurements (top: heating, bottom: cooling) with 10 K/min of 17.62 mg Na-Gd
phosphate glass (NaPO5/Gd(PO5); with 60% Gd phosphate), cf. Nitsch et al. (2005).
1.1.2 Atomistic description

A thermodynamic system can be described as ensemble of atoms bearing internal en-
ergy U = Upy + Uy, that may be divided into a potential part (e. g., binding energy)
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and a kinetic part (different types of oscillations). In the time average, for harmonic
oscillators, we have U, = Uy, and it can be shown that Uy, = kgT/2 per degree
of freedom (where ky is the Boltzmann® constant). Consequently, we have the energy
contribution U’ = kT per degree of freedom. Every atom has 3 degrees of freedom,
and in the limit case (where all oscillations are allowed),

is the total molar inner energy of the system (where N, is the Avogadro® constant).
cy corresponds to the amount of energy required to change the temperature of the
system (1.2),

ey = (%{)V = 3Ny =25, (19)
and gives in this limit case the value of Dulong—Petit (1.5).

The energies of the 3N vibration modes allowed in 1 mole of a substance are dif-
ferent, and the number of modes that can be excited becomes smaller for lower T.
A detailed analysis (see textbooks for solid-state physics) results in the T° depen-
dence of ¢y (T) mentioned above and in ¢y (0K) = 0 (1.6). In the following, we will
give only a short introduction into such a treatment for a one-dimensional hypotheti-
cal solid.

The central positions of atoms inside the crystal lattice are defined by the crystal
structure, and at T > O the atoms vibrate around these central positions. In a good
approximation, atoms can be considered as mass points. Figure 1.6 shows this for the
simple case of a one-dimensional chain of mass points with mass m and distance a.
The forces between neighboring atoms are symbolized by springs with spring con-
stant a. Under the assumption of undamped free oscillations for the nth atom, the
equation of motion is given by

mx, = —a(x, — Xp.1) — (X, — Xp_1)
= A(Xp_1 + Xpy1 — 2Xp) (1.10)

and can be solved by the ansatz

x, = A e {@i-n4a) (1.11)

n

8 Ludwig Eduard Boltzmann (20 February 1844-5 September 1906).
9 Lorenzo Romano Amedeo Carlo Avogadro (9 August 1776-9 July 1856).
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n—1 n n+1 n+2 n+3 | |

m

|
\
|
|
| 3
—7/a 0 T/a

Figure 1.6: Left: Linear monoatomic vibration chain. Right: Resulting dispersion relation (1.12).

describing an elastic wave with circular frequency w, where the phase factor differs
from atom to atom by iga. We find

X, = Ae WMD) oy — _y i,
Xn —A e—i(wt—nqa) wZ _ _anz’
X, 1 =X, €%,
Xni1 = Xp e—iqa’

and, finally, with Euler’s'® formula e* = cosx + i sinx,

W= 2—0((1 - cos qa), (1.12)
m

which is the “dispersion relation” of the vibrational chain showing the dependence
w(q). A graphical presentation of this function is shown in Fig. 1.6.

The wavenumber g of a vibration state corresponds to the wavelength A = 2m/q,
and possible values for A range from A = 2a (q = m/a) to A = oo (q = 0); the latter is a
vibration of the rigid lattice. Near g = O, w is proportional to g, and the slope dw/og = v
is the speed of sound in the lattice.

The number of possible vibration modes is equal to the number of atoms N in the
(one-dimensional) chain; in other words, each atom produces exactly one “eigenfre-
quency” or vibrational mode. A detailed analysis of the three-dimensional case results
in 3N vibration modes and finally in equations (1.8) and (1.9). The vibrational energy
of these modes is a function of g, and at temperature T, only modes with vibrational
energy < kgT can be excited. Consequently, the number of possible vibration modes
(or “phonons”) rises with T, and this is also the origin of the ¢p(T) = cy(T) functions,
which are typically found by experiment.

It should be noted that the chain in Fig. 1.6 represents the simplest case where
only one type of atoms is bound in one direction. In a real crystal, bounds in three
directions are formed, and usually more than one sort of atoms are present. Then dis-
persion relations are more complicated, as compared to Fig. 1.6. The type of modes

10 Leonhard Euler (15 April 1707-18 September 1783).
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shown there with w(g = 0) = 0 is an “acoustic mode”. If atoms with different masses
m,m’ are constructing the crystal, then additionally “optical modes” are formed with
w(qg=0)+#0.

1.1.3 Contributions to ¢,

1.1.3.1 Lattice vibrations: Debye theory
Equation (1.8) gave the inner energy for the limit case that all possible vibration modes
(phonons) are excited. More generally, it is given by

U(T) = Jg(w)x(a), T)dw, (1.13)
0

where the spectral distribution function g(w) d w gives the number of eigenfrequen-
cies between w and w + d w, and x is the vibration amplitude. Debye!' assumed an
approximation for

27,3
9Nw’/wp, 0<w < wp,

114
0, W > Wp, (1.14)

g(w) = {

which means that only vibration states up to some arbitrary Debye frequency wp =
2nvyp are considered. The Debye temperature O = hvy /kg separates the regions of dif-
ferent functions

'R (T3
cp(M=4 ° ()" , T'<6p, (1.15)
3R[1- 55 (2)], T > 6y,

and the T? dependency for low T and the limit 3R for high T are well reproduced,
and Oy, is the limit where all possible vibration states (phonons) in a solid are “just”
occupied. It is higher for materials with strong (rigid) bonds and lower if weak (soft)
bonds prevail. Some examples (data mainly from the textbook by Kittel, 2004") are
given in Table 1.2.

Table 1.2: Debye temperatures for some materials.

Substance  Se Na Zn Au Ag Cu Si  C(graphite/diamond) a-Al,0;

6p (K 90 158 327 165 225 345 645 413/~2000 =1050

11 Peter Debye (24 March 1884-2 November 1966).
12 Charles Kittel (18 July 1916-15 May 2019).
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Equation (1.15) can be used to derive the Debye temperature of a material if ¢, is plotted
for T « ©p as a function of T 3, By this method Haussiihl et al. (2021) obtained 0 =
676 K for LiAlO,.

1.1.3.2 Other contributions

Not only phonons, but also other particles or quasi-particles inside solids can carry
momentum and contribute this way to cy. Conductors, and especially metals, bear
a high density of electrons resulting in a specific heat contribution

cy =T, (1.16)

where y = m°k3/2¢eg holds for free electrons (e is the Fermi® energy). The function
cy is linear in T and relevant especially for low T. Also, magnetic moments and mov-
ing atoms or ions can substantially contribute to cy,. Examples are Agl, ZrO,, and
CaF,, where the cations or anions become mobile below the melting temperature
and contribute not only to electrical conductivity (“fast ion conductors”), but also to
¢y (Mehrer, 2007).

Why ¢}, can be relevant especially for low T?

1.2 Derived thermodynamic potentials

1.2.1 Enthalpy

The internal energy U introduced in (1.8) and (1.13) describes the potential and vibra-
tional energy contained in the material itself. In a real system the material has a cer-
tain volume V and is exposed to a pressure p. It should be noted that for systems where
surface energy can be neglected (phases sufficiently large and phase boundaries with
low curvature), p and T are constant over the whole system. The quantity

H=U+pV (1.17)

is called the enthalpy and is the sum of the internal energy with the amount of work
(“volume work”) that must be performed to create the phase volume V against the sys-
tem pressure p. Such as U, H is a thermodynamic potential (= state function) because
it depends only on the actual status of the system and not on the way how this status
was reached.

13 Enrico Fermi (29 September 1901-28 November 1954).
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It is usually difficult, if not impossible, to measure the total amount of H stored
inside a phase, because the energy balance of all contributions to U is often unknown.
Contrarily, the enthalpy change of a system from an initial state i to a final state f,

AH = H; - H,, (1.18)
can usually be measured because AH = Q (the heat added to the system, provided that
p = const. and no other work except volume expansion work is done by the system).

To circumvent the problem of absolute H measurements, it is useful to determine
“standard conditions” and a set of basic substances where the H values are fixed at
these standard conditions. For this purpose, the US National Bureau of Standards de-
fined T, = 25°C =298 K and p,, = 1x 10° Pa = 1bar as the “standard ambient tempera-
ture and pressure” (see, e. g., Chase et al., 1982). Under these conditions, H; = Hy = 0
is defined for every chemical element in the phase state that is stable under these
conditions (Fig. 1.7). The function H(T) is usually smooth except at first-order phase
transitions, where it jumps by an amount called the heat of fusion (AHy), heat of vapor-
ization (AH,), or in general the heat of transition (AH;). Some first-order transitions for
sulfur can be seen in Fig. 1.7. In contrast to this, Fig. 1.8 shows “absolute” H(T) data
for metallic Li below room temperature.

5
£
2
T
20 AH,, =8.2 kJ/moI
\ —
86 V\B\«\o —
S ,'\»‘1 S/// A
10 - S _— 9
G Ar
e //
Vi S\J/
0
0o % 100 200 300 400 T(°C)

Figure 1.7: H(T) functions for three chemical elements at 1 bar. Sulfur undergoes a monoclinic &
orthorhombic phase transition at 95 °C (transition enthalpy AH,), melts at 115 °C (fusion enthalpy
AHy), and vaporizes at 469 °C (vaporization enthalpy AHy). Silver and argon show no transitions in
this T range.

The enthalpy of most chemical compounds is strongly negative, because just the re-
lease of (binding) energy is the main reason why chemical compounds are formed
from the elements. Some examples can be found in Table 1.3. Compounds with H > 0
are not stable and are either entropically stabilized (see Section 1.2.2) or exist only
metastable, because their decomposition is hindered by kinetic reasons. The latter
case is more typical and is found in Table 1.3 for two chlorine oxides, which are ex-
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Figure 1.8: Measured c,(T) data for lithium below room temperature (Alcock et al., 1994). H = H —
H(0K) is the “real” enthalpy that starts from 0 at absolute zero.

Table 1.3: Enthalpy H of several substances under standard conditions (25 °C, 1bar). Data from Fact-
Sage 8.0 (2020).

Substance H (k)/mol) Substance H (k)/mol)
Na (sol) 0 Cl,0 (gas) +87.86
Cl, (gas) 0 ClOo, (gas) +104.60
0, (gas) 0 AgN; (sol) +308.78
NaCl (sol) -411.12 Au, 05 (sol) -3.35
NacCl (lig) ~394.96 H,0 (lig) -285.83
Na,0 (sol) -417.98

tremely reactive, and silver azide AgNj, is technically used even as explosive. For this
substance, Schmidt et al. (2007) observed by DSC an irreversible phase transition,
which peaks at 199.4 °C to a high-T phase, which is another indication of the unstable
nature of the substance.

Most compounds of “noble” metals, like Au,0; in Table 1.3, possess very small
enthalpies. This is the reason why already a small energetic activation, e. g., by heat-
ing, usually decomposes such compounds—in the case of Au,05 at 150...160 °C. Silver
forms compounds that are slightly more stable but are so sensitive that silver halides
can be partially decomposed by the energy of light. This was invented by Schulze
(1719) and gave the basis for the first (still fleeting) photograms. Silver(I) oxide Ag,0
is stable only at low T < 200 °C under oxidizing conditions (Fig. C.31).

14 Johann Heinrich Schulze (12 May 1687-10 October 1744).
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The enthalpy of substances for other temperatures, different from the standard
value for T, = 25°C, can be calculated by

T
H(T) =Hy + J p(T)dT (1.19)
To

from experimental c,(T) data. If we start with H(OK) = 0, then (1.19) represents the
area under the ¢,(T) curve in Fig. 1.8. ¢,(T) rises with T3 only for low T < 50K and
approaches quickly the Dulong—Petit value 25 J/(mol K) (1.5) and then slowly changes;
consequently, for many substances, H(T) is an almost linear function at high T.

Enthalpy H, entropy S (see Section 1.2.2), and Gibbs' free energy G (see Section 1.2.3) are thermo-
dynamic potentials (state functions). According to Hess’® law, the value of such a potential does not
depend on the path of the reaction, like depicted in Fig.1.9. With Hess’ law the dependence of re-
action enthalpies on T can be calculated, and also transformation enthalpies under nonequilibrium
conditions.

AHy (B)

ArHQ Arl{fi

Figure 1.9: Hess’ law: A H; =A,H,+AH,.

Hess’ law is the basis for the Born'”—~Haber'® cycle and can be used to calculate lattice
energies of compounds, which otherwise are not available. This lattice energy corre-
sponds to the inner energy U in equations (1.8) and (1.19). Figure 1.10 demonstrates
this for magnesium oxide: If the formation enthalpy AH; = —602k]J/mol is known,
e. g., from calorimetric measurements, y'attice an be calculated from this circle. Data
for the four energies or enthalpies from the left side (blue labels) can be found else-
where in the literature, and from these values we obtain U@ = —3882k]J/mol.

15 Josiah Willard Gibbs (11 February 1839-28 April 1903).
16 Germain Henri Hess (7 August 1802-30 November 1850).
17 Max Born (11 December 1882-5 January 1970).

18 Fritz Haber (9 December 1868-29 January 1934).
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|Mg (sol) gas |—> MgO( sol

AHN[I) AHdish

[Mg(gas) | [O(gas)|

Fion sz[f

[ Mg?* (gas) + 0> (gas) |

Figure 1.10: Born—Haber cycle for Mg0: AH; = AHSYP + M 4 apdiss 4 gaff  ylattice (apsub = 148 kj/mol
- sublimation enthalpy, E°" = 2188 kj/mol - ionization energy, AHYSS = 249 kJ/mol - dissociation
enthalpy, E = 695 kJ/mol — electron affinity.)

With some care, very pure water can be “supercooled” below 0°C and then crystallized. Calcu-
late the heat of crystallization AHHO) at —-10°C using the following data: AHEO) = 6001)/mol,

cie = 36)/(mol K), ¢ = 76)/(mol K).

1.2.2 Entropy

The term entropy describes another thermodynamic potential, which can be defined
either statistically or from the thermodynamic viewpoint. The statistical interpretation
is related to the Shannon! entropy used in information theory and corresponds to
the average information density in a system of symbols (or atoms). In the statistical
interpretation the entropy S is a measure of “uncertainty” of a given state; in other
words, it is a measure of the number of equivalent arrangements of parts (e. g., atoms)
setting up the system. This is shown in Fig. 1.11 (a) for the case of a planar lattice where
all possible sites are occupied by atoms. Another equivalent possibility for the atoms
does not exist, and the probability for the shown state is P = 1. Not so in Fig. 1.11 (b),
where two atoms are missing: 48 options exist for selecting the first missing atom, and
47 options remain for the second missing atom, but it is indistinguishable which atom
was missing first. This means that 48x47/2 = 1128 equivalent microstates exist, which
result in the same macrostate “plane lattice” with 48 sites. If P; is the probability of the
ith microstate, then

S=-kg ) P;InP, (1.20)
i

is the entropy of the corresponding macrostate.

19 Claude Elwood Shannon (30 April 191624 February 2001).
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Figure 1.11: Statistical interpretation of entropy: (a) 1 possible option to distribute 6 x 8 = 48 = n
atoms on n lattice sites. (b) shows one of 48 x 47/2 = 1128 equivalent options to arrange f = 2 faults
(e. g., unoccupied sites or vacancies) on 48 lattice sites.

For the arrangement from Fig. 1.11, this is demonstrated in Fig. 1.12. The system has N
atom sites that are either “faulty” (f sites) or occupied (N - f sites). The number of
possible arrangements of faulty sites (= number of microstates) is

1 N!

=Q

P T —].“)!f! (1.21)

and grows drastically with f to a maximum value, which is obtained for f = N/2. The
result of (1.21) for N = 48 is shown by the bar plot in Fig. 1.12.

41 L3
D —— RGN —
k=
& 3 i i %
o > 1, 8
% 2%
<, g
g S
o IS
5 15
o g
3
o
HH HH ’

0 | o 0

0 12 24 36 48
missing atoms

Figure 1.12: Derivation of entropy S for the ensemble shown in Fig. 1.11 with different numbers
of missing atoms. The number Q of equivalent microstates is maximum if 50% of the sites are
faulty.
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In closed systems in equilibrium, P is often identical for all microstates, and (1.20)
simplifies to

S=kglnQ, (1.22)

where S(f) is shown by the line plot in Fig. 1.12. In areal system with f > Oandat T > 0,
all faulty sites are initially ordered (Q(t = 0) = 1); this ordering drops with time ¢t. It
will be shown in Section 1.2.3 that increase of S is the driving force for increasing the
“uncertainty” of the system.

The thermodynamic interpretation of S does not depend on the atomistic nature
of matter but can be related to it. Figure 1.13 (a) shows an ideal lattice, where the atoms
are connected by chemical bonds. We can assume that this solid is formed because the
creation of every bond reduces the internal energy of the material (compared to sole
atoms) by a certain amount E. In Fig. 1.13 (b), some vacancies are introduced, which
increase the disorder, or the “uncertainty”, of the system and increase its entropy S.
If for this purpose, n bonds had to be broken, then the energy Q = n - E was used.
Assuming that this process is performed under equilibrium conditions, it is reversible,
and the relation

- Qv
bs = =% (1.23)

describes the entropy change of the system.

a) b)

Figure 1.13: Thermodynamic interpretation of entropy: (a) all atoms occupy lattice sites and form
ideal bonds. (b) faults (here vacancies) are introduced, and some “dangling bonds” are created. For
this process, a certain amount of energy Q was used.

In analogy to equation (1.17) the entropy can be derived from the specific heat capacity

by
T
T
S(T) = Sy + J C”; ) drT, (1.24)
Ty

and we have S;(0K) = 0.
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1.2.3 Gibbs-free energy

1.2.3.1 Pure substances

The enthalpy H introduced in Section 1.2.1is a measure of the amount of energy added
(or extracted) from a system. However, this process is usually not reversible: Even if
lattice vibrations are considered undamped (contribution U in equation (1.17)) and if
the volume work can be restored (contribution p - V in equation (1.17)), the entropy S
of the system increases upon heating. Once the disorder of a system becomes larger,
this is in general an irreversible process.

It is useful to define the “free energy” (or Gibbs energy)

G=H-TS=U+pV-TS, (1.25)

which is the amount of energy that can be reversibly added or extracted from the sys-
tem. As H and S, G is a thermodynamic potential. This means that for a given state
(x;, T, p) of a system, G does not depend on the way this state was reached.

In his seminal paper on heterogeneous equilibria, Gibbs (1874-1878) derived this thermodynamic
potential by combining the principles of maximum entropy: “For a closed system with fixed internal
energy, the entropy is maximized at equillibrium” and of minimum energy “For a closed system with
fixed entropy, the total energy is minimized at equillibrium”.

For elevated T (room temperature or beyond), H changes only weakly (see, e.g.,
Fig.1.7), and the same holds for S. From (1.25) it is obvious that G(T) is a function
that drops nearly linearly for most phases and systems. Figure 1.14 demonstrates this
for the three aggregation states of sodium chloride. The solid phase develops the
strongest binding forces between atoms, this way reducing H and resulting in the
most negative G*°'[0°C] = —430.877 kJ/mol. The energy gain by bonding is less sig-
nificant in the liquid (G'9[0°C] = -415.818 kJ/mol) or even smaller in the gas with
much weaker attractive forces between atoms (G5%°[0 °C] = —244.230 kJ/mol). On the
other hand, the degree of disorder and, consequently, the slope —S of the G functions
become larger in this order. The result is that solid, liquid, and gas phases have the
lowest G and become stable one after the other with larger T.

For all solid curves in Fig. 1.14, we assumed that p = 1bar. The influence of p
on S and H is usually small for condensed phases (solids, liquids). In contrast, gases
show high compressibility, which leads to a high dependency of atomic interactions
on pressure. For lower p, G¥°(T) shifts to bottom left, leading to an intersection with
G"9(T) at lower T, which means that Ty0n drops with p. If for sufficiently small p, the
intersection is below T}, then the liquid phase is never stable, and the substance un-
dergoes sublimation, which is a first-order phase transition from the solid to the gas,
and vice versa. This is shown by the dashed curve in Fig. 1.14.
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Figure 1.14: G as a function of T for the solid, liquid, and gaseous phases of sodium chloride (NaCl);
G(T) for the gas is drawn for two pressures p = 1barand p = 107 bar. T; - fusion point, Tyo; -
boiling point, T, — sublimation point.

1.2.3.2 Mixture phases
The Gibbs energy of a mixed phase ® can be expressed as the sum

G® =G°+ G4+ G, (1.26)

where G° is the scaled contribution of the pure components. In systems with two com-
ponents A and B, this is the straight line

G% =xG® + 1-x)G* (1.27)

connecting the values for the pure components, where x is the molar fraction of com-
ponent B (see Fig. 2.45). If A and B can be mixed in one phase (e. g., in a solid or liquid
solution), then the disorder of this phase grows, and this enhances its entropy S. This
is basically a statistic effect, which is independent of the chemical nature of the corre-
sponding atoms. Nevertheless, increasing S results with (1.25) in a reduction of G for
T > 0 and hence in a stabilization of the phase. This stabilizing Gibbs energy contri-
bution G to G® (1.26) appears without energetic interaction of the species (AH'® = 0,
hence obeying Raoult’s?® law),

, C

G = _RT Y x;Inx; (C components) (1.28)
i

=-RT[xInx + (1-x)In(1 - x)] (2 components), (1.29)

20 Francois Marie Raoult (10 May 1830-1 April 1901).
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and lowers the Gibbs energy of the phase for intermediate compositions; the effect
is maximal if the concentrations of all components are equal (x = 0.5 for systems
with two components). Also, for mixture phases with high number of components
(C 2 5), the maximum G4 is reached for identical concentrations for all components,
and unexpected metallic or compound mixture phases, called “high-entropy alloys”,
were reported (HEAs; see Section 1.5.3.5).

Simplify equation (1.28) for the case of C components with identical composition. How large is the
impact on G® for C = 6 at T = 1000 K?

The contribution G** summarizes deviations from the ideal behavior, which result,
e.g., from attraction or repulsion or from complicated shapes of the interacting
species. In cases where the components are very similar and for very high temper-
ature, G** can sometimes be neglected, and the phase behaves ideal. If a mixed liquid
phase and a mixed solid phase are in equilibrium, then a “mixed crystal” system is
formed, which will be described in Section 1.5.1.2.

1.3 Thermoelectricity, thermocouples

1.3.1 Phenomenological description

The transport of heat and electrons in solids is coupled, and these coupling effects

are called thermoelectric effects, among them, Seebeck®! and Peltier® effects. Both

effects are reciprocal. Compared to these effects, Thomson? and Bridgman?* effects

are usually small. The Seebeck effect gives a physical basis for thermocouples.

Seebeck: Two different metals A and B (or other conductors) are electrically con-
nected in a way schematically shown in Fig. 1.15, and the connections are held
at different temperatures. Then a thermovoltage AU = $ABAT appears between
both connections. A detailed treatment shows that Z is a second-rank tensor. How-
ever, the tensor description is necessary only for most anisotropic materials like
crystals (cf. the two different values for Sb crystals in Table 1.5) and textures, but
not for isotrope polycrystals like thermocouple wires (Nye, 1957).%

Peltier: In a setup similar to Fig. 1.15 an electric current is created by applying a volt-
age between poles (1) and (3). Then, in addition to the Joule?® heating RI? (where R

21 Thomas Johann Seebeck (29 March 1770-10 December 1831).

22 Jean Charles Athanase Peltier (22 February 1785-27 October 1845).
23 William Thomson, 1. Baron Kelvin (26 June 1824-17 December 1907).
24 Percy Williams Bridgman (21 April 1882-20 August 1961).

25 John Nye (26 February 1923-8 January 2019).

26 James Prescott Joule (24 December 181811 October 1889).
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T T

Figure 1.15: Measurement of the thermovoltage between two different metals A and B forming a
thermocouple pair. The two welding points between the wires are held at different T;, 7,. All other
points are held at some constant T. (1)-(2) is the thermovoltage related to T;; (1)-(3) is related to the
difference T; — T,, and hence the differential thermal analysis (DTA) signal; see Fig. 2.1(a).

is the electrical resistivity), which is created everywhere along the different wires,
thermoelectric heating +IT*B] or cooling appears at the welding points. The Peltier
and Seebeck coefficients are related by "B = T=2B, which implies that IT is also
a second-rank tensor.

Thomson: Additional heating and cooling +7AI9T/dx also appears if the system of
different wires in Fig. 1.15 is replaced by one single wire A and, at the same time,
a temperature gradient is opposed to it. The Thomson effect describes the tem-
perature dependence of the Seebeck effect, which can be expressed as 9£*B/oT =
—™(T)/T +8(T)/T.

Bridgman: Additional heating and cooling appears in one material if the current
density inside the wire changes with x. This may result from nonconstant cross-
section, but also due to variable crystallographic orientation inside the wire.

If the measurement of AU® in Fig. 1.15 is performed without current flow, e. g., by
compensation, then it depends only on the temperature difference AT, and 2B jsama-
terials parameter of the combination A-B. If, moreover, one of the welding points is
placed in a thermostat (e. g., T; = const. = 0°C in ice/water), then the thermovoltage
depends only on the temperature of the other welding point and can be used to mea-
sure T,. This is technically used by thermocouples (Table 1.4), which are available for
a wide range of temperatures and chemical environments. For very low temperatures,
however, thermocouples cannot be used as B L, 0forT — 0.

Thermocouples are based on the Seebeck effect and represent an important device for temperature
measurements in thermal analysis.
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Table 1.4: Thermovoltage (in mV, DIN EN 60584-1) of several common thermocouples, positive pole

first. Type ) = “iron/constantan”. Type D is occasionally called “type W”.
T (°0) Type) Type S Type B Type D
Fe/Cu55Ni45 Pt90Rh10/Pt Pt70Rh30/Pt94Rhé6 W97Re3/W75Re25
-200 -8.15 - - -
-100 —4.60 - - -
0 0.00 0.0000 0.0000 0.000
100 5.37 0.6459 0.0332 1.145
200 10.95 1.4408 0.1783 2.602
300 16.55 2.3230 0.4306 4.286
400 22.15 3.2594 0.7865 6.129
500 27.84 4.2333 1.2418 8.076
600 33.66 5.2387 1.7919 10.085
800 46.23 7.3445 3.1536 14.170
1000 - 9.5870 4.8343 18.226
1200 - 11.9510 6.7864 22.142
1400 - 14.3723 8.9562 25.875
1600 - 16.7768 11.2630 29.403
1800 - - 13.5913 32.702
2000 - - - 35.707
2200 - - - 38.289
2400 - - - 40.223

It should be noted that the thermoelectric properties depend on crystal defects, such
as impurities or large dislocation densities. Consequently, thermocouples must be
handled with care, and strong bending of the wires must be avoided. For thermocou-
ples made of platinum (type S or B), oxidizing conditions are optimal. If heated for
long time under strongly reducing conditions, alloying with C, S, As, or volatile met-
als (Ga, Bi) may occur (“platinum poisons™). This can affect the measured AU™B and
finally destroy the thermowire.

The Peltier effect is used mainly for refrigerators without moving parts for appli-
cation in households, laboratory, and industry. “Camping coolers” that can be run by
the 12V DC power supply of cars, cooling stages for microscopes, and coolers for SDDs
(silicon drift detectors) in EDX are examples. As the Peltier and Seebeck effects are re-
ciprocal, the same materials show high efficiency. It should be noted, however, that
the Seebeck effect is mainly used with thermocouples for measuring T, where the total
height of the signal is not so important, and mainly long-term stability is required. In
contrast, for Peltier coolers, high efficiency is inevitable to overcome the Joule heat-
ing (which is always present) by the thermoelectric cooling effect. Some data can be
found in Table 1.5.
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Table 1.5: Absolute Seebeck coefficients for several materials near room temperature, mainly after
Paufler (1986).

Material A vk Material A vk Material A vk

Se +1000 Au +1.1 n-Bi,Tes -230

sb | +206 Pt ~44  PbysGes;Sesq ~1990
1c +46.8 Ni -19.9

1.3.2 Atomistic description

As indicated before, all thermoelectric effects can be related to the Seebeck coeffi-
cient ¥ and its dependence on material, temperature, and crystallographic orienta-
tion. The different dependence of the electronic structure for different materials is re-
sponsible for these effects. We find

2 kZ
y- L% T< O1n Feject, ) , (1.30)
3 e oe e=ep

where the last term is the dependence of the electrical conductivity 0. On the energy
of electrons at the Fermi”’ energy ey.

1.4 Phases

A phase is a volume filled homogeneously with matter in dimensions that are large
compared to interatomic distances. The latter restriction is necessary because atoms
of different chemical elements are of course different; nevertheless, chemical com-
pounds can form phases. In every system where gases exist (including thermal ana-
lyzers), these gases form usually one phase only, because under not too extreme con-
ditions (see, e. g., Senesi et al., 1997), all gases intermix in arbitrary ratio. This is not
always so for the liquid aggregation state of different substances. Substances of similar
chemical nature can often (but not always) be mixed in their liquid (molten) states:

— Many molten metals form one liquid metallic phase, but, e. g., liquid Pb shows
with many other liquid metals a “miscibility gap” with two separate liquid
phases (Teppo et al., 1991).

—  Water mixes in arbitrary ratio with lighter alcohols like CH;0H (methanol) and
C,H;0H (ethanol), but from 1-butanol upwards the mutual miscibility is increas-
ingly limited at room temperature (Barton, 1984).

— Ionic compounds are often miscible in the liquid state if their anions are identical
or similar.

27 Enrico Fermi (29 September 1901-28 November 1954).
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If the liquid aggregation states of compounds cannot be mixed, then they form two or
even more liquid phases, e. g., water and oil.

The miscibility of different solid substances depends on even more conditions.
Besides a sufficient degree of chemical similarity (like given above), some crystallo-
graphic aspects are important, which will be described in the next subsection.

1.4.1 Some crystallography

A vast majority of solids appears in crystalline state. Crystals are not necessarily large

(and often beautiful) specimen that can be found in mineralogical collections world-

wide or as gemstones, in technical devices like computers, lasers, light emitting diodes

(LEDs), or some sensors. Nearly every stone, every nail in the hardware store, and even

parts of our human bodies are crystalline at least on a microscopic scale. Besides crys-

tals, two other types of solids exist:

Glasses are solids that exist metastably in nonequilibrium. This leads to some spe-
cific features like glass transitions, where thermal analysis curves show charac-
teristic effects, like those shown in Fig. 1.5. Glasses have no sharp melting point;
instead, they become softer upon heating beyond the glass transition until they
finally form a melt, usually, with high viscosity. From the structural point of view,
glasses are short-range ordered over a range of a few interatomic distances but are
disordered over longer distances.

Quasicrystals were discovered by Shechtman et al. (1984)“° and represent ordered
solids on short and long distances. It should be mentioned, however, that the
existence of structures possessing as well short-range as long-range order, but no
translational symmetry in three dimensions (what accurately meets the definition
of quasicrystals, too), was very detailed dealt with already more than 20 years
earlier by Dornberger-Schiff (1964),” who named them OD-structures (order-
disorder-structures), and by Bohm (1967, 1968),3° who named them metacrystals.
The thermodynamic behavior of these still somewhat exotic materials is very
similar to “normal” crystals (see below); but from the structural point of view,
they are significantly different, because quasicrystals have no translation sym-
metry. This means that the atomic arrangement of quasicrystals cannot be built
up by stacking smaller structural units (“unit cells”) periodically in three di-
mensions like shown for a crystal in Fig.1.16. This is an exclusive property of
crystals.

)28

28 Daniel “Dan” Shechtman (born 24 January 1941).
29 Katharina Boll-Dornberger, or Kdthe Dornberger-Schiff (2 November 1909-27 July 1981).
30 Joachim Bohm (born 25 March 1935).
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x

Figure 1.16: 2 x 2 x 1 stacking of orthorhombic unit cells. The dimensions along the x, y,z axes in the
orthorhombic system (Table 1.6) are the lattice parameters a # b # c. In the orthorhombic system
the angles between axes are {(b,c) = a = £L(c,a) = B = L(a,b) =y = 90°.

It is beyond the scope of this book to give here an extensive introduction into the sci-
ence of crystallography. For this, the reader is referred to other print or web resources,
e. g., Kleber et al. (2021),>! Borchardt-Ott (2012),%? Julian (2015), IUCr (2020). However,
it is important to know that crystals are stackings of identical unit cells in all three
dimensions of space. Figure 1.16 shows this schematically for a stacking in two di-
mensions; stacking in the third was not drawn for better recognizability. Every unit
cell (e. g., the gray cell in the origin of the coordinate system in Fig. 1.16) contains a
set of atoms at specific coordinates inside the cell. These atoms must occur in the sto-
ichiometric ratio of the substance, because all cells are identical: a copper unit cell
contains only Cu atoms, a sodium chloride unit cell contains Na* and C1” as 1: 1, and
a cane sugar unit cell contains carbon, hydrogen, and oxygen in the ratio 12 : 22 : 11,
because the chemical sum formula is C;,H,,0;;. The atomic positions inside the cell,
together with the geometrical dimensions of the unit cell a, b, c,a, 8,y, describe the
crystal structure of the substance. Crystal structures are often determined by diffrac-
tion of X-ray radiation.

The most general shape of a unit cell is the parallelepiped. Such volume is lim-
ited by three pairs of identical parallelograms with arbitrary sides a, b; b, c; and c, a.
3D stacking of parallelepipeds gives a triclinic lattice, which can be described by tri-
clinic coordinates. A triclinic lattice has either no symmetry elements, except the iden-
tity 1, or it has besides 1 the inversion center 1 (spoken “bar one”), which combines an
atom A at coordinates x,,y,,z, with an identical atom at coordinates —x,, —ya,—2a.
The translations are symmetry elements of every lattice too. More options do not ex-
ist, and these sets of possible combinations of symmetry elements are called a space
group. Hence we can conclude that only two space groups (P1 and P1) are compatible

31 Wilhelm “Will” Kleber (15 December 190627 August 1970).
32 Walter Borchardt-Ott (16 November 1933-19 January 2012).
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with a triclinic lattice. The letter P stands for a “primitive” lattice, because it has lattice
points only at the corners of the unit cells, like the orthorhombic lattice in Fig. 1.16. Be-
sides P, in general, the following lattices exist: F (face centered = one additional lattice
point on every face center); I (german innenzentriert = body centered = one additional
lattice point in the center of the unit cell); C, A (lattice points on the faces where z or
x points out; R (rhombohedral lattice, see caption of Table 1.6).

Table 1.6: The seven crystallographic coordinate systems (“crystal systems”) and the correspond-
ing numbers of space groups. The total number of space groups is 230. The hexagonal lattice can
alternatively be described in rhombohedral coordinates witha=b=canda =B =y # 90°.

Crystal system Lattice parameters Space groups
triclinic at+tb+ca+B+y 2
monoclinic atb+ca=y=90%B+90° 13
orthorhombic atb+ca=B=y=90° 59
tetragonal a=b+ca=B=y=90° 68
trigonal a=b+ca=y=90;p=120° 25
hexagonal a=b+ca=y=90;B=60° 27
cubic a=b=ca=B=y=90° 36

A space group symbol in the nomenclature of the International Union of Crystallography IUCr, as de-
fined by Hahn et al. (2016), consists in its first position of an italic letter (P, /, F, A, C, R) describing the
lattice type. Then for up to three symmetrically independent directions (so-called viewing directions),
symmetry elements are given: 6,4, 3, 2,1 for rotation axes, where 1is the identity; 6,4,3,2 = m,1are
combinations of a rotation with an inversion (rotoinversion), where m is a mirror plane, and 1is the in-
version center. Symbols like 3, stand for screw axes, and letters like c, b, a, d, n for glide planes. Space
group symbols like P% = P2/m mean a 2-fold axis 2 standing orthogonal on a mirror plane m.

Substances with triclinic crystal lattices are found seldom in nature, and lattices
with higher symmetry are more common. Organic solids often have monoclinic or or-
thorhombic lattices. Very simple inorganics (many metals, simple oxides, or halides)
are often cubic. However, this is only a general trend: for example, Zn is hexagonal,
Sn is tetragonal, and Ga is orthorhombic. With the number of symmetry elements,
also the number of possible combinations of these symmetry elements, and hence
the number of space groups, grows significantly. In total, 230 space groups where
shown to exist, and each of them is compatible with one of seven lattices given in
Table 1.6.

In the beginning of this section, some preconditions for the miscibility of liquids
were given, and it was mentioned that the requirements for solids are even harder:

33 Theo Hahn (3 January 1928-12 February 2016).
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It is a necessary but not sufficient condition for complete miscibility of different crystalline solids that
they have identical crystal structure, which implies that they belong to the same space group. Another
requirement is that their lattice parameters may not be too different, which typically means that the
lattice constants should not differ by more than = 10...15%.

A small selection of the thousands known crystal structures is shown in Figs. 1.17
and 1.18, and in the caption, for each structure, the space group and the required lat-
tice parameters are given. All structures from Fig. 1.17 are cubic, and from Table 1.6 we
see that only one lattice parameter (the edge length a of the unit cell) is independent.
The tungsten structure in Fig.1.17 (a), already solved by Davey (1925),>* is identical
with the body centered cubic (bcc) lattice, but copper in Fig. 1.17 (b), taken from the
famous collection by Wyckoff (1963),% corresponds to the face centered cubic (f. c. c.)

lattice. This difference of crystal structures does not allow the formation of an unlim-
ited series of mixed crystals between them, and hence in the solid state, W and Cu will
form separate phases if they coexist in a system. (It should be mentioned, however,
that a minor “rim” mutual solubility is not forbidden, see Section 1.5.1.2).

Figure 1.17: Four simple cubic crystal structures. (a) W (Davey, 1925, Im3m, a = 3.158 R), ib) cu (Wyck-
off, 1963, Fm3m,a = 3.61496 A), (c) NaCl (Na* yellow, CI” green, Abrahams and Bernstein, 1965,
Fm3m,a = 5.62 &), (d) CsCl (Cs™, yellow, CI™ green, Wyckoff, 1963, Pm3m, a = 4.123 A).

Most alkali halides and also some oxides (e. g., MgO), sulfides (e. g., BaS), and ni-
trides (e. g., TiN) crystallize in the NaCl (“halite”, Abrahams and Bernstein, 1965°°)
structure, which is shown in Fig.1.17 (c). In this structure, every cation is octahe-
drally coordinated to six anions, and vice versa. (The coordination polyhedra are not
shown in Fig. 1.17.) CsCl is an exception and crystallizes in a crystal structure shown
in Fig. 1.17 (d) and received its name from this substance. Here the coordination poly-
hedron is a cube (also not shown).

Figure 1.18 shows two different structures of the compound CaCO;. Both modifi-
cations can be found as minerals in nature, but only the calcite structure is thermody-
namically stable under ambient conditions. The aragonite modification has a higher

34 Wheeler Pedlar Davey (19 March 1886-12 October 1959).
35 Ralph Walter Graystone Wyckoff (9 August 1897-3 November 1994).
36 Sidney Cyril Abrahams (28 May 1924-9 February 2021).
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a)

Figure 1.18: Crystal structures of two modifications of CaCOs in polyeder projection (Ca®* blue, C**
brown, 0% red, Ca®* is octahedrally coordinated by six 0%, C* is planar coordinated by three 0%
to CO%’ anions. (a) Calcite (Graf, 1961, R3c,a = 4.99 A, ¢ = 17.0615 A). (b) Aragonite (Villiers, 1971,
Pncm,a = 4.9614A, b = 7.9671A, ¢ = 5.7404 A.)

Gibbs energy than the calcite modification (Backstrom, 1925),% but the phase transi-
tion rate to the stable calcite modification is so low that aragonite can be considered
metastable. In contrast to Fig. 1.17, the structures in Fig. 1.18 where drawn with coor-
dination polyhedra to make their structural similarity more obvious. However, calcite
contains planar CO%‘ (carbonate) anions, and Ca?' in octahedral (6-fold) coordina-
tion, whereas the Ca’?* coordination is 9-fold in aragonite.

1.4.2 Phase transitions

1.4.2.1 Structural aspects
A phase transition is often associated with a significant change of the atomistic struc-
ture of matter, where usually its symmetry also changes. We have to compare and dis-
cuss the crystal structures of the phases involved, which is performed in the frame-
work of crystallography and their terminology. Here we give only a very brief overview;
for details, the reader is referred to the textbooks on crystallography mentioned in Sec-
tion 1.4.1.

The symmetry of a crystal can be described by its space group. 230 space groups
in three dimensions are described in the “International Tables for Crystallogra-
phy” (Hahn et al., 2016). Each of these groups can be attributed to one of the seven

37 Hans Lemmich Juel Backstrém (18 December 1896—1 August 1977).
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coordinate systems given in Table 1.6. For the subject of this book, transitions between
solid phases are often relevant, e. g., between the aragonite and calcite structures of
CaCO; (Fig. 1.18). Also, melting, the transition between a solid (crystalline) phase and
a liquid, is a phase transition. However, also a liquid can undergo a phase transi-
tion to another liquid phase, e. g., the nematic/smectic transition of liquid crystals
(Lavrentovich and Terent’ev, 1986).

Crystals may contain different types of symmetry elements, among them, 6-, 4-, 3-, and 2-fold rotation
axes, which generate rotations with angles of 60°,90°,120°, or 180°, respectively, and their multiples.
Besides, rotoinversion axes, screw axes, and glide planes are possible in crystals. In quasicrystals,
however, also “noncrystallographic” axes can occur, which generate, e. g., 5- or 10-fold symmetry. In
liquids and in ceramic and metallic textures, co-fold rotation axes are also observed, which means
that rotations by infinitesimally small angles are possible.

A change of the crystal structure can mean that atoms or ions have to move by dif-
fusional steps over significant distances. Cesium chloride is an example: this sub-
stance undergoes at T; = 470 °C a transition from the CsCl crystal structure (space
group Pm3m) to the NaCl structure (space group Fm3m), which is stable at T > T,
(see Fig. 1.17). During this large structural change, even the coordination of the ions
is changed, which means almost a reconstruction of the crystal structure, and this
transformation is called a reconstructive phase transition, following the classification
of Buerger (1951).%® Reconstructive transitions are accompanied by a change of en-
thalpy; for the CsCl transition, this is AH, = 3765.6 J/mol.

The substance SiO, can appear in a wide variety of modifications, and Fig.1.19
shows two of them: a-quartz is stable at ambient conditions and is the most abundant
modification in nature. Already below T; = 573 °C = 846 K the [SiO,] tetrahedra start
to turn and stretch slightly, and this process is finished at T;. The atomic coordinates
in the resulting f-quartz modification Fig. 1.19 (b) are only slightly different from those
of the a (“low quartz”) modification shown in the left drawing. It is called a displacive
transition, because the transition proceeds by slight displacements of atoms without
breaking bonds between them. Christy (1993) points out that the distinction between
displacive and reconstructive phase transitions is somewhat subjective and proposes
a classification according the symmetry relationships between the modification; then
for a “type I” transition, the space group of one modification should be a subgroup of
the space group of the other modification. For the a — § transition of quartz, this is the
case, because the low-T space group P3,21 is a subgroup of P6,22.

For the CaCO; modifications aragonite and calcite shown in Fig. 1.18, structural
relationships are not as obvious as for quartz. In both modifications, planar CO§’
complex ions are connected via Ca?* ions; however, the aragonite structure is denser
packed (the density of calcite is 2.711 g/cm’>, aragonite 2.930 g/cm?), and every Ca?" is

38 Martin Julian Buerger (8 April 1903-26 February 1986).
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a) b)

Figure 1.19: Crystal structures of two modifications of SiO, in polyeder projection (data from Kihara,
1990, Si** blue, 02~ red, (a) a-quartz at T = 298 K (P3,21,a = 4.9137 A, ¢ = 5.4047 A). (b) B-quartz at
T = 848K (P6,22,a = 4.9965A, c =5.4570A.)

coordinated to 9 0>~ for aragonite, rather than to 6 0% for calcite (Reuf, 2003). How-
ever, again small rotations and deformations of the coordination polyhedra can con-
vert one modification into the other. In contrast to quartz, the symmetry is significantly
changed here between rhombohedral (trigonal, space group R3c) and orthorhombic
(space group Pmcn).

If a solid substance undergoes a phase transition and changes its crystal structure to a new modifi-
cation, then it becomes a new phase. In equilibrium, sometimes two (or at a triple point, even three)
modifications may coexist; then each modification forms a separate phase.

As a rule of thumb, the modification that is stable at higher T has often a higher sym-
metry. If the subsequent modifications are named by greek letters, then one often
starts with a for the modification that is stable immediately below the melting point,
and with lower T, B, v, ... are following. However, exceptions occur, and, e. g., a-quartz
is more stable at lower T than -quartz.

1.4.2.2 Thermodynamic aspects
An alternative classification of phase transitions was introduced by Ehrenfest®
(Jaeger, 1998) and relies on the behavior of derivatives of thermodynamic potentials.

In the Ehrenfest classification, a phase transition of order n shows a discontinuity in the nth deriva-
tive of a thermodynamic potential. This means that for a first-order transition, from equation (1.25) we
obtain (6G/dp)r = V and (9G/dT), = -S, and hence V and S undergo abrupt changes at a first-order
transition (also, H = 9(G/T)/0(1/T) is discontinuous). For a second-order transition, the first deriva-
tives of G change continuously, but the second change abrupt, e.g., (dH/dT), = ¢,, see equation
(1.19). Transitions of third or higher order are rarely reported, and experimental evidence is tenuous
(Kumar, 2003; Janke et al., 2006).

39 Paul Ehrenfest (18 January 188025 September 1933).
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For thermal analysis, the most significant difference between first- and second-order
transitions is that a heat of transition Q = AH appears only for the former. In Fig. 1.7, all
three steps in the H(T) curve of sulfur result from first-order transitions, and also the
transitions of selected substances used for the calibration of thermal analyzers (see
Table 2.2) are without exception of first order, because only a significantly large latent
heat (transformation, often melting) leads to a sufficiently large DTA or DSC peak.

Landau (1936)*° introduced a thermodynamic approach for second-order transi-
tions, where an order parameter Q results in the excess Gibbs energy term

G=H-TS= %A(T -T)Q* + %BQ“ + éQ6 (1.31)

(A4, T.,B, C are constants), which describes the behavior of measurable physical quan-
tities M such as specific heat capacity, polarization, or atomic positions near second-
order phase transitions by expressions of the type

M |T.-T|™%, (1.32)

where T, is the transition (sometimes called “critical” or Curie™) temperature, and
a= % is the “critical exponent”. Second-order transitions proceed by different mech-
anisms: Small movements of atoms and turns of coordination polyhedra are one op-
tion (“displacement type”), but some compounds like the 1 : 1 CuZn alloy (8/8' brass)
show “order—disorder” transitions between a body-centered disordered cubic struc-
ture (space group Im3m at high T) and a CsCl-type ordered Pm3m structure at low T.
In both structures the atoms sit on identical sites in the crystal lattice, but the distri-
bution of Cu and Zn over these sites is different (Yeomans, 1992). The (o anomaly of
nickel in Fig. 1.3 results from a ferromagnetic/paramagnetic second-order transition
of this metal, which was also observed by DSC measurements (Lopeandia et al., 2008)
and neutron diffraction (Drabkin et al., 1969).

The transitions between a ferroelectric phase (at low T) and a paraelectric phase
(with higher symmetry, at high T) are usually of the second order; an example with
high technical relevance is lithium niobate Li;_,NbO3, which crystallizes from the
melt in the paraelectric R3¢ phase and transforms below the Curie temperature T¢ =
1020 °C to a ferroelectric R3¢ phase (T depends on x, Carruthers et al., 1971). Dohnke
et al. (2004) observed this transition by weak DSC effects. For a comprehensive intro-
duction to the Landau theory, the reader is referred, e. g., to Salje (1990).%?

From the structural point of view, first-order transitions are often reconstructive
and proceed at one specific transition temperature T;. At T;, low-T and high-T phases
coexist in equilibrium, but immediately below or above T;, one of the coexisting

40 Lev Davidovich Landau (9 January 1908-1 April 1968).
41 Pierre Curie (15 May 1859-19 April 1906).
42 Ekhard Salje (born 26 October 1946).
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phases disappears. The melting of ice to water at T; = 0°C is a good example. H(T)
jumps at T, from a value for the low-T phase to a different value for the high-T phase
discontinuously, and hence transitions of first order are often called “discontinuous
transitions”. However, it should be taken into account that this is strictly true only
for pure substances (one component). Some phases like mixed crystals, which will
be discussed in Section 1.5.1.2, show melting over a finite T range. Also, this melting
needs a certain heat of fusion AH and is therefore clearly of first order, but the term
“discontinuous transition” could be misinterpreted, because the melting process is
not restricted to a fixed value T;.

Second-order transitions are from the structural point of view often displacive.
They are smeared over a transition range of typically several 10 K or even more, and
they are (at least in theory) not accompanied by a latent heat of transformation. It
was already mentioned at the end of Section 1.1.1 that the discrimination if a transi-
tion is in fact of second order or “weakly” first order is often not straightforward. Not
only the enthalpy increment necessary to perform a first-order transition, but also
the ¢, (T) maximum (A; see the Ni curve in Fig.1.3) connected with a second-order
transition results in an increased demand of energy during heating cycles in DTA or
DSC measurements. As described in Sections 2.1 and 2.3, this can be interpreted as
“weakly” first-order transitions. In the FactSage 8.0 (2020) databases, we find, e. g.,
AH, = 498.9]/mol for the displacive transitions a-quartz — B-quartz (Fig.1.19) and
AH, = 183.3]/mol for the displacive transition aragonite — calcite (Fig. 1.18), which
are very low compared to a reconstructive transition between solid phases (CsCl,
Figs. 1.17 (c) and (d), AH, = 3.7656 kJ/mol) or melting (for CsCl, AH; = 15.8992k]J/mol).

At the melting point of NaCl (T; = 800.65°C = 1073.8 K, Fig.1.14), the entropy of the solid .phase
is S,ﬂ‘;‘u = 143.655)/(molK), and the entropy of the liquid phase has the higher value S“‘;Cl =
169.878)/(mol K). How large is the heat of fusion (melting enthalpy AH;)? Hint: Use equation (1.25).

1.5 Phase diagrams

In this chapter, we present the most prevailing types (topologies, geometries) of x — T
phase diagrams, where x stands for the concentration, and T stands for the tempera-
ture. Other possible coordinates for phase diagrams (pressure p, magnetic or electric
fields H s E , ...) are not so relevant here because the variation of T for different sample
compositions x is a basic principle of thermal analysis.

Whenever possible, concentrations should be given as molar fractions x of the components. More-
over, it is sometimes useful to choose components in such a way that their chemical formula units
contain a similar number of atoms or ions. For instance, instead of SrO-Ga,03 (2-5 atoms), we can
choose SrO—%GaZO3 (2-2.5 atoms) as components. The reason is that the slope of phase boundaries
is substantially determined by the number of microstates of the system and hence by its entropy (see
Section 1.2.2), and this scales with the number of interacting species.
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1.5.1 Binary phase diagrams without intermediate compound

1.5.1.1 Leverrule

Why three phases cannot coexist in a phase field (area) of an isobar binary phase diagram?.

Binary phase diagrams in concentration—temperature (x — T) coordinates contain
phase fields (areas) with one or two coexisting phases. In Fig.1.20 the gray fields
contain only the phase ®@; or ®,. Within both fields, every point designates specific
thermodynamic conditions (a concentration of the corresponding phase x and its
temperature T) where this phase is stable.

(I)l

ol o ]’l)

N Dy

I
L
A 2 BTy 2®2 B

Figure 1.20: The lever rule for a binary system B—A. The gray regions are phase fields where only
one phase ®; is stable. (Often @, is the melt, and ®, is a solid solution.) The compositions x®* and
x®2 and their amounts N®* and N®2 of both phases that are in equilibrium for an overall (system)
composition x, can be derived from the “lever” or “tie line” at the corresponding temperature Tj.

It is not so for the white phase field @, + @, around the diagonal of the phase diagram.
There every point, say (x,, T), describes only the state of the whole system, which is
composed of two phases in this field. The system must be isothermal, because phase
diagrams are constructed for thermodynamic equilibrium. Hence an isotherm is rep-
resented by a horizontal line in the diagram. The blue horizontal line in Fig. 1.20 is
such an isotherm; it connects the states of ®; and ®,, which are in equilibrium at
the temperature T, with concentrations x* and x®2, respectively. The full blue line is
called a “tie line”. Figure 1.20 describes a “mixed crystal” system. Such systems will
be described in Section 1.5.1.2, but the exact kind of the system is not relevant for the
discussion here; it is only important that the 2-phase-field is neighbor to 1-phase-fields.

n Atie lineis an isotherm in a phase diagram that connects equilibrium states.
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The tie line in Fig. 1.20 allows us to determine not only the concentrations x® and x®:
for both equilibrium phases, but also the corresponding amounts N®' and N®2. The
lever rule

NP x® - Xg

NCDZ = m (133)

says that the tie line can be considered as a mechanical lever suspended at x,,. The two
loads act on both ends of the lever and are inverse proportional to the corresponding
amounts of the phases. In Fig. 1.20 the point x, is slightly left from the center of the
2-phase-field, closer to the @, field. Consequently, the ratio N®1/N®2 is the length of
the (longer) right lever arm divided by the (shorter) left arm.

We will show in the following sections that different types of horizontal (isotherm)
phase boundaries may occur. Such isotherms include
- eutectic lines (Section 1.5.1.3)
—  peritectic lines (Section 1.5.2.2)
- monotectics (Section 1.5.1.4)
— phase transitions (Section 1.4.2)

and can result from the properties of one specific phase (e. g., phase transitions) or
from the interaction of two or more phases (e. g., eutectics). However, the same pro-
cess always appears at the same temperature. Then the enthalpy change of the system
is only dependent on the amount of material that undergoes the transition. Plots of the
related DTA or DSC peak area A(x,) are linear, because the lever rule (1.33) is a linear
function of the sample composition x,. Such plots were already introduced by Tam-
mann (1905)43 and can be used, e. g., for the determination of the composition where
an effect has its maximum. In Section 3.3, we show this for the determination of the
“eutectic point”, but other applications are possible too.

The idea behind the lever rule can be extended also to systems with three or
more components. This is the concept of “barycentric coordinates” introduced by
Mobius (1827).** For three components A, B, C, this is demonstrated by the mechan-
ical model in Fig. 1.21, where the blue dot represents the overall composition of the
system xéA), XE)B), xgc). The concentration values are not necessarily scaled with respect
to pure A, B, C. Instead, the three phases @; (i = 1,...,3) are used as a basis. The
aggregation state of @; is not relevant; variable compositions (e. g., melts) are also
possible. For details, the reader is referred, e. g., to Vince (2006), Wolfram Research
(2020).%

43 Gustav Heinrich Johann Apollon Tammann (16 May 1861-17 December 1938).
44 August Ferdinand M&bius (17 November 1790-26 September 1868).
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Figure 1.21: The barycentric theorem as extension of the lever rule (Fig. 1.20) to ternary systems. If
the overall (system) composition x(A),xéB),xéo evokes from 3 phases, then their amounts N® (i =
1,...,3) balance the gray concentration triangle. The edges of the triangle are tie lines.

An analytic description of the barycentric theorem is given by
NP (x(()k) - xg)‘) +N® (xék) - x;(DZ) +N® (x(()k) - x%) =0 (1.34)

(k = A, B, C; Paufler, 1986) and can be extended to an arbitrary number of phases and
components.

1.5.1.2 Mixed crystals

If the liquid and solid phases of two components A and B can mix in arbitrary ratio,
then the binary phase diagram is similar to Fig. 1.22 (a). At high T, only one phase field
liquid exists with variable composition ranging from pure A (x = 0) to pure B (x = 1).
Also, at low T a phase field solid exists with only one phase, which is a “solid solu-
tion” or synonymous “mixed crystal”. The variable composition of this phase can be
expressed in different ways, e. g., as A;_, B,. If the real composition is not relevant or
not known, then spellings like (A,B) are sometimes used, or A:B for very small con-
centrations (doping) of, e. g., A in B.

In the liquid + solid field, both phases coexist, and the equilibrium concentrations
x4 and x*°! of the liquid and solid mixture phases for every temperature between the
melting points of the pure components can be obtained if a horizontal “tie line” is
drawn at this temperature. Figure 1.22 (b) shows two options, which can be considered
as limit cases for the crystallization of a melt with an arbitrary starting composition x:

45 Stephen Wolfram (born 29 August 1959).
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Figure 1.22: Binary phase diagram A-B, where both components show complete miscibility in the
liquid and solid states. (a) with labels for the three phase fields; (b) shows possible crystallization
paths during cooling of a melt with initial composition xj.

1. Cooling of the homogeneous melt proceeds down to T;, where crystallization of
starts with an infinitesimal amount of the
solid. For a lower temperature T' (T, < T' < T,, not shown in Fig.1.22 (b), the

a solid solution with composition x*!

. . qs . sol . .. s1s1o s
corresponding tie line would result in another x'~ < x*°!, which is in equilibrium
. li i . . s
with another x' ' < x9. This process continues until T, is reached, and one ho-
mogeneous solid solution remains, which has the same composition x like the

initial melt. This process has the name
= equilibrium crystallization.

2. Again, cooling of the homogeneous melt proceeds down to T}, where an infinites-
crystallizes. However, if the initially
crystallized material cannot equilibrate continuously with the remaining melt,
then the melt depletes by the higher melting component (here B), and its compo-
sition moves downward the upper phase boundary (“liquidus”) toward the pure
component A. Accordingly, then the finally crystallizing material solidifies at Tﬁ

imal amount of a solid with composition x*°!

and is almost pure A. This process of component segregation has the name
= Scheil**—Gulliver" crystallization.

B it B

The crystallization path of real systems is often intermediate between equilibrium and Scheil-Gulliver
crystallization. Especially for the typical cooling rate 7 ~ 10 K/min during thermal analysis, equilib-

rium often cannot be reached, and the process corresponds more to Scheil-Gulliver.

Above the upper phase boundary in Fig. 1.22, the whole system is liquid, and corre-
spondingly this boundary is called the liquidus (or liquidus line) of the system. Be-

46 Erich Scheil (8 December 1897-2 April 1962).
47 Gilbert Henry Gulliver (187824 October 1952).
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low the lower phase boundary, the whole system is solid, and this is the solidus (or
solidus line). Under some simplifying conditions, both lines can be described ana-
lytically with the following Schréder“®—van Laar® equations, which are valid in this
simple form if no excess Gibbs-free energy contributions are involved (G = 0, see
Section 1.2.3.2 and Schroder, 1893; van Laar, 1908):

A
el B0 -
A B ? ’
FR R e fr)
B
el S D] wrrim e

Equations (1.35) and (1.36) describe a lens-shaped 2-phase-field between liquidus
and solidus, similar to Fig. 1.22. The lens becomes broader for large AH? and AHF and
is asymmetrical (flatter on one side and steeper on the other side) for very different
values of AH? and AHfB. However, both lines are monotonously rising or falling, with-
out intermediate extrema. If, however, such extrema are found experimentally, then
a G*™ # 0 term is required for a numerical description of the system. Such terms often
appear for the solid phase, and they often give a positive contribution to the Gibbs-free
energy of this phase, which destabilizes the solid with respect to the liquid and leads to
a local minimum of liquidus and solidus. Uecker et al. (2017)*° reported such a min-
imum for the pseudo-binary system LaLuO;-LaScOj; close to LaLuO3, with ca. 10 %
LaScO;. With their data, we obtain G** = 1k]J/mol.

In contrast, pseudo-binary systems between near rare-earth scandates REScO;
were found by Uecker et al. (2013) almost ideal and could be described satisfactorily
by the Schréder—van Laar equations (1.35) and (1.36), because the chemical and crys-
tallographic similarity of the components is higher in comparison to LaLuO;-LaScOs;.

If in a mixed crystal system, liquidus and solidus have a local extremum, then this must be a common
extremum for both curves. This means that it must appear at the same composition x,,. and the same
temperature T,,.. The point X,,e, Taze i called the azeotrope point. There crystallization occurs without
segregation: liquid and solid in equilibrium have the same composition x,.

It should be noted that from the thermodynamic point of view, only the type of the
phase transition (first-order) is relevant for the description by the Schréder—van Laar
equations (1.35) and (1.36), but not the aggregation state of the involved phases. Hence
also the evaporation of liquids or first-order transition between solids leads to a sim-
ilar topology of the phase diagram. Abriata et al. (1982) reported the system Zr—Hf,

48 Iwan Schrider (PhD thesis in St. Petersburg, Russia, 1890).
49 Johannes Jacobus van Laar (10 July 1860-9 December 1938).
50 Reinhard Uecker (born 11 May 1951).
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where both components undergo subsequent transitions hexagonal = cubic = liquid
with complete miscibility of the components in all three phases. Correspondingly, the
binary phase diagram shows two stacked 2-phase fields “hexagonal + cubic” and “cu-
bic + liquid”, which separate “hexagonal” (bottom) from “cubic” (middle) and then
“liquid” (top).

Very often, the phases in mixed crystal systems are not ideal, and then the topol-
ogy of the binary phase diagram can significantly deviate from the ideal lens shape in
Fig.1.22. As an example, LaLuO;-LaScO; was mentioned above, and Fig. 1.23 shows
the system KCI-KI, which also deviates significantly from ideality and is discussed
controversially in the literature. This system was reported by Wrzesnewsky (1912) with
an azeotrope point atx =~ 0.45, and Le Chatelier (1894) found the azeotrope at x = 0.50.
More recently, Sangster and Pelton (1987) reviewed the data on this system and pro-
posed a small (4 %) solubility of KI in KCI and a rather large (45 %, equivalent to
x = 0.55 in Fig. 1.23) solubility of KCl in KI with an intermediate miscibility gap.

K(ClD)ss $

K(ClL1)gs(1) + K(CLI) (1)

300 i | | | | | | | A
Ki 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 KClI

Figure 1.23: Blue lines: calculated (but incorrect!) binary phase diagram KCI-KI with an azeotrope
near x = 0.4 and a miscibility gap. The red dotted lines indicate hypothetical alternative boundaries
of this gap. Compare with the correct version in Fig. 3.25.

These discrepancies can be explained by slight variations of the phase diagram. First,
a minimum in the liquidus can be explained by an azeotrope, like shown in Fig. 1.23,
or by a eutectic, like shown in Fig. 1.24. The difference is that below the azeotrope,
one single solid solution phase is stable, and below the eutectic, a two-phase mix-
ture. However, solution phases are stabilized mainly by the Gibbs-free energy of mix-
ing (equation (1.29)), which is proportional T. Consequently, all solutions become
less stable upon cooling, which can result in “demixing”. For the KCI-KI system, this
means that below the lower dome-shaped phase boundary, an initially homogeneous
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Figure 1.24: Binary phase diagram A-B, where both components show complete miscibility in
the liquid state and no miscibility in their solid phases. (a) With labels for the four phase fields;
(b) shows the crystallization path during cooling of a melt with initial composition x,.

K(Cl,I) solid solution decomposes into two isostructural solid solutions K(C1,I)¢,(I) +
K(CLI)(IT) with different compositions.

Like for the demixing of a van der Waals®' gas, the demixing equilibrium curve
(shown in Fig. 1.23) surrounds a spinodal curve, where demixing is expected to oc-
cur spontaneously. The spinodal is not shown in this figure. Between the equilibrium
and spinodal curves, one mixed phase can metastably exist. It should be noted that
the demixing process is often accompanied only by weak enthalpy changes, because
the crystal structures on both sides of the phase boundary are similar or identical.
Besides, demixing requires diffusive steps that tend to proceed slowly, which smears
the small thermal effect over a long period. Hence the observation of demixing is of-
ten performed by alternative methods. Schultz and Stubican (1970), e. g., observed
dark/light contrasts from demixing lamella with =50...200 A thickness in oxide sys-
tems by Transmission Electron Microscopy (TEM). Direct measurements of demixing
by thermal analysis are rare; see, e. g., Velazquez and Romero (2020).

The miscibility gap shown by the blue curve (and with slightly different parame-
ters by the dotted red curves) marks the stability limits. This means that below these
lines, one homogeneous K(Cl,I),; phase is not thermodynamically stable. However,
like for monotectic demixing in a liquid phase (see Section 1.5.1.4), phase separation
requires overcoming some energy barrier. This is possible inside a “spinodal” curve
given by 92G/ox* = 0. Hillert (1961)°* has shown that “upward diffusion” can lead to
periodic concentration fluctuations there.

In Section 3.3.2, we will show by experimental data that the blue lines in Fig. 1.23
are an incorrect representation of the KC1-KI system, because there unlimited mutual
miscibility at least for high temperatures is assumed. It turns out that rather the upper
red dotted phase boundary approaches the truth.

51 Johannes Diderik van der Waals (23 November 1837-8 March 1923) .
52 Mats Hilding Hillert (born 28 November 1924).
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1.5.1.3 Eutectics

In the beginning of Section 1.4, we pointed out that the conditions for mutual miscibil-
ity of liquids are significantly less restrictive than for solids: the latin similia similibus
solvuntur means basically that we have a good chance that the melts of similar chem-
ical compounds can form one single phase. It is not so for solids, where additionally
identical crystal structure is required (see note on p. 26).

A eutectic system A-B occurs if A(liq) and B(lig) are miscible, and A(sol) and
B(sol) not, or at least not completely. In the easiest case the mutual solubility of B
in A(sol) and of A in B(sol) is negligible; then the result is a binary phase diagram
shown in Fig. 1.24. In Section 1.2.3.1, we have seen that a pure substance, e. g., A, has
its melting point Tf‘ there, where the G'9(T) = H9(T) — T - S"4(T) curve of the liquid
phase falls below G°/(T) = H*°(T) - T - S°Y(T) of the solid phase. If we add some
B to the system, then G*(T) is not influenced because no solubility occurs. In con-
trast, SU9(T, x) is significantly increased by the larger disorder resulting from the B
particles (1.20). The solid/liquid phase boundary is more and more bent downward,
because S"(T, x) continuously grows with x. The same discussion can be performed
starting at pure B, and under ideal conditions (no excess enthalpy or entropy), we can
derive the equations

X9 =1 - exp

_%<l_i>], (1.37)

R\T T,
lig" _ _Qe(1_ i)] 1
X exp| -4 (T T (1.38)

for both liquidus curves. In analogy to (1.35) and (1.36), also (1.37) and (1.38) are often
called the Schréoder—van Laar equations. Both curves intersect at the eutectic point
(Xeut> Teur)- If @ sample with composition x, is heated, then it melts completely at the
temperature T,;. Thermal analysis will produce a sharp peak that is not different from
the melting peak of a pure substance. Samples with x’ < x,, start to melt at T, and
first form a melt with composition x,,,; (which is richer in B) under the release of A(sol).
Upon further heating, this A(sol) dissolves continuously in the melt until the liquidus
is reached and a clear melt with composition x’ is formed. Also, samples with X" > x
start to melt at T, but under the release of B(sol) until, after passing of the liquidus,
a single melt phase with composition x” is formed.

In Fig. 1.24 (b) the reverse case is shown, where a melt x,, is cooled until the crys-
tallization of B(sol) starts at T;. Consequently, the melt depletes in B, and with fur-
ther cooling, its composition moves toward x,, (gray dashed arrow). This eutectic
melt composition is reached at T,, and then the remaining melt completely crystal-
lizes.

A practical example for the determination of a eutectic phase diagram is given in
Section 3.3. We will show there that it is useful to plot the area of the eutectic DTA
peak A versus the sample composition x. Already Tammann (1905) showed that the
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functions A(x) rise linearly from both components to x., because for every sample

composition at the identical temperature T, the first portion of melt with identical

composition x,,; is formed. Consequently, the required amount of heat, which is pro-
portional to A, depends only on the portion of the sample that melts at T,,;. According
to the lever rule (Section 1.5.1.1), this portion rises linearly from both pure components

(no eutectic melt formed) to x,,; (100 % eutectic melt formed); see also Rycerz (2013).
Haseli et al. (2021) investigated the pseudo-binary eutectic system KCl-Na,CO; by

DTA, in combination with scanning electron microscpy (SEM) and energy dispersive
X-ray spectroscopy (EDS) of quenched melts. Besides standard measurements with
rates of T = +10K/min, for the determination of x,, the authors performed heat-
ing/cooling runs with rates down to +1 K/min. It was the purpose of these slow rates
to gain, with a better thermal resolution of the system, a better separation of the eu-
tectic peak from the liquidus shoulder close to it. As expected, this better resolution
was obtained; nevertheless, the Tammann construction proved superior for the deter-
mination of the eutectic composition.

We will show later that crystallization takes place often below the equilibrium
temperature where it should occur, a kinetic phenomenon called supercooling. Fig-
ure 2.21 demonstrates this for pure gold. The degree of supercooling depends on the
thermal conditions and on the phase to be crystallized. If near a eutectic point the crys-
tallization of one phase is kinetically prohibited, then nonequilibrium crystallization
can occur. Nakamura et al. (2013) observed this in the system LiF-BiF;, where crys-
tallization of the intermediate phase LiBiF, can be kinetically hindered for BiF;-rich
compositions. As a consequence, DTA peaks related to a metastable LiF-BiF; eutectic
were observed.

In such cases, it is useful to extend the liquidus curves of the neighboring phases
below T,. In Fig. 1.25, this was done by overlaying three (FactSage 8.0, 2020) calcu-
lations:

1. A full calculation, where all solid phases and the Al,05/Er,0; melt (liquid) are
taken into account.

2. A calculation where the right constituent of the eutectic (a-Al,05) is made dor-
mant, which means that it is not allowed to be formed. This results in the dashed
right extension of the Er;Al;Oy, liquidus below T,

3. A calculation where the left constituent (Er;Al;0;,) is made dormant. This results
in the dashed left extension of the a-Al,05 liquidus below T,

If in an experiment the crystallization of one neighboring phase is kinetically hin-
dered, then the formation of the other phase may occur at these dashed lines. In
the shaded, almost triangular region below both dashed lines, self-organized eutec-
tic structures can occur. Orera et al. (2012) gives an overview on the production of
such structures by directional solidification of eutectic melts. The preparation and
measurements of optical and mechanical properties of Er;Al;0;,/a-Al,05 eutectic
metamaterials were described by Nakagawa et al. (2005).
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Figure 1.25: Phase diagram Al,03—Er, 03 calculated with FactSage 8.0 (2020). According Wu and
Pelton (1992), for the eutectic between Er;Al;04, and Al,03, we have T,y = 1802°C and Xy =
0.805. The liquidus curves of these two phases are prolongated below Tg;.

1.5.1.4 Monotectics

Not all liquids (melts) can be mixed in arbitrary ratio. Already in the introduction to
Section 1.4, we pointed out that substances with very different chemical nature (like
water and oil) can hardly be mixed in any condensed phase. However, for inorganics
with often ionic or metallic bonding, the chemical similarity may not be so strong like
it seems on the first look: Some metals cannot be mixed in molten state, and some “net-
work forming” oxides tend to form complex anions. Silicates and borates, e. g., have
often complex anions of the kinds [Si04]4‘, [81207]6‘, [BO3]3_, [B205]4‘, and so on. If
such complex anions occur in a system together with simple oxides, like CaO, some-
times, a homogeneous melt cannot be formed; rather, a miscibility gap (“demixing”)
may occur. The CaO-SiO, system is an example of high technical relevance, especially
in the building materials industry for the production of portland cement; there a mis-
cibility gap occurs for SiO,-rich melts (Eriksson et al., 1994).%

A miscibility gap in the melt leads to monotectic melting, and the topology of a
simple monotectic system is shown in Fig. 1.26. In this system, both components are
immiscible in the solid state, but complete miscibility in the molten state occurs only
above some critical temperature T.. Below T, the mutual equilibrium solubility lim-
its are described by the dome-shaped line in the center of the diagram. It should be
added that demixing occurs usually not immediately below the solid dome, because
the phase separation requires some activation energy. To overcome this energy bar-
rier, the second derivative of the Gibbs energy 9°G/ox* must be negative. The points
where 9°G/0x? = 0 are the “spinodals” of the system and are shown as a dashed line
inside the monotectic region of Fig. 1.26. Impressive tomographic pictures of Al-In al-
loys with monotectic demixing were obtained, e. g., by Kaban et al. (2012).

53 Gunnar Eriksson (born 7 February 1942).
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Figure 1.26: Phase diagram A-B with monotectic demixing of the melt between x’ and x”' (apex
at T.). The solid “dome” shows the equilibrium boundary of demixing; inside the dashed region
spinodal demixing occurs. x’ is often called the monotectic composition x,, Ty, is the monotectic
temperature, and X, is the eutectic composition.

For potential laser applications, Klimm et al. (2002) investigated the pseudo-binary
phase diagram YCa,O(B0O;);—GdCa,0(BOj;);. Both materials crystallize in identical
monoclinic crystal structures with space group Cm, and as a result of their chemi-
cal and structural similarity, an almost ideal mixed crystal system is formed. With the
measured T; and AH; for both components, the phase diagram follows almost per-
fectly the Schroder—van Laar equations (1.35) and (1.36). However, an experimental
problem occurred for high concentrations of the Y-phase (x > 0.45), because mixed
crystals Gd,_, Y, Ca,O(BO;); had to be prepared by melting together pure YCa,O(BOs);
and GdCa,0(BO;);: Only during the first heating, single melting peaks were observed
for the pure Gd- and Y-compounds at 1490 or 1504 °C, respectively. During the second
heating run, the Y-rich compositions showed several (typically, 5) endothermal peaks,
and after the measurements, the samples were obviously inhomogeneous.

Figure 1.27 shows the interior of three DTA crucibles after such measurements, and
only pure GdCa,0(BO;); crystallizes homogeneously and optically clear. The sample
composition in Fig. 1.27 (b) is already in the range where multiple DTA peaks occur,
and within the almost clear matrix, small orange regions can be observed (some of
them are red encircled). This phase separation is further enhanced for the DTA sample
of pure YCa,O(BOj3); in Fig. 1.27 (c).

Chemical analysis of the sample revealed that the orange region in Fig. 1.27 (c) is
almost pure Y,03, and the bright region is a mixture of three different borate phases.
We can conclude that above the compound YCa,O(BO;); inside the ternary system
Y,0;-B,05-Ca0, a miscibility gap exists, which leads to this phase separation. Nev-
ertheless, Ye and Chai (1999), Hiiter et al. (2012) and many other authors demonstrated
that the growth of bulk crystals from such 2-phase melts is often possible.
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Figure 1.27: Oxyborates RECa,0(BO3); (RE = Gd, Y) after DTA measurements above their melt-
ing points inside their DTA crucibles. (a) GdCa,0(BO53)s; (b) Gd;_,Y,Ca,0(BO3); (x = 0.4615);
(c) YCa,0(BOs)3. The Pt crucibles have the same dimensions as the Al,05 crucible in Fig. 2.2 (a).

The transformation from two liquid phases to one solid phase and vice versa, like shown with
YCa,0(BOs)s, is called a syntectic reaction, which is a particular case of a monotectic. Also, HgTe
and Hgl, show syntectic melting (Klimm, 2017).

1.5.2 Phase diagrams with intermediate compound

If the components A and B of a binary system are strongly interacting under the re-
lease of energy, then they can form one or more chemical compounds. A and B may be
chemical elements; then the intermediate compound(s) are called binary. This holds,
e. g., for NaCl with xy, = x¢; = 0.5. Different and multiple compositions for intermedi-
ate compounds are also possible: In the system Ni-Mg, two intermediate compounds
Mg,Ni (xy; = 3) and MgNi,,5 (xy; = %, because the composition is slightly variable)
are formed (Nayeb-Hashemi and Clark, 1985).

Often, chemical compounds themselves can be used as components. In the sys-
tem SiO,-Al, 03, one intermediate compound “mullite” with approximate composi-
tion 3 Al,05 - 2Si0, ()(Sio2 = 0.4, FactSage 8.0, 2020) exists, which can be called either
“pseudo-binary” (based on the components SiO, + Al,0;) or ternary (based on the
components Al, Si, O).

Some organic (especially macromolecular) and a few inorganic compounds un-
dergo decomposition upon heating without previous melting. Such chemical reac-
tions are often and extensively studied by DTA and TG methods, but usually the de-
scription of those reactions in terms of phase diagrams is not appropriate. Just as an
example, the reader is referred to the paper by Herbstein et al. (1994) on the popular
production of oxygen by thermal decomposition of potassium permanganate, where
the authors showed that the simple equation

2KMnO, — K;MnO,, + MnO, + O, T, (1.39)

which is often used to describe this reaction is incorrect, and complicated parallel
reactions with intermediate products like K,MnO, and K;(MnO,), take place instead.
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Rather than nonequilibrium decomposition reactions of type (1.39) in the solid
state, which can hardly be represented in equilibrium phase diagrams, in the follow-
ing sections, we will deal with the behavior of intermediate compounds in phase dia-
grams that can coexist with melts in thermodynamic equilibrium.

1.5.2.1 Compound with congruent melting

In the easiest case an intermediate compound, e. g., AB in the system A-B shown in
Fig.1.28 (a), becomes unstable at its melting point T, fAB and forms a liquid (melt) of the
same composition. It is not relevant whether TA® is between T and TF, like shown
in Fig. 1.28 (a), or whether TfAB is higher or lower than the melting points of both com-
ponents: GaAs melts above 1200 °C, way beyond the melting points of its components
gallium (30 °C) and arsenic (817 °C under pressure). In contrast, the melting point of
wollastonite®* (CaSiO;) is 1540 °C, significantly below the melting points of its com-
ponents Si0, (1713 °C) and CaO (2580 °C).

liquid

liquid i
TAB

’
Tt »

sol sol sol sol
AAhOl + ABsul ABsol + B,\ul A% + A1+5B\0 AI*O-B\O + B

a) A AB B b)A 0.5 B

Figure 1.28: Binary phase diagram A-B with formation of an intermediate compound that melts
congruently. (a) Intermediate daltonide compound AB with eutectics to both sides; (b) intermediate
berthollide compound A, 5B ~ AB with eutectics to both sides.

The only important feature of a congruently melting compound is that a solid and
aliquid phase of identical (“congruent”) composition are in equilibrium at some melt-
ing (fusion) temperature T;. It plays no role if the compound has a fixed composition
(“line compound”, Fig. 1.28 (a)) or if it is variable (Fig. 1.28 (b)). If we apply the lever
rule (Section 1.5.1.1) to such a phase diagram left or right from a congruently melting
intermediate compound, then it turns out that the “lever”, and hence the liquid and
solid phase(s), remain left from that compound for compositions starting left. Vice
versa, the lever remains right for all compositions from the right side. Consequently,

54 William Hyde Wollaston (6 August 1766-22 December 1828).
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both sides are independent from each other, and the phase diagram A-B can be di-
vided into independent partial systems A—AB and AB-B.

The lever rule makes also clear that from melts with a composition between both
neighboring eutectics the congruently melting compound will always crystallize. In
the case of Fig.1.28 (a) with negligible phase width, stoichiometric AB with fixed
composition always crystallizes. In contrast, in the case of Fig. 1.28 (b) the resulting
crystal will be A-rich (A;,5B) upon crystallization left from the congruent melting
point and will be B-rich (A;_sB) upon crystallization right from the congruent melting
point.

1.5.2.2 Compound with peritectic melting

Also, in the A-B system shown in Fig. 1.29 an intermediate compound AB exists. In
this case the thermal stability of AB is rather limited, and it decomposes at Ty,,. How-
ever, this decomposition temperature is so low that a homogeneous A-B melt (like in
Fig. 1.28) cannot be formed, and B(sol) remains because TfB is too high. The result is
the “peritectic reaction”

AB(sol) = B(sol) + liquid, (1.40)

which proceeds at the peritectic temperature T, in equilibrium. The lever rule shows
that from melts with x > x,,;, B(s0l) crystallizes at the liquidus line of that phase, and
from melts X < X < X, AB(s0l) crystallizes. The point (X, Tpey) is the peritectic
point of the system, and at Ty, the three phases liquid + AB(sol) + B(sol) are in equi-
librium. In analogy to Fig. 1.28 (b), also a compound that melts peritectically can be a
berthollide with finite phase width +6. However, then also the left and right bound-
aries of the stability field must converge to one point at the peritectic line (6 — 0 for

T — Tpep)-
liquid ik
" AB®' + liquid B! + liquid
Tpcr
Teut
Asol + ABMTI ABsol + Bml
A oo AB B

Figure 1.29: Phase diagram A-B with one intermediate compound AB. At T, AB melts peritectically
to a melt with composition x,¢, under the release of solid B.
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Why the phase width of congruently and peritectically melting compounds AB must vanish at their
melting temperatures under the typical isobar conditions?

For the thermal analysis of a peritectic system in the kind of Fig. 1.29, under equilib-
rium conditions, we would expect strong melting peaks at T, and Ty, because there
the totally solid sample with composition left or right from AB starts to melt. How-
ever, experimental results are often not so straightforward. Ganschow et al. (1999)
performed DTA measurements in the system Tbh,05-Al,03, and Fig. 1.30 shows that
it contains the intermediate phases TbAlO; (perovskite structure, congruent melting
point 1931 °C) and Tbh3Al;0;, (garnet structure, peritectic melting around 1840 °C un-
der the release of solid ThAlO;). Between Th;Al;0,, and Al,05, a eutectic was found
at Tey = 1688 °C. Another eutectic point around 1790 °C between ThAlO5 and Th,05 is
out of the concentration scale of Fig. 1.30.

190 —m—m——————————

T(°C)

1850

1800

1750

1700

1650HHMH|~HHHH
0.2 0.3 0.4 0.5 x(Tb,0,) 0.6

Figure 1.30: Part of the experimental phase diagram Th,05-Al,03 with intermediate compounds
TbAlO3 (x = 0.5) and Th3Al;04, (x = 0.375). Measured in a NETZSCH STA409C with graphite furnace
in Ar flow, T = 10 K/min. Reproduced with permission from John Wiley and Sons from Ganschow
et al. (1999).

Under equilibrium conditions, this eutectic DTA peak should appear only for com-
positions between Al,0; and Th;Al;0;,. Practically, however, it is observed weakly
also for some compositions between Th;Al;0;, and ThAlO;, which is shown by two
experimental points around 1688 °C right from the Th;Al;0,, composition x = 0.375.
These points result from the initial crystallization of TbAlO; in these samples after
a first heating run, which depletes the melt in Th,05. Consequently, in the course
of the crystallization process, the melt composition moves downward the TbAIO;
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liquidus toward the peritectic point x,e, ~ 0.35, where Tb3Al;0,, starts to crystal-
lize. No complete equilibration of this Al,0;-rich melt with the first crystallizate
TbAIO; can be reached, because the sample cools down with 10 K/min rather fast.
As a result, the Al,0;-Th;Al;0;, eutectic at 1688 °C appears as a nonequilibrium
phenomenon.

Figure 1.31 explains this typical nonequilibrium process schematically for a melt
composition x, right from the intermediate phase AB, which melts peritectically.
(“right” means in this figure the side of the higher melting phase formed in the peri-
tectic decomposition.) B(sol) ist the phase that first crystallizes there. Consequently,
the melt composition, which is for several intermediate temperatures marked by the
(blue, dashed) tie lines, shifts in A direction down the liquidus line until the peritectic
point is reached. Then under equilibrium conditions, the peritectic reaction (1.40)
should proceed to the side of the educts. In other words, a significant part of the just
formed B(sol) should react with the whole A-rich melt to AB(sol), and a completely
solid mixture AB(sol)+B(sol) remains. However, chemical reactions including a solid
phase are usually slow. Hence it is likely that the peritectic reaction is not complete,
and B(sol) and some melt with the peritectic composition remain unreacted. From this
melt the intermediate phase AB now starts to crystallize, which is indicated by the
magenta dashed arrow from the peritectic point down to the eutectic point. There the
small rest of the melt solidifies under the formation of A(sol) + AB(sol). Consequently,
the sample with initial composition x, can contain, after complete solidification,
B(sol), AB(sol), and A(sol) in a nonequilibrium state.

Ther

Teut

A AB B

Figure 1.31: During cooling of the B-rich melt, B(sol) crystallizes first, and the composition of the re-
maining melt “moves” downwards the liquidus to the peritectic point. In a fast DTA/DSC experiment,
itis unlikely that complete equilibrium is obtained; instead, AB(sol) can now crystallize with further
shifting the melt composition toward the eutectic point.
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n It is likely that during crystallization of melts in peritectic systems, nonequilibrium states are formed.
Then DTA/DSC heating curves of such samples can show features like eutectic and peritectic melting
that should not occur simultaneously under equilibrium conditions.

It should be noted that the crystallization of the Th;Al;0,, phase (which is indicated in
Fig. 1.30 by dashed lines at its composition and its peritectic melting temperature only)
was proven by Ganschow et al. (1999) with some Tammann plots (see Section 1.5.1.1).
These plots showed characteristic kinks around x = 0.375.

1.5.3 Phase diagrams with three and more components

1.5.3.1 Concentration triangles

A graphical presentation of systems with three (or more) components is not straight-
forward, because then we have two (or more) independent concentration data. If in
a ternary system A-B-C, all components are equivalent, then often concentration tri-
angles of the kind shown in Fig. 1.32 are used to show the composition. Such triangles
rely on Viviani’s® theorem, which says that for every point inside a regular triangle,

the sum of the three heights is equal to the total height of the triangle:

hA + hB + hc = h (1.41)

Figure 1.32: Viviani’s theorem: For every point in a regular triangle, the sum of the heights over all
sides equals the total height (1.41). The point marks the compositionxy, = hy = 0.7,x3 = hg =
O.2,XC = hc =0.1.

55 Vincenzo Viviani (5 April 1622-22 September 1703).
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If we define h = 1 = 100 %, then each height h; corresponds to the concentration of
component i (i = A, B, C). This correspondence is bijective and has some implica-
tions:

(1) Lines parallel to one edge of the concentration triangle mark compositions where the concentra-
tion of the component opposite to this line is constant.

(2) Lines from one corner of the concentration triangle to the opposite edge mark compositions
where the ratio of the components defining this edge is constant.

This means for Fig. 1.32 that on every line parallel to the edge A-B, x is constant, and
on every line parallel to the edge B-C, x, is constant. On the blue dashed line starting
at the corner C, the ratio of A and B is constant: x, : x5 = 0.7 : 0.2 = 3.5. For all
compositions on the line starting at the corner A, we have xg : xc = 0.2: 0.1 = 2,

If the temperature T has to be introduced as a third independent variable for
ternary systems A-B—C (only two x; are independent, because x, + xg + Xc = 1), then
the following options are available:

1.  We can try to draw perspective presentations as in Fig. 1.36. Such drawings have
the benefit to be very instructive, but it is difficult to extract exact data for specific
systems from them. Consequently, they are seldom used.

2. Isothermal sections T = const. show coexisting phases for the given tempera-
ture in one or more phase fields. According to the Gibbs phase rule, in every
phase field, either one, or two, or three phases may coexist. Examples are given
in Fig. 1.34.

3. Polythermal projections are mainly produced onto the liquidus surface. This
means that the triangle in Fig. 1.32 is used as a base of a trigonal prism and has T
as height coordinate, like in Fig. 1.36. Then we “look” downward from a point at
high T, where all compositions of the system are molten. For every possible com-
position x,, xg, xc inside the triangle, one specific phase @ will first crystallize
upon cooling to some temperature T“q(xA,xB, xc)- This way “primary crystalliza-
tion fields” for different phases ®; are formed, which are separated by phase
boundaries. Often, contour lines are added for several temperatures similarly to
isoaltitude lines on a geographic map. An example is given in Fig. 1.33.

Draw isothermal sections through the LiF-NaF-CsF system at 450 and 800 °C.

Polythermal projections have the benefit to combine visual evidence with the possibil-

ity to extract quantitative data on the solidification behavior of the system, and here

we give some basic rules:

1. Everysolid phase that can exist in equilibrium with the melt has a primary crystal-
lization field, and from melts inside this field the corresponding phase crystallizes
first.

printed on 2/14/2023 12:35 PMvia . All use subject to https://ww.ebsco.confterns-of -use



EBSCChost -

50 —— 1 Thermodynamic basis

' / NaF
703°C 0.8 0.6 0.4 0.2 996°C

Figure 1.33: Liquidus projection of the ternary phase diagram LiF-NaF-CsF with 100 K isotherms and
(blue) labels for primary crystallization fields. E; = 479°Cand E;, = 490 °C are binary eutectics.
The eutectic E = 455 °C and peritectic P = 462 °C are ternary invariant points. For details of the rim
system LiF-CsF, see Fig.1.35.

2. Ifthe composition of a phase is located inside its own primary crystallization field,
then the phase melts congruently. If the phase composition is outside its own pri-
mary crystallization field, then it melts peritectically.

3. During the crystallization of some phase @ = A, B,,C,, the residual melt depletes
by the composition A:B:C = m : n : p. Graphically, this can be shown by a straight
line starting at the initial melt composition toward the opposite of the direction
to A,,B,C,, until the first phase boundary is met. This line is the beginning of the
“crystallization path”.

4, Atthefollowing phase boundary the primary crystallization field of another phase
@’ begins, and now ® and @' start to crystallize together. The crystallization path
follows the phase boundary @ — ®' toward lower temperatures T to an “invariant
point”, where a third primary crystallization field is touched.

5. This invariant point is a ternary eutectic point if it represents a local minimum of
the liquidus surface. Then the crystallization path terminates here, and the rest
of the melt, with the composition of the ternary eutectic, crystallizes at the corre-
sponding eutectic temperature.

6. Alternatively, from the invariant point another boundary between primary crys-
tallization fields of a different phase pair (either ® — ®" or @' — ®') can lead to
lower T until it reaches the next invariant point.

printed on 2/14/2023 12:35 PMvia . All use subject to https://ww.ebsco.confterns-of -use



1.5 Phase diagrams =— 51

LiF
848°C

470°C

g

7
&
~

LiF+NaF+melt

CsF+NaF+melt

NaF
996°C

AV

LiF
848°C

LiCsF,+melt

CsF+melt

CsF+NaF+melt

NaF
996°C

CsF
b) 703°C

Figure 1.34: Isothermal sections through the concentration triangle LiF-NaF-CsF at 470 and 460 °C.
Fields where only the liquid (melt) phase is stable are gray. (@) Above the ternary peritectic temper-
ature (point P in Fig.1.33, TP®" = 462 °C), the 1-phase field “melt” extends wider, and solid LiF can
coexist with melt. (b) Below TP*" the partial triangle LiF-NaF-LiCsF, is completely solid, and these

three solids coexist.

7. The crystallization path always terminates at a eutectic point if such a point exists
in the system (which is typically the case).
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The depicted crystallization behavior of systems with three or even more components,
which holds vice versa also for melting, often results in complicated thermoanalytic
curves for arbitrary compositions. Whenever possible, partial systems should be de-
fined. It was shown in Section 1.5.2.1 that in binary systems, partial (sub)systems are
defined very straightforwardly by intermediate compounds with congruent melting
point. Compositions left and right from congruently melting compounds are indepen-
dent from each other.

Figure 1.36 shows that, unfortunately, in ternary systems a congruently melting
compound does not always define independent partial systems. There the rim A-B
contains the phase AB with congruent melting point, and indeed this rim system can
be divided into partial systems A-AB and AB-B. In Fig. 1.36 (a), from the binary eu-
tectic points of both partial systems a “eutectic valley” extends into the ternary region
and meets there the eutectic valleys (hence the phase boundaries) toward the primary
crystallization field of C(sol). Only in Fig.1.36 (a) the valley between the ternary eu-
tectic points E; and E, has a local maximum (which is a saddle point of the liquidus
surface), and this maximum is situated on the direct connection (blue dashed line)
between AB and C. Consequently, all compositions left from this line run finally into
the eutectic E;, and compositions right from the line run into E,.

liquid

T(°C)

700 1

L LiCsF, (494°C)

E, = 490°C ]

E, = 479°C

1 1 1 1

CsF 0.2 0.4 0.6 0.8 LiF

Figure 1.35: Rim system LiF-CsF of the concentration triangle Fig. 1.33 with the congruently melting
intermediate compound LiCsF, and eutectics on both sides. LiCsF, separates left and right indepen-
dent partial systems.

The situation in Fig. 1.36 (b) is different, because there the eutectic valley starting be-
tween AB and A runs into an invariant point P, which is not a local minimum and
hence no eutectic. Instead, this is a ternary peritectic point.

The system LiF-NaF-CsF shown above gives a practical example where a ternary
system cannot be divided into independent partial systems even at a congruently melt-
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ing intermediate compound. The congruent melting behavior of LiCsF, is obvious from
the (FactSage 8.0, 2020) calculation, as shown in Fig. 1.35, which is in agreement with
data by Sangster and Pelton (1987) and ACerS-NIST (2014), entries 7608 and 7463.

Norives

a) c b) C

Figure 1.36: Perspective view on a ternary phase diagram A-B-C with a congruently melting com-
pound AB. (a) The intersection line of the AB and the C liquidus surfaces has a saddle point at the
straight connection AB-C, and there the system can be divided into two partial systems. (b) The con-
nection AB-C presents no saddle point, and partial systems are not formed. Adapted from Paufler
(1986).

Describe the crystallization path of a melt containing 80 % LiF and equal concentrations of NaF and
CsF on the basis of the concentration triangle in Fig. 1.33. (What happens at which temperature?)

The experimental determination of phase diagrams with three or even more compo-
nents is significantly more complicated than the investigation of binary systems, be-
cause the huge range of possible compositions cannot be easily handled. Whenever
possible and useful, “pseudo-binary” sections should be measured, which may exist
between the corners of the concentration triangle and/or congruently melting com-
pounds on the rim systems or in the interior of the concentration triangle. However, it
must be always checked that it is really possible to divide the whole system along the
intended pseudo-binary sections into partial systems, because this is a precondition.

Binary systems can always be divided at congruently melting intermediate compounds into indepen-
dent partial systems. For ternary systems, such a division is often possible too, but there exist excep-
tions where such a division is not possible; see Figs. 1.33 and 1.36 (b).

1.5.3.2 Ternary compounds

If a phase consists of all three components, then it is called a ternary phase. This is
usually the case for the melt, but solid phases can also contain three (or even more)
components. The systems LiF—MeHFz—MeHIF3 in Fig.1.37 give examples where the
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LiF LizMe'"Fg  LiMe'''F, Mel'F3

Figure 1.37: The concentration triangle LiF—Me"FZ—Me”'F3 (me" typically Ca, Sr; Me" = Al, Ga,

Cr) with congruently (full dots) and incongruently (empty dots) melting compounds on the rims.
LiMe'"Me'"'F4 is the only ternary compound. Binary and the ternary eutectics in the partial system
LisAlFg—LiF-CaF,, as reported by Vrbenské and Malinovsky (1967), are marked by red squares or by
atriangle, respectively.

melting behavior of intermediate compounds depends on the nature of the 2- and
3-valent metals. Klimm et al. (2005) pointed out that Li;Me™Fy is the only intermedi-
ate compound that melts congruently for Me'l = Ca. Malinovsky and Vrbenska (1967),
Vrbenska and Malinovsky (1967) have shown that the tie line Li; AlF,—CaF, represents
a pseudo-binary eutectic subsystem with a eutectic point at 56.5 % Li;AlF, and 43.5 %
CaF, and that the left corner Li;AlF¢-LiF-CaF, of the triangle in Fig. 1.37 is an inde-
pendent ternary subsystem with a ternary eutectic point at 25 % Li;AlFg, 52 % LiF, and
23 9% CaF,.

From the positions of the eutectics in the Li;AlF,~LiF-CaF, subsystem (for Me'" =
Ca; Me™ = Al) it follows that the dashed line from LiF to CaAlFs cannot be considered
as a tie line, and hence this is not another pseudo-binary subsystem with LiCaAlF
as intermediate compound: otherwise, the crystallization path of every composition
on this line should remain on the line. This is obviously not possible, because this
line crosses the binary and ternary subsystems mentioned above. For example, on
the LizAlF¢—CaF, line the crystallization path of a melt with initial composition at
the intersection with the blue dashed line would go upward and terminate at the bi-
nary eutectic (red square); for compositions inside the Li;AlF;-LiF-CaF, subsystem,
the crystallization terminates in the ternary eutectic (red triangle). Additionally, Craig
and Brown (1977) reported that the compound CaAlF; melts peritectically which im-
pedes to use it as the end member (component) of a binary subsystem (cf. Klimm and
Reiche, 2002).56 However, Meehan and Wilson (1972) reported that, in contrast, the

56 Peter Reiche (15 September 1942—7 December 2021).
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strontium compound SrAlF; melts congruently. Nevertheless, also LiF-SrAlF; cannot
be considered as a binary subsystem, because the eutectic of the pseudo-binary sec-
tion Li; AlF¢-SrF, was found by KoStenska (1976) at even higher alkaline earth fluoride
concentrations than those shown in Fig. 1.37 for the system with CaF,. Consequently,
also there the crystallization of a melt located on the blue dashed LiF-SrAlF; line at its
intersection with the Li;AlF;—-SrF, tie line would move upward to the corresponding
eutectic above the red square.

The only ternary compounds LiMeHMeIHF6 are considered as interesting laser host
crystals. They crystallize in the trigonal colquiriite structure, which received its name
from a mineral with approximate composition LiCaAlF, (with small additions of Na
and Mg) reported by Walenta et al. (1980). Yin and Keszler (1992) described the crys-
tal structures of several other colquiriite-type compounds and pointed out that the
isomorphous replacement of the Me>" ion by Cr>* is possible with distribution coeffi-
cients close to unity, which is beneficial for the growth of laser crystals with homoge-
neous composition.

The growth of Cr**-doped colquiriite crystals with technically relevant size is pos-
sible only if the corresponding material melts congruently or at least “almost congru-
ently”; but the melting behavior of colquiriites depends on their constituents (Klimm
et al., 2005), which can be revealed by DTA (or better DSC) measurements. Figure 1.38
shows the first and second heating curves of single crystalline undoped LiCaGaFg.
The melting peak in the first measurement appears sharp, but a careful inspection
shows that the DSC signal returns not immediately to the basis line after passing the
peak; it rather stays for ca. 30K slightly more endothermal before it returns com-
pletely. Obviously, the sample melts peritectically at the peak onset, and a 2-phase-
field “melt+solid” is reached, where “solid” is some phase with higher melting point,
probably CaF, in this case.

If the DTA basis line is after passing the melting peak on another (but different) level than before,
then this is not necessarily a sign of incongruent melting. Rather, the specific heat capacity cf‘,"'(T)
may be different from cgq(T). It will be shown in Section 2.3.2.2 that the position of the basis line
shifts endothermally for larger c,. See as examples the melting peaks of zinc in Fig.2.28 or, even
more pronounced, the LiCl curve in Fig. 3.21, where the basis line is different before and after melt-
ing.

The peritectic melting behavior of LiCaGaFg is confirmed by the second heating curve
in Fig. 1.38, which shows a small additional endothermal peak near 675 °C. It is very
common that the peritectic reaction (1.40) cannot return completely to the educt (here
LiCaGaFy): in this case the primary crystallizing phase with higher melting point (e. g.,
CaF,) had to react completely at the peritectic temperature with the melt. However,
this is unrealistic under the conditions of thermal analysis with cooling rates of the
order 10 K/min, because the range near Tper (where high reaction rates between solid
and melt can be expected) is passed within a few minutes.
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Figure 1.38: First and second DSC heating curves (NETZSCH STA 449C “|upiter”, type S thermocou-
ples, T = 10 K/min, atmosphere flowing Ar with 99.999% purity) of an optically clear LiCaGaF crys-
tal fragment (32.21 mg, crystal shown in the insert, photograph taken by M. Rabe). Figure adopted
with permission from Sani et al. (2005).

This case is similar to the peritectic melting of Th;Al;0,, in the pseudo-binary sys-
tem Th,05-Al,05 (Fig. 1.30). Two experimental points related to the Al,0;-Tb;Al;0;,
eutectic are observed on the right side of Th3Al;0,,, because in a previous DTA heat-
ing/cooling cycle the higher melting phase had crystallized first. This process removes
Al,05 and Th,0; in the molar ratio 1:1 from the melt, and the composition of the re-
maining melt shifts “down the liquidus” toward x,,;, which is responsible for the ob-
servation of eutectic melting as a nonequilibrium process.

1.5.3.3 Reciprocal salt pairs
Around the middle of the 20th century, mixtures of molten salts were investigated es-
pecially as prospective materials for the transport of heat energy initially in nuclear
reactors, but nowadays also for thermal energy storage (TES) and concentrating solar
power plants (CSP); see Reddy (2011), Serrano-Loépez et al. (2013), Bauer et al. (2021).
Mixing salts with different anions and cations can sometimes lead to unexpected re-
sults. Haendler et al. (1959)°” described mixtures of LiF with the chlorides of Li, Na,
and K. Their results showed unexpected features for the latter two alkaline chlorides:
Both systems, which were denominated as binary by the authors, showed liquidus
curves that are bend concave over a wide concentration range (Fig. 1.39). This is very
contrary to the typical convex curvature, which is shown, e. g., in Fig. 1.24. Besides,
slightly lower T, values are measured close to the NaCl side.

The circumstance that the end members NaCl and LiF are no valid components of
the system is the reason for the unexpected curvature of the liquidus lines in Fig. 1.39.

57 Helmut Max Haendler (10 June 1913-16 April 2001).
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Figure 1.39: Experimental points for the system NaCl (x = 0)-LiF (x = 1) as reported by Haendler et al.
(1959). Note the concave bent liquidus curves and the “suspicious” downward bend of the eutectic
line from its value T, = (680 + 1) °C for all points x > 0.1to 676 °C forx = 0.05.

This is because NaCl and LiF contain different cations and different anions (“recip-
rocal”). Both salts will dissociate in the melt to Li*, Na*, F~, and CI". Upon crystal-
lization, besides NaCl and LiF, also NaF and LiCl can be formed. This basically corre-
sponds to a quaternary system. However, the condition

[Li'] + [Na"] = [F"] + [Cl] (L42)
restricts the number F of degrees of freedom in the phase rule
P+F=C+2, (1.43)

which was developed by Gibbs (1874-1878). (The square brackets in equation (1.42)
denote the amounts of the corresponding ions.) In equation (1.43), P is the number
of coexisting phases, and C is the number of components. The “2” in (1.43) was in-
troduced by Gibbs as the number of intensive physical quantities describing the sys-
tem, which can be changed independently. In thermodynamics, these are usually the
temperature T and the pressure p; it can be greater if other intensive quantities be-
come significant, like electric fields E, magnetic fields H, or elastic strain € (Nye, 1957;
Schlom et al., 2014). In contrast, every constraint of the system reduces this number,
and without external fields and under isobar conditions, (1.43) reduces to

P+F=C+1 (forp=const.) (1.44)

For the reciprocal salt pair NaCI-LiF (= Li*, Na*, F~, C17), constraint (1.42) further
simplifies (1.44) to P + F = C = 4. In other words, at an invariant point like a eutectic,
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with consequently F = 0, we have besides the melt (one phase) three solid phases
in equilibrium. This is the same situation like, e. g., at point E in the concentration
triangle in Fig. 1.33, where the melt is in equilibrium with NaF, CsF, and LiCsF,. The
system with four components behaves ternarily!

Often, reciprocal salt pairs are represented as square diagrams, like the central
part of Fig. 1.40, which was drawn with FactSage 8.0 (2020). There each corner cor-
responds to one of the four end members, which can be formed from the given ions.
In the whole diagram the molar fraction of Na grows from left to right, and the molar
fraction of F from top to bottom. Like in concentration triangles (see Section 1.5.3.1),
eutectic valleys or other boundaries separate the primary crystallization fields of dif-
ferent phases.

Most alkali halides, and especially all four salts from Fig. 1.40, crystallize in the
rocksalt structure, and if the ionic radii are not too different, then more or less mutual
solubility exists. Sangster and Pelton (1987) report in their profound discussion of bi-
nary halide systems that a small miscibility gap in the solid (Li,Na)Cl phase cannot be
ruled out completely but seems not probable. Already Zemczuzny and Rambach (1909)
reported in their trustworthy paper on alkali chloride phase diagrams (obtained from
cooling curves of 30...40 g samples) an azeotrope point at 27 mol-% NaCl and 552 °C.
Separation into Li-rich and Na-rich rocksalt solid solutions was measured at lower
temperatures; the apex of this demixing (“solvus”) phase boundary was measured at
314 °C. Accordingly, this (and only this) rim system is treated with complete miscibility
in Fig. 1.40. The three other rim systems are eutectic in agreement with Sangster and
Pelton (1987).

For LiF-NaF, because of the smaller F~ ions, the radius difference between Li*
and Na* weights more, and only minor rim solubilities occur. On the left and right rim
systems, in contrast, almost no mutual solubility of the solid phases exists, because
the radius difference between F~ and CI™ is too large.

Why the solubility of Li in NaF is larger than the solubility of Na in LiF (Fig. 1.40, bottom)?

The experimental phase diagram in Fig. 1.39 corresponds to the diagonal from bottom
left to top right in Fig. 1.40, which crosses only two phase fields and one phase bound-
ary: This is the eutectic valley slightly top right from the middle of the square, almost
in the middle between the 700 °C isotherms. This intersection of the diagonal with the
eutectic valley is the eutectic point in Fig.1.39 at T, = 680 °C. The eutectic valley
has a saddle point there (local maximum) and drops toward the 610 °C eutectic on
the NaF side and to the local minimum, which is situated near the LiCl-LiF eutectic
(see Fig. 1.40).

The diagonal from LiF to NaCl is a tie line, because the liquidus surface bends from
all points on this line downward to lower T. As a consequence, every composition on
this line stays on the tie line during crystallization; every segregation process between
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Figure 1.40: The reciprocal salt pair Li* - Na* - F~ - Cl” as liquidus projection with 50 K isotherms
(labels are T in °C.) Three phase fields are separated by eutectic valleys, and in all phase fields a
“rocksalt” solid solution first crystallizes with different composition. On the valley that starts left
and close to, the LiCl-LiF binary eutectic (which is at 500 °C) is with T = 494 °C, the coldest point
where melt is stable. The only ternary eutectic point lies at the intersection of the eutectic valleys at
610 °C. The binary systems at all sides are scaled to T,,;, = 450 °Cand T, = 1000 °C.

melt and crystallizing phase will proceed only on the tie line. This is the reason why
LiF-NaCl can be considered as an independent subsystem of the reciprocal salt pair.

Figure 1.41 shows both diagonals of the reciprocal salt pair from Fig. 1.40. The up-
per phase diagram, which is the diagonal LiF-NaCl, behaves almost like a normal
binary eutectic system. This line separates two independent ternary partial systems
shown in Fig. 1.42. Every crystallization process starting in the triangle LiCl-NaCl-LiF
will remain in this partial system. Vice versa, every melt from the independent ternary
partial system NaF-LiF-NaCl will remain there.
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Figure 1.41: The two diagonal sections through Fig. 1.40. Only LiF-NaCl (a), compare to the exper-
imental diagram in Fig. 1.39, behaves like a pseudo-binary system. The other diagonal (b) is not
pseudo-binary but rather an isopleth section. The regions where different components prevail in the
primary crystallizing rocksalt phase are marked by different colors of the liquidus: NaCl (blue), LiF
(green), NaF (magenta), LiCl (red).

The other diagonal LiCl-NaF of the reciprocal salt pair is shown in Fig. 1.41(b). It is
obvious that this is not a (pseudo-)binary system. In Fig. 1.40, this diagonal crosses,
starting from LiCl, three times a eutectic valley, which results in four fields of primary
crystallization. These regions are also found in this isopleth section. Fig. 1.41 (b) is not
a true phase diagram, but only a section; hence the lever rule cannot be used on it.
The composition of a melt that starts on this isopleth will move upon cooling away
from the primary crystallizing phase. This phase will be only top left or bottom right
(almost, because of solid solution formation), pure LiCl or NaF, respectively; and then
the segregation changes the composition of the rest melt (almost) along this section.
However, in the central parts of the isopleth, a solid solution, which is rich in LiF or
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Figure 1.42: The “top left” and “bottom right” partial systems of Fig. 1.40. In the left triangle the
eutectics on the LiCl-LiF and LiF-NaCl rims are connected by a eutectic valley, which has a flat min-
imum near the left rim; the azeotrope of the NaCl-LiCl system is near the top point of the 550 °C-
isotherm. In the right triangle, all rim systems are eutectic with a ternary eutectic at 610 °C.

NaCl, will crystallize first. Then segregation shifts the remaining melt composition
almost perpendicularly away from the NaF-LiCl isopleth.

An interesting aspect of reciprocal salt pairs was discussed by Acosta et al. (2017),
who observed by DTA a small “premelting” peak in LiF-NaCl-CaF, mixtures. In agree-
ment with previous reports, this system has a ternary eutectic point at ca. 8 mol-%
CaF, and almost identical concentrations of LiF and NaCl with T,; = 665 °C. Very sur-
prisingly, another small endothermal peak was observed ~ 80K below T,,. Acosta
et al. (2017) explained this “premelting” event by the (limited) solubility of Li* in NaCl.
(The formation of this rocksalt-type solid solution containing « 1% Li* was disre-
garded in the preceding discussion, e. g., in Fig. 1.41 (a).)

Considering the four components from equation (1.42), Li*, Na*, F~, Cl7, and two
constraints of (1) constant pressure and (2) sum of cations = sum of anions, as ex-
pressed in equation (1.42), we arrive at the phase rule equation

P+F=C=4, (1.45)

which means that at an invariant point with F = 0, as much as four phases are in
equilibrium. This is in contrast to P = 3, which holds for the eutectic point of a normal
binary system. On the other hand, if only three phases (1 melt + 2 solids, P = 3) are in
equilibrium, then one degree of freedom (F = 1) remains.

Figure 9 of Acosta et al. (2017) presents an overview of the NaCl (rocksalt(ss))—LiF
phase diagram and details of the NaCl rich side. The overview is similar to Fig. 1.41 (a)
with the difference that NaCl is treated as a solid solution. As a result, the eutectic
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line (calculated at = 680 °C) terminates at the homogeneity limit of the rocksalt(ss)
phase, which is basically Li:NaCl with < 0.25% LiCl doping. This leads to a drop of
the eutectic line in the vicinity of NaCl, which is in agreement with the experimental
results of Haendler et al. (1959) shown in Fig. 1.39.

We have P = 3 phases (melt, LiF(s), and rocksalt{ss})) in equilibrium, because the
rocksalt(ss) phase has a variable composition (F = 1). At = 600 °C, 80 K below T,
another isothermal phase boundary appears, which is responsible for the small “pre-
melting” peak. Below this boundary, only the solid phases rocksalt(ss), LiF(s), and
NaF(s) exist. Above the boundary, minor amounts of the “melt” phase occur. Accord-
ing to Acosta et al. (2017), this melt contains 63 % Na*, 37 % Li*,73%F~,and 27 % Cl".
For ca. 99.5 % NaCl and 600 °C, these four phases are in equilibrium, with no degree
of freedom left (P = 4, F = 0).

1.5.3.4 Systems with four and more components

Rare-earth scandates REScO; with orthorhombically distorted perovskite structure
are key materials in the quest for oxide crystals with applications as substrate materi-
als for the epitaxial deposition of functional oxides, e. g., with multiferroic properties
(Schlom et al., 2014). With rare-earth elements ranging from RE = Dy to Pr, the “pseu-
docubic” lattice parameter of the substrates can be adjusted from 3.95A < ape <
4.02 A. The melting points of these scandates become higher in this order (hence
with larger radii of the RE>* ions) and reach for PrScOj; already Tt = 2200 °C (Gesing
et al., 2009). For the subsequent elements cerium and lanthanum, the corresponding
REScO; melt so high that single crystals as basis for substrate production cannot be
grown in sufficient size and quality: for LaScO3, e. g., Badie (1978)°® measured already
Ty = (2390 + 20) °C.

Uecker et al. (2013, 2017) have demonstrated that the isostructural RE' RE"' 05 com-
pounds (RE’ = rare-earth element at least from La to Dy; RE” = Sc or Lu) form solid so-
lutions. For very high structural similarity (i. e., similar lattice parameters as shown for
neighboring RE), the 2-phase region between liquidus and solidus (see Section 1.5.1.2)
is narrow. This is very beneficial for crystal growth because then segregation is small.
The possibility of growing mixed crystals allows us to adjust the lattice parameter a,.
to almost every desired value in the range of accessible end members just by a proper
choice of RE elements. Besides, mixed crystals with lanthanum lutetate (LaLuOs, T; =
2210°C, ay = 4.17 R) expand the range of accessible lattice parameters to high values,
significantly above 4 A.

In this framework, Guguschev et al. (2020) investigated the quaternary system
La,03-Nd,05;-Lu,05-Sc,05 and succeeded in the growth of homogeneous quaternary
mixed crystals from the melt by the Czochralski®® method. In analogy to ternary sys-

58 Jean-Marie Badie (born 1943).
59 Jan Czochralski (23 October 1885 — 22 April 1953).
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tems, where the concentrations of three components can be displayed in a concen-

tration triangle (see Section 1.5.3.1), four concentrations can be displayed in a regular

tetrahedron. Analogous rules to Viviani’s theorem (1.41) apply:

— In the tetrahedron ABCD the compositions with identical concentrations of A are
situated on a plane that is parallel to the face opposite A; and so on for B, C, D.

— Alongaline from A to the opposite face, the ratio of the concentrations [B], [C], [D]
is constant.

- Thelever rule, which gives the quantities of equilibrium phases, applies similarly.

Figure 1.43 shows such a tetrahedron, which is produced with software from Keesmann
and Schmitz (2021).60 There the melt composition used by Guguschev et al. (2020) is
shown as a green circle (0). Compositions of three positions along the crystal growth
axis are shown as dots (1)-(3). (The gray insert is an enlarged reproduction of these
four concentrations.) Like usual for crystal growth of mixed crystals, segregation oc-
curs, and the composition of the crystal is different from the composition of the melt
where it is grown from. However, the concentrations of three subsequent points along
the growth axis of the crystal are not very different: (1) beginning of growth, close
to the seed; (2) afterward, at the “shoulder”, where the cylindrical part of the crystal
begins; (3) the central part of the cylinder.

Sc,0,

La,0,

Figure 1.43: Tetrahedral presentation of segregation during crystallization in a quaternary sys-
tem: From a melt (0, green circle) with composition Lag 50oNdg 5505€0 400LUo 58503 a crystal
with initial composition (1) Lag 55,Ndg 394 5€0 580 LU0 450 O3 is crystallized (arrow). With progress
of crystallization, the composition is shifted over (2) Lag 55;Ndg 400SCo.575LUg 47303 to (3)

Lag 545Ndg 406SCo561LU0.48303. See also Fig. 1.45.

60 Karl-Ingo Ortwin Keesmann (1937-2010).
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The melt composition Lag 500Nd 550SCo 400LU0 58503 represented by the green circle
in Fig. 1.43 proved to be well suited for the growth of mixed crystals with satisfactory
size and quality, and with a lattice parameter a,. = 4.086 A this study was looking
for. Already in preliminary investigations, it turned out that the primary crystalliza-
tion field of such perovskite-type mixed crystals is obviously considerably large. Fig-
ure 1.44 shows the first and second DTA heating curves of a crystal grown from an
equimolar mixture of the component oxides (top), together with heating curves ob-
tained from a mixture of the starting powders (metal oxides). It turns out that all four
curves are similar, which is an indication that segregation is not very strong and that
the mixed crystal (= solid solution) phase is formed always, with a narrow melting
range in the order of 50 K (slightly more for the powder).

Texo

I T T T T T T T S S
1950 2000 2050 2100 2150 T(°C) 2200

Figure 1.44: 1st and 2nd DTA heating curves (15 K/min, NETZSCH STA 429, static He atmosphere) with
melting peaks of a (La,Nd,Sc,Lu), 03 crystal (63.31 mg) grown from a 1:1:1:1 melt of the component
oxides (top), and of a powder mixture (67.13 mg) with the 1:1:1:1 composition (bottom).

The 3D representation of four concentration values in Fig. 1.43 is accurate but does not
allow to easily read quantitative data from it. Besides, temperatures are not included
there at all, which is another drawback. Generally, the graphical representation of
multicomponent systems becomes more complicated (and often less vivid) with every
added component.

Whenever possible, graphical representations with reduced number of free pa-
rameters should be preferred for clarity. In the case of perovskite-type solid solutions
from the La,05-Nd,05;-Lu,05-Sc,05 system Guguschev et al. (2020) revealed by
X-ray crystal structure analysis that in the ABO; perovskites the A-O distance is larger
(235 pm...292pm) than the B-O distance (223 pm...225pm). As a result, the A site,
which corresponds to Wyckoff position 4c, is preferably occupied by the larger La*>*
and Nd&>' ions (to ca. 87 %). In contrast, the B site (Wyckoff position 4a) is to 90 %
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occupied by the smaller Lu>" and Sc>* ions, which are octahedrally coordinated to
oxygen. The closer coordination of the latter ions allows us to call this mixed crystal a
“lanthanum-neodymium scandate-lutetate”, rather than a “lanthanum-neodymium-
scandium-lutetium oxide”.

This situation has some analogy to the reciprocal salt pairs introduced in Sec-
tion 1.5.3.3, where the sum of the cations is in a fixed ratio to the sum of the anions.
Similarly, all compositions that are relevant for the crystallization of (La,Nd)(Lu,Sc)0;
mixed crystals can be displayed in the quadratic phase diagram in Fig. 1.45, which cor-
responds nearly to the yellow square plane in Fig. 1.43. The four compositions shown
in this tetrahedron can be found here (almost) in the paper plane. Just the yellow plane
from Fig. 1.43 is slightly shifted toward the Lu,05-Sc,05 edge, where the congruently
melting pseudo-binary compounds are situated, as mentioned in the figure caption.

Lay455Cy0sLUO, ? Ndj gsLUg gsLUO,
congruent <« 05 metastable?
2120°C ‘ ~d ‘ 2240°C
L Sa X-form | |
SO (cubic) ut?tate
A
oS [ kit ~ h
12 perovskite S O
Slx 1 (orthorhombic) S 1S
.} CL):’ ~ //{19
St o he
55 i
S ¢
L
e (0) start s,
F | e (1) close seed E A
o (2) shoulder o scandate
L |[e(3)central s | e B
pilep Ndp 5L Us sS0O,
2300°C 05 Nd. Lu congzuent
fraction 0.9570.05 2230°C
La0.95800.05+Nd0.95Lu0.05
lanthanum < » neodymium

Figure 1.45: This phase diagram represents (almost) the yellow square
LaLuO3-NdLuO3;-NdScO3-LaScO; from Fig.1.43. The four components are handled as end

members of a reciprocal salt pair; three of them crystallize as orthorhombically distorted perovskites
(space group Pbnm); only NdLuO; crystallizes in the “X-type” structure with space group Im3m
(Aldebert and Traverse, 1979). “Almost” relates to the circumstance that in Fig. 1.43 the small excess
(= 5%, Velickov et al., 2008; Uecker et al., 2008) of the “anions” (Sc,Lu)Og' over the “cations”
(La,Nd)>* was disregarded but is taken into account here. Slightly amended reproduced with
permission from Guguschev et al. (2020).

For the starting composition (green circle), we calculate the “anion/cation ratio” z =
([Lu] + [Sc])/([La] + [Nd]) = 0.97. This means that the starting melt was slightly de-
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pleted in the “anions” (Sc,Lu)Og_. In contrast, for all three compositions at different
positions of the grown crystal, z = 1.10 was observed. A similar excess of Sc was re-
ported by Velickov et al. (2008), Uecker et al. (2008) for pure rare-earth scandates
REScO; (RE = Nd, Sm, Gd, Th, Dy). We can assume that also in the quaternary system,
from the slightly off-congruent melt with z = 0.97 a congruently melting mixed crystal
with z = 1.10 crystallizes, in analogy to the idealized case of an AB compound with
congruent melting discussed in Section 1.5.2.1.

Sometimes, it is possible to restrict the presentation on simple ternary or even bi-
nary isopleth sections of multicomponent systems, which can reduce the number of
components to be taken into account. Schairer (1944)°' reports some examples from
important rock-forming systems based on oxides like CaO, MgO, FeO, Fe,05, Al,05,
Si0,. One pseudo-binary section of the quaternary system MgO-Ca0O-Al,05-Si0, is
shown in Fig. 1.46. This phase diagram describes the melting behavior of mixtures be-
tween the minerals &kermanite® and gehlenite.63 Obviously, both end members form
an unlimited series of solid solutions, which bear the mineral name melilite.

liquid

1400 A

melilite(ss) 1390°C, 73.2 Ma-%

1350 t t t t
0 0.2 0.4 0.6 0.8 1.0

Cz12A12S107 mass fraction (;azl\'IgSu'O?

(gehlenite) (akermanite)

Figure 1.46: Pseudo-binary phase diagram akermanite-gehlenite as reported by Schairer (1944).
Drawn and adopted with data from ACerS-NIST (2014), entry 918. The melilite group is solid solu-
tions of the type A,B(T,0;), where A can be Ca, Na, Ba; B = Mg, Al, Fe, Be, B, Zn; T=Si, Al, B. Aker-
manite and gehlenite are the main constituents.

61 John Frank Schairer (13 April 1904-19 September 1970).
62 Anders Richard Akerman (10 April 1837-23 February 1922).
63 Adolph Ferdinand Gehlen (5 September 1775-16 July 1815).
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Calculate the azeotrope point in Fig 1.46 for a scaling in mol-%!

The pseudo-binary phase diagram in Fig. 1.46 agrees well with more recent measure-
ments by Mendybaev et al. (2006). It is interesting to note that the latter authors did
not investigate this system by DTA measurements, because this silicate system tends
to the formation of glasses. Rather, Mendybaev et al. (2006) annealed samples of
different composition to =1230 °C to create the crystalline melilite(ss) phase. Subse-
quently, they were brought to a temperature of interest for 10 to 20 hours and then were
quenched into water. Quenched products, in the form of pure glass from the experi-
ments conducted above the liquidus, pure crystalline melilite(ss) from experiments
below the solidus, or coexisting glass and melilite(ss) at intermediate temperatures,
were examined by a scanning electron microscope (SEM) with X-ray microanalysis
system.

The unit cells of the tetragonal gehlenite (a = 7.6850 A, ¢ = 5.0636 A) and aker-
manite (a = 7.8288 A, ¢ = 5.0052 A) are very similar. In the latter, Mg2+ occupies almost
completely (96 %) tetrahedral sites at the unit cell corners and the centers of the ba-
sis plane, and Si** occupies tetrahedral sites inside the cell. In gehlenite a coupled
exchange

Mg?t,Si*t - 2APF (1.46)

takes place, which concerns all positions of Mg?* and 50 % of the Si** positions, re-
sulting in mixed occupancy there. This exchange is shown in Fig. 1.47; it can pro-
ceed also partially. These are the melilite{ss) solid solutions in the phase diagram
Fig 1.46.

Figure 1.47: One unit cell of (a) gehlenite Ca,Al,SiO; (X-ray data by Louisnathan, 1971) and (b) aker-
manite Ca,MgSi,0; (neutron powder diffraction data by Swainson et al., 1992). Space group P42,m,
the c axis is directed to the top. Plotted with VESTA by Momma and Izumi (2011).
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1.5.3.5 High-entropy alloys (HEAs)

In the introduction of their highly cited paper “Microstructural development in equi-

atomic multicomponent alloys” (>2700 times), Cantor et al. (2004)%* wrote: “For

quaternary, quinary and higher order systems, information about alloys in the cen-
tre of the phase diagram is virtually non-existent. ... This paper describes an initial
attempt to investigate the unexplored central region of multicomponent alloy phase
space, concentrating particularly on multicomponent transition metal alloys which
are found to exhibit a surprising degree of intersolubility in a single fcc phase.” The
authors prepared in this paper alloys with up to 20 components by melting them
together and ejecting them onto a rotating Cu drum for quick cooling. Alloys with as
much as 20 (5 at.-% each of Mn, Cr, Fe, Co, Ni, Cu, Ag, W, Mo, Nb, Al, Cd, Sn, Pb, Bi, Zn,

Ge, Si, Sh, Mg) or 16 elements were multiphase, but the number of phases was always

much lower than the phase rule would allow. Predominantly, the alloys consisted of

a face-centered cubic (f. c. c.) phase rich in transition metals, notably Cr, Mn, Fe, Co,

and Ni. Chemical analysis revealed in the multicomponent phase space a wide f. c. c.

phase field, which includes the composition Fe,CryoMn,oNi,,Coyg.

In the same year, Yeh et al. (2004) described for a six-component CuCoNiCrAl, Fe
alloy the gradual transition from f. c. c. (exclusively for x < 0.5) to b. c. c. (for x > 2.8),
with coexistence of both phases for intermediate concentrations of Al. Figure 1.48
shows the atomic arrangement for another six-component crystalline phase with
b. c. c. structure. Yeh et al. (2004) pointed out that many phases with very high num-
bers of components exhibit high hardness and excellent thermal and chemical stabil-
ity and wrote “...long-range diffusion for phase separation was sluggish in solid HE
(high entropy) alloys that are devoid of a single principal matrix element.” Tsai and
Yeh (2014) report several parameters relevant for the formation of phases with C = 5
or more components:

— The enthalpy of mixing may not be too large, because large positive AH,;, leads to
phase separation, and large negative AH;, favors the formation of intermediate
phases. —-15kJ/mol < AH_;, < 5kJ/mol are preferred.

— The entropy of mixing AS,;, has to be sufficiently high, because entropy is the
main stabilizing factor for these compounds. 12]J/(mol K) < AS,;, < 17.5]/(mol K)
are reported.

— Entropy can stabilize a phase at sufficiently high temperature T, because the
Gibbs energy G = H — TS has to be minimized. This entropy-enthalpy competition
leads to the parameter

e TAS ik
AH, mix

>

which stabilizes a “high-entropy alloy” (HEA) if € is large.

64 Brian Cantor (born 11 January 1948).
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Figure 1.48: Simulated atomic arrangement of the alloy Al1 Co 1 Cr1 Cu 1 Fe 1 Ni 1 in the body-centered

cubic (b. c. c.) structure. Reprinted with permission from Kleber et al (2021) produced with data by
Wang (2013).

— To allow miscibility, atomic sizes differences of the components may not be too
large; typically, 6 < 8.5 % are required.

— The valence electron concentration VEC, which is calculated from the weighed
average of the VEC of the components, determines the structure of the HEA: For
VEC > 8, the f.c. c. structure is stabilized. VEC < 6.87 stabilizes b. c. c., and for
intermediate values, both phases coexist.

In the ideal case, AH;;;; = 0O, and the Gibbs energy of a mixture phase is only de-
termined by the entropy. This entropy has its maximum at a composition where the
concentrations of all C components are identical: x; = 1/C (i = 1,2,..., C). Figure 1.49
shows that the contribution of AS,;, to G can be large for high component numbers C,
especially, at high T. Now the names “high-entropy alloys” (HEAs), “high-entropy ox-
ides” (HEOs), or other “high-entropy compounds”, respectively, are given to multi-
component phases with > 5 components, which are stabilized by high configuration
entropies. Schneider (2021)®° pointed out that the very high entropy gain shown in
Fig. 1.49 does not fully apply for compounds like oxides, carbides, nitrides, etc., be-
cause there a non-metal sublattice decreases the entropy gain by mixing significantly.
Nevertheless, somewhat incorrectly, the term “high-entropy alloy” is also used for
multicomponent mixtures of chemical compounds.

Rost et al. (2015) extended the concept of entropic phase stabilization to an oxide
phase with composition Mg, ,Co ,Nij ,Cug,Zn,,0. Figure 1.50 is copied from their
paper and shows in panel (a) the development of X-ray diffraction patterns with tem-

65 Jochen M. Schneider (born 25 September 1969).
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Figure 1.49: The Gibbs energy of an ideal mixture phase as a function of the number of equally con-
centrated components C, calculated for two temperatures by eq. (1.28).

perature. The labels (letter + 3 numbers) stand for R = rocksalt structure (initial MgO,
NiO, CoO; and the final high entropy oxide “HEO” phase), W = wurtzite (initial ZnO),
S = spinel, an intermediate product which is responsible for the TG effect close to its
disappearance, and the final formation of the HEO phase <900 °C. The three num-
bers are the Miller®® indices hkl of the X-ray reflection. Figure 1.50 (b) shows DSC/TG
results of an identical sample. Here a pronounced endothermal effect occurs between
825 and 875 °C, exactly there where the strong R111 reflex in the X-ray pattern indicates
the formation of a rocksalt-type Mg, ,Co,, ,Nij ,Cug ,Zn, ,0 solid solution. McCormack
and Navrotsky (2021) attributed this endothermic effect mainly to the necessary trans-
formation of CuO from tenorite®” and of ZnO from wurtzite to the rocksalt structure of
the five-component solid solution phase.

It is very difficult to present a vivid graphical presentation of phase diagrams with
five or more components; fortunately, even the multidimensional phase space of sys-
tems with very high numbers of components can be handled by thermodynamic sim-
ulation software. We cannot hope that in the near future, complete thermodynamic
datasets are available for most multicomponent systems, which would allow their
accurate calculation. However, interactions in the systems occur basically between
two or possibly three species. Correspondingly, the knowledge of binary and perhaps
ternary interactions of system components is often sufficient, at least for an estima-
tion of the thermodynamic properties of multicomponent systems. Senkov et al. (2015)
write that “calculations for a C-component alloy are considered to be fully credible if
the thermodynamic data are available for all the binary and ternary systems embed-

66 William Hallowes Miller (6 April 1801-20 May 1880).
67 Michele Tenore (5 May 1780-19 July 1861).

printed on 2/14/2023 12:35 PMvia . All use subject to https://ww.ebsco.confterns-of -use



EBSCChost -

1.5 Phase diagrams =— 71

a)

355 ey 230 -20 -10 DSC (mW)

Figure 1.50: (a) In situ X-ray diffraction intensity map of a sample with composition

Mg ,C0oq,Nig,Cug2Zng 5 0. (b) Simultaneous DSC/TG curves for the same composition (Netzsch
STA 449 F1 “Jupiter”, Pt crucible, air flow). For (a) and (b), the heating rate was 5 K/min. Copied and
slightly modified from Rost et al. (2015).

ded in this alloy”. More recently, Ushakov et al. (2020) showed that even the knowl-
edge of half the binary interactions results often in useful approximations.

Figure 1.51 gives an explanation of the experimental results obtained by Rost et al.
(2015) on the basis of FactSage 8.0 (2020) calculations. This software package contains
data for the pure solid and liquid phases of all five component oxides, besides data
on a rocksalt-type solid solution of all five components. Data on excess energies of a
melt containing all components are not available; certainly, this is difficult to handle
because copper(II) oxide is partially reduced even under oxygen rich conditions above
ca. 1000 °C (see Fig. C.30). This is beyond the experimental limits of Rost et al. (2015)
but should be included in the present calculation. The melt was handled as an ideal
solution, because exact data are not available.

Three of the five component oxides crystallize as pure substances in the rocksalt
structure: MgO, CoO, and NiO. CuO crystallizes in the monoclinic tenorite structure,
and ZnO in the hexagonal wurtzite structure. Isotype MgO—-NiO (ACerS-NIST, 2014,
entry 10365), MgO—CoO (ACerS-NIST, 2014, entries 51 and 52), and NiO-CoO (ACerS-
NIST, 2014, entries 5149, 9223, and 53) form solid solution series at least at elevated
T > 750 °C. The situation is worse for the nonisostructural components CuO and ZnO,
because then (under ideal conditions, i. e., neglecting excess contributions) the solu-
bility limit

AG™F
B _ A
X, = exp[— RT ] (1.47)
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Figure 1.51: Equilibrium calculation for the Mg, ,Coq 5 Nig ,Cug2Zng ;0 phase described by Rost et al.
(2015). FactSage data for the pure MeO and for the MeO(ss) (rocksalt type) were used. For the liquid
phase, formation of an ideal solution was assumed. (a) Moles of the phase constituents: at low T,
only ZnO (wurtzite) and CuO (tenorite) exist as pure phases. (b) First derivative of H (proportional to
the DSC signal) and entropy of the system.

must be expected (McCormack and Navrotsky, 2021), where )?ﬁ is the ideal limiting
solubility of component A with structure a in a solution with different structure 8, and
AGg_)ﬂ is the free energy of transformation of A in structure a to A in structure 8. Even if
the MgO—ZnO phase diagram presented by Segnit and Holland (1965)% is incorrect on
the ZnO side (Schulz et al., 2011), their solubility limit of 60 % ZnO in MgO is certainly
correct. In CoO the solubility of ZnO is smaller (= 20 %, ACerS-NIST, 2014, entry 11052)

68 Edgar Ralph Segnit (5 September 1923-13 July 1999).
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but still high. On the same level, ACerS-NIST (2014), entry 93-220, reports the solubility
limit on CuO in MgO. All these data are taken into account for the MeO(ss) phase in
Fig. 1.51.

Figure 1.51 (a) demonstrates that initially only the rocksalt-type components dis-
solve into the MeO(ss) phase; however, with higher T the entropic contribution al-
lows us to lower the Gibbs energy G = H — TS of this phase further by the dissolu-
tion of ZnO and slightly later also of CuO. From 950 < T < 1400 °C the HEO MeO(ss)
phase is stable. The subsequent melting to the ideal “lig” phase occurs, like typical,
with segregation: components with lower melting point enter the molten phase first.
It should be noted that the calculated data about melting are not yet supported by
experiments.

Figure 1.51 (b) shows the first derivative of the function H(T) for this equilibrium
reaction. It is obvious, and will be described in Section 2.8.2.1 in more detail, that
this function describes the heat flow between the material and its environment, and
hence the DSC signal. oH /0T shows a continuous downward (endothermal) trend, re-
sulting from the simultaneous dissolution of ZnO and CuO in MeO(ss). Like predicted
by equation (1.47), their solubility rises for higher T. In the experimental DSC curve
in Fig. 1.50 (b), the strong endothermal effect starts not before ca. 700 °C, because at
lower T, all component oxides are present as separate phases, as shown by the three
separate R111 peaks shown in Fig. 1.50 (a). This, however, is a nonequilibrium situ-
ation due to the slow interdiffusion of the solid phases. The endothermal effect oc-
curs only in the more confined range 700 < Tfymation < 950 °C but is much stronger,
because the MeO(ss) phase is formed there. The calculated DSC curve in Fig. 1.51 (b)
shows a small but significant kink at 860...890 °C, exactly where ZnO is already com-
pletely dissolved in MeO(ss), and only some remaining CuO continues to enter this
rocksalt phase. It is remarkable that the experimental DSC curve in Fig 1.50 (b) shows
a small kink after passing the maximum of the endothermal peak, almost at the same
temperature. This kink was not discussed by Rost et al. (2015).

Ushakov et al. (2020) performed DTA measurements with high entropy rare-earth
oxide mixtures (La,y ,Smg,Dyq,Erq, REg,),03 (RE = Nd, Gd, Y) in a modified Setaram
Setsys 2400 instrument up to 2500 °C, and the results were compared with thermo-
dynamic equilibrium calculations. Temperature and sensitivity calibrations (see also
Sections 2.5.1 and 2.5.2) of the DTA device were performed using melting and phase
transition temperatures and enthalpies of Au (1064 °C), Al,05 (2054 °C), Nd,0; (A-H,
H-X, and X-Liquid at 2077, 2201 and 2308 °C, respectively), and Y,0; (C-H and H-Liquid
at 2348 and 2439 °C, respectively). Figure 1.52 shows on a time scale such DTA curve of
a sample with composition Lag 59Smg 50DV 2 Erg 20Ndg 19),05. Calibration in the “hot”
range T > 2400 °C was done in situ at the melting point of Y,05. A sample and cali-
bration substance were placed simultaneously into reference or sample crucible, re-
spectively.

printed on 2/14/2023 12:35 PMvia . All use subject to https://ww.ebsco.confterns-of -use



EBSCChost -

74 —— 1 Thermodynamic basis

2500 - 50
2400 - L 40
2300 -
_ L 30
© 2200
s —
e 1203
= =5
§ 2100, <
8. o
£ 2000 L0 L
[ [
[ [
2 1900 0 T
£
& 1800
L-10
1700
20

10 15 20 25 30 35 40 45 50
Time (min)

Figure 1.52: Heat flow curve by Ushakov et al. (2020): Lag 50Smg 29DV 21Er.20Ndg 19),03 powder on
the “reference” side, and pure Y, 05 (for calibration) on the “sample” side were measured simultane-
ously. SubsequentB — A — H — X — Liquid transitions appear endothermic; C — H — Liquid
transitions of Y,03 appear in opposite direction, and are red labeled. TfY203 = 2439°C was used
for calibration of TfHEO = 2456°C of the HEO phase. Original file supplied and reuse permitted by
Ushakov and Navrotsky (2021).

If sample and reference are placed in different crucibles, then they are not necessarily at the same
temperature. Estimate this T difference for the measurement shown in Fig. 1.52 under the assumption
that “type D” thermocouples were used. Use the thermovoltage data from Table 1.4.

Although the phase rule allows for systems with C = 5 components upto P = 6
phases in equilibrium at constant pressure and temperature, Ushakov et al. (2020)
observed no more than two coexisting phases. Also, the thermodynamic calculations
showed only a few very narrow three-phase fields and only narrow two-phase fields,
in agreement with the experiments. Another unexpected and not yet fully under-
stood result is the very high T; = (2456 + 12) °C, which was measured, e. g., for the
(Lag,Sm ,Dy, ,Er, ,Nd, ,),05 phase. If the system behaves ideally, then the melting
point is expected near the average T; of the component melting points; cf. Fig.1.22
for the binary case. With data reported by Coutures and Rand (1989), Ushakov et al.
(2020) calculated T; = (2357 + 16) °C, almost 100 K lower! If deviations from ideality
occur, then they originate usually from a positive interaction energy in the solid state.
This might be, e. g., repulsive interactions resulting from different ionic radii, but then
the solid is destabilized with respect to the liquid, and a downward bend of the phase
boundaries occurs. This can lead to an azeotrope point, like shown by the LiCl-NaCl
subsystem in Fig. 2.49 (b). In any case, such behavior leads to lower T, which is in
contrast to the observation with (La, ,Sm ,Dy, 5Er, ,Nd 5),05.
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The observed increase of the melting temperature T; over the average melting temperature Tf of the
components is rather untypical, because positive deviations of the Gibbs energy are expected to occur
preferably in the solid state. However, a resulting destabilization of the solid phase with respect to the
liquid should decrease T;. Indeed, from the DTA curves for the (La,Nd,Sc,Lu),03 phase in Fig. 1.44, T;
is measured and is 145 K lower than T;, which can be calculated from the four endmembers in Fig. 1.45.
However, this system with C = 4 < 5 is no HEO by definition. The system Y,03-Zr0O, is mentioned
by Ushakov et al. (2020) as one of the few examples where a mixed crystal phase (fluorite type) melts
higher than the pure components (cf. also the thermodynamic assessment of this system by Fabrich-
naya and Aldinger (2004)%).

69 Fritz Aldinger (born 30 April 1941).
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A wide range of thermal analysis techniques is available nowadays. Some of them
measure any physical or chemical property of the sample as a function of the temper-
ature T. This can be the sample mass (thermogravimetry; see Section 2.2), the chemical
composition of gas species evaporating from a heated sample (evolved gas analysis;
see Section 2.4), thermal conductivity, thermal expansion, and others.

However, in a closer sense, “thermal analysis” means the measurement of ther-
mal properties (temperatures, heat fluxes, specific heat capacity) as a function of T.
Already the historical setup by Le Chatelier (1887) shown in Fig. 1.1 was a thermal an-
alyzer, and the principle to gather thermal data from the T(t) (¢ is time) function that
is delivered by just one thermal sensor is sometimes still used (Schindler et al., 2017).
However, the accuracy of such measurements is limited because the physical effect
(e. g., a slightly slower heating rate 0T/dt = T of the sample during a constant heat
input 0Q/ot = Q) is rather small compared to the heating rate itself, AT « T.

A significant improvement was obtained by Roberts-Austen,! who introduced
a “neutral body” of platinum in the vicinity of the sample (Schultze, 1969; Kayser
and Patterson, 1998). Then the temperature of the sample Tg and the temperature
difference AT between sample and “neutral body” can be measured independently.
The small signal AT can be determined with significantly better accuracy than fluc-
tuations of the large signal Ts. Contemporary DTA (“Differential Thermal Analysis™)
instruments still rely on a “neutral body” or reference sample.

Figure 2.1 (a) shows the principle of DTA. A sample and a reference are placed close
together in a furnace and exposed to a desired temperature program T (t). Often, this is
linear heating or cooling (e. g., with 10 K/min), but other programs such as isothermal
measurements or periodic fluctuations are possible too.

In modern DTA (Fig. 2.1(a)) and heat flow DSC instruments (Fig. 2.1 (b)), the temperature T is measured
at the reference R, and the DTA (or DSC) signal is the temperature difference between R and sample S.

For DTA and DSC measurements, a sample S is compared to a reference R. S and R
are situated inside identical crucibles placed on a sample holder. The sample and ref-
erence thermocouples are situated nearby, with good thermal contact. The thermo-
voltage between poles (1)-(2) is a function of T at the point R (see Table 1.4). Voltage
(2)-(3) depends on T at point S but is usually not measured. Instead, voltage (1)-(3)
gives directly the temperature difference ATO™ - T(R) — T(S). This principle dras-
tically increases the accuracy compared to the measurement of T(R) and T(S) with
subsequent calculation of the difference.

1 Sir William Chandler Roberts-Austen (3 March 1843-22 November 1902).

https://doi.org/10.1515/9783110743784-002
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Figure 2.1: Principles of techniques for the analysis of thermal signals (R = reference, S = sample).
(a) Differential Thermal Analysis: (1)-(3) = DTA signal, (1)-(2) = T, (b) Differential Scanning Calorime-
try (heat-flux): (1)-(3) = DSC signal, (1)-(2) = T, (c) Differential Scanning Calorimetry (power compen-
sation): (D-(2) Tz, 3)-(4) Ts, Uf\s) =sample heater, UﬁR) = reference heater.

It is somewhat arbitrary if the DTA signal should be defined as T(S) — T(R) or T(R) — T(S). In the former
definition an exothermal effect in the sample results in a positive (upward) DTA signal, which complies

with norms ASTM E793 and E794. In the latter definition an exothermal effect results in a negative
(downward) DTA signal, which complies with norms DIN 51007 and 1SO 11357-1. To avoid confusion, it

is recommended to place an arrow with the word exo in the DTA diagram, e. g., “T exo”.

DTA allows us to measure the temperature of thermal events such as melting or other
phase transformations with high accuracy. The quantization of enthalpies (e. g., heat
of fusion); however, itis less accurate: A badly reproducible share of heat is exchanged
by radiation or with the gas phase surrounding sample and reference. Two options
were developed for improvement, where the uncontrolled exchange of heat with the
surrounding is restricted.

For heat flow DSC, reference and sample are connected by a thermal bridge
(“disk”, or “plate”), which carries a significant part of the exchanged heat energy.
Temperature measurement is then performed not directly at the crucibles, but at two
points of the disk that are close to sample or reference (see Fig. 2.1(b)). Under such
conditions, the heat exchange can be quantitatively measured. The external electrical
contacts for DTA and heat flow DSC are identical, and sample carriers can usually be
quickly exchanged.

An even better alternative is shown in Fig. 2.1(c), where separate heaters close
to sample (heater voltage Ut(ls)) and reference (heater voltage U}(lR)) are used. T(S) and
T(R) can be measured independently, e. g., with resistivity thermometers, and a bridge
circuit controls U}(IR) and Ul(]s) during the measurement so that the temperature differ-
ence remains negligible. As the required heat energy can be measured easily by the
requested electric heating power, it gives a direct measure of the amount of heat pro-
duced or consumed by the sample. Hence sensitivity calibration (see Section 2.5.2) for
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power compensation DSC’s is not necessary. Some sample carriers for DTA-, DSC-, and
TG-measurements with corresponding crucibles are shown in Fig. 2.2.

Vil s i

a) . B b) c)

Figure 2.2: Different types of sample carriers for thermal analysis by NETZSCH (2020). (a) DTA/TG
carrier with type S thermocouples (see Table 1.4) and one Al, 03 crucible 0.3 ml; (b) DSC/TG carrier
type S with one Pt crucible 85 pl; (c) DTA/TG carrier for highest T < 2400 °C with W/Re thermo-
couples and one W crucible 80 pul (thermocouple wires visible on the sides); (d) TG carrier with one
type S thermocouple and Al,05 crucible 3.4 ml for large samples (5-mm grid for all pictures).

For all DSC measurements, covering the crucibles with lids is highly recommended to reduce the ex-
change of heat by radiation.

2.1 Differential thermal analysis (DTA)

2.1.1 DTA: technical details

The principle of DTA is shown in Figs. 2.1(a) and relies on imposing a T(t) program
simultaneously on a sample and a reference. Different commercial suppliers offer sev-
eral technical realizations of this idea, e. g.:

1. Asshown in Figs. 2.1(a) and 2.2 (a), with sample and reference thermocouples on
the top of a sample holder (or “sample carrier”) and electrical contacts as a plug at
its bottom. Identical crucibles (see Section 2.6.1) containing the sample (and op-
tionally a reference substance) are placed close to the thermocouples. Then a fur-
nace to heat S and R is be shifted over the sample holder from the top.

2. Vice versa, S and R can hang at the bottom of the sample holder with electrical
contacts on top of it. Then the furnace remains on its place, and the sample holder
is moved downward into the furnace.

3. Thanks to technical progress, it is a general trend during the last decades that
sample masses mg became smaller. Consequently, mg is nowadays often negligi-
ble compared to the mass of the crucible. This has (also for the realizations 1 and
2 above) the effect that often a “reference sample” in the closer sense is not used;
instead, an empty crucible of the same type that is used for the sample serves as
reference. Outgoing from this, as a third alternative, it is possible to perform DTA
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measurements with just one crucible for the sample, and the reference thermo-
couple is placed near some thermal balance body close to it.

Often, the DTA sample holder is placed on top (variants 1 and 3 above) or below (vari-

ant 2) a balance. If the mass of the sample holder itself, including reference and cru-

cibles, can be regarded constant, then the observed mass change must result from a

change of mg. Such a combination of thermogravimetry (see Section 2.2) with DTA (or

DSC; see Section 2.3) is called simultaneous thermal analysis (STA). A combination of

two or more signals is often very beneficial for the interpretation of DTA curves.

Crucibles, sample holder, and furnace are the heart of a DTA device. Furnaces are
usually based on resistance heaters with different heater elements: silicon carbide,
platinum-rhodium alloys, graphite, kanthal,? or tungsten are typical. Some furnaces
can be precooled with liquid nitrogen and allow the performance of measurements
below room temperature (ca. —150 °C) up to a few 100 °C. Such furnaces use, e.g.,
a protective tube made of steel or silver between heater and sample. Silver flattens
the temperature field inside the furnace very well, because it has the highest ther-
mal conductivity among all metals (for 327 °C, The Engineering Toolbox, 2021 reports
A = 405 W m™ 'K for Ag, to be compared with =~ 15W m™ 'K measured by Hidde et al.,
2018 at this temperature for a-Al,05 single crystals, as an upper limit for the alumina
ceramic which is a standard material for protective tubes). The highest temperatures of
about 2400 °C can be reached with tungsten heaters. Special furnaces allow measure-
ments with extremely high heating rates, much beyond the typical rates in the order
of 5...40 K/min, or can perform measurements in atmospheres with specific composi-
tions, e. g., high humidity or high gas pressure.

With a few exceptions, DTA measurements are performed in a gas flow; see Sec-
tion 2.6.2. The choice of this gas should be taken with care, because several limitations
may apply:

— The furnace heating element, the sample carrier, or the crucibles can be made of
components that are sensitive with respect to oxidation. These are, e. g., graphite,
iron, or tungsten (for the latter, see the thermocouples in Table 1.4). Then an atmo-
sphere virtually free of oxygen is mandatory. Often nitrogen (5N = 99.999 % purity)
is sufficient, but graphite or tungsten require noble gases like Ar or He.

- Some samples are sensitive with respect to typical impurities of technical gases;
often O, or humidity are critical. (Depending on the geographical location and
weather, ambient air often contains 1% H,0 or even more.)

— Ifasimultaneous technique is performed, then its effectivity can be influenced by
the atmosphere: TG relies on an accurate mass measurement, which is influenced
by buoyancy (see Section 2.2), and this effect becomes smaller in a gas with lower

2 Hans von Kantzow (9 June 1887-12 April 1979).
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density, such as He. EGA (see Section 2.4) analyzes the gas flow through the ther-
mal analyzer; then also interference of the rinsing gas with the species that have
to be found should be taken into account.

— Ifthe behavior of the sample upon heating in a specific atmosphere is under inves-
tigation, then there is no freedom of choice. In this case the DTA equipment itself
(crucible, sample holder, possibly a protective tube that separates the heater ele-
ment from the sample) has to be adjusted. For example, for not too high tempera-
tures, graphite heaters can be separated from the sample by Al,05-based ceramic
tubes, which allows measurements in air flow.

At least for T > 400...500°C the flowing gas tends to approach thermodynamic equilibrium with
the components of the thermal analyzer. To avoid damage, it is a good idea to calculate the relevant
equilibrium (e. g., as Ellingham-type predominance diagram; see Section 2.8.3) to see whether all
relevant parts of the thermoanalytic setup (crucible, thermocouples, and other parts of the sample
holder, heater, or protective tube) are in equilibrium with the sample under the given atmosphere. For
many chemical elements, Ellingham-type predominance diagrams are given in Appendix C.

2.1.2 DTA: examples

2.1.2.1 Zinc

Typically, DTA curves are plotted versus temperature T, but Fig. 2.3 shows all curves as
functions of time ¢t instead. Such plots give some insight into the technical quality of
the whole device, because a reliably constant heating rate T is the precondition for the
quantitative interpretation of DTA (and even more so DSC) curves. Especially, in the
beginning of a new temperature program segment, T begins to change with some de-
lay. This results from the construction of the devices where the temperature T (which
is plotted in Fig. 2.3) is measured near the reference crucible, but heating energy is
produced in a distance of several centimeters by the heater element, and thermal con-
duction requires time. The T controller “sees” the temperature lag and compensates
it by a temporarily higher heating rate. For the measurement in Fig. 2.3, T = 10 K/min
was programmed, and from the dashed curve we can see that it was raised quickly
within = 5min to T = 14 K/min and with some fluctuation arrived at the desired value
ca. 15 min after the start of the measurement.

Why is T measured with the reference thermocouple and not with the sample thermocouple?

The DTA signal between contacts (1) and (3) in Fig. 2.1 (a) can be displayed in its initial
unit pV. However, for better comparability, it is often scaled by the sample mass, be-
cause a larger sample of course produces a stronger thermal effect. Hence an alterna-
tive unit for the DTA signal is pV/mg. Scaling of the DTA signal in Kelvin (see question
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Figure 2.3: Simultaneous DTA/TG (= STA) measurement of Zn with scaling vs. time t. Besides T, also
its first derivative, the heating rate T = 0T/t is plotted, which for this measurement, was set to
10 K/min.

below) is possible but nowadays unusual. However, also DTA sample carriers can be
calibrated for sensitivity (see Section 2.5.2), and then scaling of the DTA signal in mW
(or more commonly W/g) is possible.

T(t) control is usually performed with Pl or PID controllers (proportional, integral, differential) of the
difference between the program temperature and the measured temperature. To ensure quick re-
sponse, the time constant between heater and T measurement must be short, which can be obtained
best with an additional control thermocouple in the vicinity of the heater; see Fig. 2.4. However, then
the actually reached sample temperature is sometimes slightly different from the programmed T. To
overcome this problem, a second control circuit can gather input from T, for adaption.

Figure 2.4 demonstrates the huge benefit of “differential thermal analysis” over the
classical “heating curves” introduced by Le Chatelier (1887), as mentioned in Sec-
tion 1.1.1. During the melting process of the Zn sample peaking at ca. 99.7 min, the
sample temperature T, (which is there always slightly above the reference tempera-
ture T,) lags only marginally, and thus it is even hard to recognize that the red curve
approaches the blue one. In contrast, DTA measures the difference T, - T, directly, and
the black curves easily shows that it reduces from ca. 0.9 K outside the melting peak
to ca. 0.45K.

Figure 2.4 demonstrates also the value of the “neutral body”, or reference, for ther-
mal analysis: Only T, = 0T,/dt through the melting process remains also fairly con-
stant at the set value 10 K/min. This cannot be achieved for T, = 9T,/dt because the
consumed heat of fusion prevents constant heating. It is interesting to note that the
furnace heating rate can be slightly different from T, ~ T, because of thermal trans-
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Figure 2.4: DTA measurement with 10.92 mg zinc (NETZSCH STA 409C, SiC furnace, Al,05 crucibles,
10 K/min, Ar flow). Besides the DTA curve (black, exo up, scaled in Kelvin), the true temperatures at
the reference and sample crucibles, and the “furnace temperature” at the heater element (lowered
by 50 K) are shown. The dotted lines are the 1st derivatives of these T(t) curves.

port conditions between heater element and sample change during the measurement,
resulting from different thermal conductivity and thermal radiation.

Give an estimation for the DTA melting peak height in Fig. 2.3 in Kelvin! The sample mass is = 10 mg,
and data for the type S thermocouple can be found in Table 1.4.

2.1.2.2 Calcium oxalate hydrate

Calcium oxalate hydrate is a white crystalline powder showing an interesting behavior
upon heating, which makes it suited as a test material for thermoanalytic devices. The
material decomposes into three subsequent steps

Ca(C00), - H,0 % Ca(C00), + H,0 T @.1)

Ca(C00), 51201% CaCo; +CO 1 2.2)

CaCo; —22C, a0 + €O, 1 2.3)
-30.12%

under the release of volatile species finally to CaO. (The mass losses given in equations
(2.1)-(2.3) refer to the initial mass of Ca(C0OO0),-H,0.) This series of quantitatively well-
described mass losses offers a convenient way for testing not only the DTA/DSC signal
(which is possible with typical calibration substances; see Setion 2.2), but also simul-
taneously the TG signal.

printed on 2/14/2023 12:35 PMvia . All use subject to https://ww.ebsco.confterns-of -use



EBSCChost -

2.1 Differential thermal analysis (DTA) =—— 83

Figure 2.5 shows two sets of simultaneous DTA/TG measurements with calcium
oxalate hydrate in different atmospheres. In Fig. 2.5 (a) the TG curves are similar, with
slightly steeper TG steps resulting from the decomposition reactions (2.3) for the blue
curves. It should be taken into account that not only the gas surrounding the sam-
ple, but also the sample mass mj is different for both measurements. In addition to
the general effect that larger m result in broader “smeared” thermal effects, which
will be described in Section 2.6.3, also the gases evolving from the sample itself can
influence the kinetics of the decomposition: The decomposition reactions (2.1)-(2.3)
represent chemical equilibria. This means that a high concentration of the product
H,0, CO or CO,, respectively, in the atmosphere will inhibit them. Transport of these
reaction products with the flowing gas (50 ml/min in both cases) away from the sam-
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Figure 2.5: Simultaneous DTA/TG (= STA, DTA: full lines, TG: dashed lines) measurements of
Ca(C00), - H,0 in argon (green) or oxygen (blue), respectively. Pay attention to the opposite di-
rection of the DTA peak around 500 °C. (a) NETZSCH STA409, Ar: mg = 25.69 mg, O,: mg = 15.47 mg.
(b) NETZSCH STA449 “F3”, Ar: mg = 64.47 mg, O,: mg = 62.45 mg.
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ple will proceed more slowly for larger mg, which can indeed be seen in the TG curve
of the Ar measurement. The total height of the TG steps (numerically shown in Fig. 2.5
only for the measurements in Ar) is almost identical and in fairly good agreement with
the expected values shown in equations (2.1)-(2.3).

An interesting difference is obvious if one compares the DTA curves. All decom-
position reactions (2.1)-(2.3) are endothermal, and correspondingly endothermal DTA
peaks are expected parallel to the TG steps. However, this behavior is shown only for
the measurement in Ar. The measurement in O, shows endothermal DTA peaks only
for the first and third TG steps. In contrast, the second TG step is accompanied by an
exothermal peak! This behavior can be explained by the secondary oxidation

Co + %02 = CO, 24)

of the emanating carbon monoxide, which is strongly exothermal and produces so
much heat that the endothermal reaction enthalpy of the oxalate decomposition is
overcompensated.

The curves in Fig. 2.5 (b) were obtained under almost identical conditions with
a more sensitive device where the sample carrier was sensitivity calibrated, as de-
scribed in Section 2.5.2. In contrast to the measurements in the top panel, m; =
62.5...64.5mg is here almost the same for both measurements, and indeed the steep-
ness of the first and third TG steps is almost the same. It is not so for the second step,
where again the step in the blue curve (0,) is steeper. This is also a result of reaction
(2.4), which removes the emanation product CO faster from the sample than simple
rinsing with Ar; see also the next section 2.2.

The second TG step in Fig. 2.5 (b) resulting from CO loss has a height of ~ 0.192 x m¢ = 12 mg, and the
oxidation of these 12 mg CO at 500 °C produces 121 (FactSage 8.0, 2020). Which share of this heat
energy flows from the sample to the DTA thermocouple?

2.2 Thermogravimetry (TG)

Different effects can lead to significant changes of the sample mass during thermal

analysis:

— The sample can decompose under the release of volatile species upon heating.
Typical examples are water releasing salt hydrates like CaS0O,-2 H,0 (gypsum) and
Na,COj5 - 10 H,0 (natron). NH,Cl (salammoniac) instead decomposes completely
to gaseous NH; and HCL

— The sample can react with the atmosphere. Examples are, e. g., substances re-
acting with O, under the formation of solid oxides, which may lead to a growing
sample mass (Fe — %Fe304). In contrast, the formation of gaseous oxides can
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lead to a partially or completely disappearing sample (C — CO/CO,). Growing and
shrinking sample mass can also be combined (Cu — CuO — % Cu,0).

—  Species that are (often only weakly) bound to the surface can emanate during des-
orption processes; see, e. g., de Jong and Niemantsverdriet (1990), who give an
overview how thermal desorption spectra can be used for the determination of ac-
tivation energies, preexponential factors, and reaction orders of such processes.

Of course, the composition of atmosphere during a TG measurement has a signifi-
cantly larger influence on the TG curve for the second case. However, also for decom-
position reactions, such influence cannot be ruled out. Like mentioned above, the
second TG step in Fig. 2.5 (b) is a good example, where anhydrous calcium oxalate de-
composes to carbonate under the release of carbon monoxide; see equation (2.2). The
rate of this equilibrium reaction increases if CO is quickly removed from the sample.
Here O, is more efficient than Ar with identical flow rates, because then equation (2.4)
removes CO by oxidation, in addition to just rinsing it away with the noble gas Ar.

2.2.1 TG: technical details

Pure TG devices, which are also named “Thermogravimetric Analyzers” (TGA) or “ther-
mobalances”, consist of a precise electronic balance (typical resolution 0.1 ug), which
determines the mass of a sample holder with one thermocouple for the determination
of T,. The sample can be heated in a similar way like for DTA (Section 2.1). Also, the
choice of furnaces and atmospheres is in analogy to DTA. Often, this method is used
if only mass losses (e. g., resulting from sample decomposition) are interesting.

Some TG devices offer the possibility to calculate a so-called c-DTA signal from
the difference between the real sample temperature and the programmed tempera-
ture. This has some similarity with the setup of Le Chatelier (1887) in Fig. 1.1, where
an endothermal event like melting results in a lag of T behind the programmed
temperature.

As mentioned above, TG and DTA (or DSC) are often combined, and then simply
the mass of the DTA sample holder is measured by a balance. This combination of two
independent signals often significantly simplifies the interpretation of results.

2.2.2 TG: examples

2.2.2.1 Calcium scandate CaSc,0, and lanthanum oxide La,0;

Figure 2.6 shows the results obtained with an STA (DTA/TG) device, but only TG signals
are displayed. The sample measurement (blue curve) shows that the mass changes
during this measurement by > 1mg. However, the major part of the measured mass
change is an artifact that is evoked mainly by the buoyancy of the gas, superimposed
by the viscosity of the flowing gas that imposes a small mechanical force on the sample
carrier.
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Figure 2.6: Thermogravimetry of a CaSc,0, crystal in Ar, m; = 65.71mg, T = 10 K/min, compared to
a “correction measurement”. The difference (black) is reproduced on a finer scale in the gray insert.

Give an estimation for the magnitude of the buoyancy of the sample carrier in Ar if its volume is as-
sumed to be 1c¢m>. How does the buoyancy change if T rises from 300 K (room temperature) to 600 K?

The onset of temperature enforced gas convection, together with the reduced buoy-
ancy of the sample carrier—crucible-sample system if the device is heated, results in
a seemingly increased sample mass. Depending on the gas flowing through the device
and on the device geometry, this effect often amounts to several 100 pg. This problem
can be reduced by several means:

— The sample mass mg can be increased, e. g., using very large crucibles of the kind
shown in Fig. 2.2 (d). Then real changes of m, can be detected better, because the
volume of the experimental setup (carrier, crucible) is less significant.

— The gas flowing through the device can be changed from the typical Ar (molar
mass M = 40), N, (M ~ 28), or air (M =~ 29; this is the weighed average of N,
and O,) to He (M =~ 4). This leads not only to reduced buoyancy, because this
effect changes o« M; additionally, the mechanical force imposed on the carrier by
the flowing gas is lower than for Ar; according to Kestin et al. (1972), He has the
lowest viscosity at least of all noble gases. Relevant properties of some gases can
be found in Fig. 2.26 and Table 2.6.

— Another feasible and advised method is the performance of a “correction mea-
surement”. Usually this means a measurement under identical conditions (cru-
cible(s), T program, gas flow) but without a sample. Often, the control software
of the thermal analyzer (TG, DTA/TG, or DSC/TG) allows us then to reopen this
correction measurement file and run it again with sample. As the result, then the
difference between correction and sample measurement is shown. This procedure
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has the benefit that for simultaneous DTA/TG or DSC/TG, also correction data for
the thermal signal are obtained, and spurious DTA effects like, e. g., for t < 20 min
in Fig. 2.3 are compensated.

- If an irreversible mass change is expected only for the first heating of a sample,
then a T program of the following kind can be a useful alternative to a separate
correction measurement: [Start| — |5K/min to 40 °C| — [isothermal ~ 30 min| —
’10 K/min to Tmax‘ - ’—10 K/min to 40 °C‘ — [isothermal ~ 120 min| —
’10 K/min to Ty« ‘ - ’ —-10 K/min to 400 °C‘ — ’Stop ; and subsequently free cool-
ing to room temperature. Very often, the sample remains after the first cooling
from T, in the state that was reached there (e. g. dehydrated), and the “cor-
rected” TG curve can be obtained from the difference between the first and sec-
ond heating. This difference can often be calculated inside the analysis software,
which comes with the thermoanalytic device.

The TG signal of an STA measurement with CaSc,0, that follows the rule of the last
point is shown in Fig. 2.6; only two heating segments to T,,,, = 1200 °C are displayed.
The first slow heating to 40 °C with subsequent 30-min equilibration there guarantees
that both subsequent heating segments start under identical conditions. The interme-
diate equilibration requires more time (here 120 min) because cooling from the high
Tmax cannot be performed with very high rate in air-cooled furnaces.

Sc,0; is known to be a hygroscopic substance (see, e. g., Jur et al., 2011 or chem-
istry textbooks) and the aim of this measurement was to reveal if also the scandate
CaSc,0, absorbs significant amounts of H,0 and/or CO, at its surface. The black curve
in Fig. 2.6 shows the difference between the first heating (blue, where the mass loss
should occur) and the second heating (red, where the substance was assumed to be
calcined, hence to show no mass loss). On the scaling of the left ordinate, this signal
seems almost flat. The somewhat statistical fluctuations, especially around 400 °C,
are of course stronger than in the original curves because the experimental scatter
of both measurements is added. The magnified insert in the gray field (scale on the
right ordinate) shows that in addition to this scatter, a real minor mass loss around
10 pg occurs from 100-200 °C, demonstrating the high accuracy that can be obtained
with such measurements. Section 2.2.2.2 shows that an even better resolution can be
obtained if the measurement is performed in helium instead of argon.

However, very often, a very high accuracy is not required, especially if commer-
cial chemicals have to be checked. Figure 2.7 shows measurements with commercial
lanthanum oxide. The TG of the first heating shows two strong steps below 400 °C
and above 500 °C. These steps are absent in the second heating, but also this curve
shows in its beginning the apparent mass gain resulting from buoyancy and other
spurious effects. The red difference curve eliminates these flaws and allows the reli-
able determination of different TG steps. Like for many other powdered materials, ad-
sorbed humidity leaves the sample first between room temperature and =150...300 °C
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Figure 2.7: Two subsequent DTA/TG measurements (with NETZSCH STA 409C, blue and green curves)
of 55.67 mg La,05 powder in Ar, T = 10 K/min from 40 °C to Ty, = 1400 °C.

(Am/m = -1.02%). The following steps result from the decomposition of different
oxo-, hydroxo-, and carbonate phases present in the sample; see the discussion in
Section 3.1.2.

Often, such measurement saves time for the experiments, because the whole T
routine can be programmed at once, without intermediate opening and restarting the
device. Practically, this means that the measurement can be started in the afternoon
and will be ready on the next morning. However, we should work with some cau-
tion and take into account that impurity traces (here moisture; see Section 2.6.2) are
present in every technical gas. This holds also for the Ar with 99.999 % purity, which
was used for the measurement from Fig. 2.6. Consequently, it must be ensured that
during the first cooling or the following isothermal segment at low T, contamination
of the calcined sample does not occur.

2.2.2.2 Nitrogen implanted zinc oxide N:ZnO
The small mass loss of the CaSc,0, sample in Fig. 2.6 was close to the noise level of this
measurement. We can increase the relative accuracy often by increasing the sample
mass m, over the range 10...100 mg, which is typical for simultaneous DTA(DSC)/TG
measurements, because the absolute noise level is often almost constant for a given
experimental setup and usually does not depend on the sample mass. This is possible
especially with TG sample holders like shown in Fig. 2.2 (d), which carry only one large
crucible with 1ml or even higher volume. Then large mg > 1g are often possible.

If larger sample volumes are not available, then we can alternatively reduce
the interfering influence of the sample atmosphere on the mass signal. Some TG
devices use “counter pans” in a separate furnace to obtain a symmetrical gas flow
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(Saadatkhah et al., 2020). As pointed out by Brown (2001), the performance of the
measurement in an atmosphere with low mass density is an alternative. Figure 2.8
shows such TG measurement performed in flowing helium. The atomic mass of “He is
one order of magnitude smaller than that of “°Ar, and thus also the buoyancy of this
gas. Besides, the lift force acting between flowing gas and sample holder shrinks with
lower gas density.
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Figure 2.8: Thermogravimetry (heating with 10 K/min) of a nitrogen implanted ZnO layer on Si wafer
with 300 pm thickness in He flow. Blue curve: first heating; gray curve: second heating.

In Fig. 2.8 the sample was a 10-um N:ZnO layer, which was deposited on a silicon wafer.
Zn0 has a density of p = 5.61g/cm® = 5.61 mg/mm?>, and approximately 2 cm? of this
wafer were available, which means that the N:ZnO layer had a mass of ca. 5.61- 0.01 -
200 mg ~ 11 mg. The sample was heated twice, and it is obvious that around 642 °C
a mass loss of 8 pg occurs. The mass loss does not occur during the second heating,
which proves that all implanted N atoms leave the sample during the first heating.

2.3 Differential scanning calorimetry (DSC)

2.3.1 DSC: technical details

The principles of two types of DSC devices are sketched in Figs. 2.1(b) and (c). An-
other type, the Tian?-Calvet* calorimeter, will be only briefly mentioned here: Also,

3 Albert Tian (3 November 1880-18 July 1972).
4 Edouard Calvet (22 September 1895-2 April 1966).
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there a symmetrical design with sample and reference is used, but with significantly
larger volumes (Hohne et al., 1996). These large volumes also imply large time con-
stants in the order of several ten minutes, which is very long compared to the time
constants < 1min (see Section 2.5.3) obtained with standard DTA or DSC carriers (see
Section 2.5.3). The sample and reference are connected with a large number of ther-
mocouples that work in series, which results in a strong signal with low noise. Such
instruments are often used if high sensitivity is required, but lower time resolution is
not impedimental.

It can be seen from Figs. 2.1 (a) and (b) that the construction of heat-flux differ-
ential scanning calorimeters is very similar to that of DTA devices. Often, just a DTA
sample carrier of the kind shown in Fig. 2.2 (a) has to be exchanged by a DSC-type sam-
ple carrier shown in Fig. 2.2 (b). This is straightforward, because the electrical contacts
are identical. Different specific types of heat-flux DSC carriers are often available: The
Pt sheets surrounding the sensor faces (the right one can be seen in Fig. 2.2 (b)) may be
constructed more or less complicated, which has some effect on the thermal sensitiv-
ity (see Section 2.5.2) and on the reproducibility of the baseline. This is the reason why
special DSC-c), carriers should be used for measurements of the specific heat capacity
whenever possible.

Figure 2.1(c) shows that power compensation DSC devices are technically more
complicated than heat-flux machines, because separate heaters for sample and ref-
erence are necessary. The more complicated design limits the maximum temperature
that can be reached by these devices to < 1000 °C. On the other side, the extremely
small heaters in direct contact to sample and reference allow huge heating rates in
the order of several 100 K/min and low time constants around 1second. Also, the
overlay of fast temperature fluctuations over a temperature program, like “StepScan”
(Perkin®-Elmer®) or “temperature-modulated” DSC (NETZSCH, “TM-DSC”), can be re-
alized better with low time constants. Schawe et al. (2006) demonstrated that stochas-
tic temperature variations allow the determination of the specific heat capacity in one
single measurement without further calibration. With “Fast Scanning Calorimetry”
(FDSC), very small samples in the order of micrograms can be heated with rates up to
several 1000 K/min (Quick et al., 2019; Schawe et al., 2020).

Such variations of DSC are often used if high sensitivity is required, e. g., for the
detection of glass transitions (see Porter and Blum, 2000) or for measurements of the
specific heat capacity ¢, (T). Already (Corbino, 1910, 1911)” exploited temperature vari-
ation for the measurement of thermal properties of materials by the “3w method”. For
more DSC-related details, the reader is referred to Section 3.2.2 of this book and to the
review by Gmelin (1997).

5 Richard Scott Perkin (1906-22 May 1969).
6 Charles Wesley Elmer (1872-7 December 1954).
7 Orso Mario Corbino (30 April 1876-23 January 1937).
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2.3.2 DSC: examples

2.3.2.1 Heat of fusion

In a power compensation DSC, the signal has the unit mW (or mW/myg if scaled by
the sample mass) and corresponds to the electrical power P that is needed to keep the
sample temperature T, the same as the reference temperature T,. In contrast, in a heat
flow calorimeter the temperature difference T — T, is measured by thermocouples in
units of uV or uV/mg. However, the typically known sensitivity K of the sample carrier
(see Section 2.5.2) allows us to convert the DSC signal of heat flow devices in mW.

In the same way like described there, also DTA devices can be calibrated for sen-
sitivity. Such calibrations are often useful because they allow a better quantitative
comparison of thermal effects that occur at different temperatures. The integral W =
jP dt, and hence the area under a DSC/DTA peak, corresponds to the total heat en-
ergy W, which is exchanged during a thermal event that produces the peak. In the
case of melting, this is the heat of fusion, AH;.

The blue curve in Fig.2.9 shows the DTA melting peak of calcium fluoride on
a pV/mg scale. One problem is obvious there: Even if the baseline outside the peak is
straight, it can be situated at different levels. One possible reason for such behavior
is, e. g., different thermal contact between sample and crucible. This happens often
if powder samples are molten, and the liquid sample exchanges heat better than
the initial powder. Different specific heat capacity of liquid and solid phase can be
another reason, because a higher c, shifts the curve to the endothermal direction
(see Section 2.3.2.2).
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Figure 2.9: Blue curve: DTA melting peak of CaF,, measured with a NETZSCH STA 449C “Jupiter”. Pt

crucibles, T = 10 K/min, flowing Ar atmosphere, mg = 222.76 mg. The insert shows two possible

constructions for baselines: a dotted straight line and a dashed line that starts tangential from both

sides at different levels. In between the position of the baseline is proportional to the passed share

of the peak, expressed by the red integral curve.
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For the determination of the peak area, the position of the base line inside the peak
must be known. Only if the DSC/DTA curve on both sides is at the same level, a straight
line is the optimum choice. If not, often a “tangential base line” is preferred. In Fig. 2.9
a straight (linear) and a tangential base line are compared for the melting peak of
CaF,. In this case, where the DTA signal at both sides of the peak is similar, the areas
over the linear base line (-32.9 uVs/mg) is not much different from the area over the
tangential base line (-33.4 pVs/mg). Usually, the difference is larger if the level of the
baseline on both sides is more different. In some cases, alternative definitions of a
baseline must be used. An example is shown in Fig. 3.14, where cooling curves start
partially inside the crystallization peak. Then, of course, the baseline position at the
high temperature side is not available. Hence a horizontal, left started baseline was
used, which terminates at the intersection with the DTA curve at the high-T side.

If possible, the area of DSC or DTA peaks should be calculated over a tangential base line. Such base-
line starts straight from both sides parallel to the thermal signal outside the peak. In the crossover re-
gion the baseline position is calculated in iterations from the share of the peak that is already passed,
which correspond to the red curve in Fig. 2.9.

2.3.2.2 Specific heat capacity

The specific heat capacity as a function of temperature ¢, (T) can be measured with

standard DSC devices by the comparison of three DSC curves:

DSCy,s(T) (the baseline) is obtained from a heating measurement with empty cru-
cibles for reference and sample.

DSC(T) (the reference curve) is obtained with a known reference sample (often,
a sapphire disc, but other reference materials are also possible), which
is placed inside the sample crucible after the baseline measurement with
identical temperature program.

DSC,(T) (the sample curve) is obtained with the sample, again with identical tem-
perature program.

Sapphire in its closest sense is a mineral that consist of a-Al,03 (corundum) with coloring trace impu-
rities like Fe, Ti, Cr, or V. Natural sapphire is usually blue, but other colors are possible. Ifcrt prevails
as impurity, then the color of (colorless) corundum changes to red, and the mineral is called ruby.
The denomination corundum would be more exactly, because the colorless (pure) a-Al, 03 is used as
reference; but instead sapphire prevails.

For these three measurements, the sensitivity K (T) (2.10) is not relevant; this means
that a sensitivity calibration is not necessary. It is important that all three measure-
ments are performed under identical conditions. Therefore it is useful to start them
not at room temperature, because this is not well defined. Rather, it is recommended
to begin with slow heating (e. g., 5 K/min) to some isothermal segment (e. g., 40,°C)
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where the program waits for ca. 30 min. This guarantees that all three heating runs
(basis, reference, sample) start from identical conditions, independent on environ-
mental conditions that may change with time. For the subsequent heating segment
used to determine c,, the heating rate should not be too low; 10 K/min are possible
but often 20 K/min gives more accurate results. The reason is that the evaluation re-
lies on the shift of the DSC curve to the endothermal direction, resulting from the ther-
mal load of the reference or the sample, respectively. This can be seen from the DSC
curves in Fig. 2.10, where the black DSCy,,5(T) curve is on top, and the red DSC,¢(T)
and the blue DSC,(T) curves are shifted to the endothermal direction. This shift be-
comes larger for larger T because then the same amount of enthalphy is exchanged in
a shorter period of time. If the three measurements are finished, then ¢, (T) (inJ/(g K))
can be calculated by the formula

Mo DSCy(T) — DSCy,5(T)

cp(T) =
P mg  DSCof(T) — DSCpas(T)

X Cp refs (2.5)
where m,; and m, are the masses of the reference and the sample, and ¢, . is the spe-
cific heat capacity function of the reference material, which must be known. (Usually,
the evaluation according (2.5) is performed with the analysis software that comes with
the DSC device, and then the ¢, (T) functions for reference materials are available from
this software.)

g <
E Texo )
O 7 3
_ >
01 r0.70
] empty crucible
S sapphire L0.65
p sample
-104 oS EEREES ¢, original data
o, fit F0.60
-15 N
-204 r0.55
100 200 300 400 500 600 T(°C) 800

Figure 2.10: Measurement of the specific heat capacity of a MgGa, 0, crystal (63.72 mg) with sap-
phire (84.62 mg) as reference. The measurement was performed by dynamic DSC with 7 = 20 K/min
in a NETZSCH STA449C. c,(T) data are fitted to function (2.6) with parameters a = 0.596730,b =
3.271283 x 107, ¢ = —2.1081862 x 1077, d = —136.8806 (in J/(g K)).

The dotted curve in Fig. 2.10 shows the results of such analysis for a crystal of the wide
bandgap semiconducting oxide MgGa,0,, which was grown by Galazka et al. (2015).
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Kondrat’eva et al. (2016) published more recent DSC data for this material, which are
in excellent agreement with Fig. 2.10 for low T and by ca. 4 % higher at the highest T
for this measurement.

For every DSC measurement and especially for the determination of c,, the crucibles should be covered
with lids. Preferably, metal crucibles (e. g., platinum) should be used. Al,05 crucibles and lids are not
well suited especially at high temperatures, because they are transparent for infrared radiation, which
leads to heat energy loss.

As pointed out before, it is often recommended to use high heating rates for ¢, mea-
surements, because then the thermal loads of sample and reference, and hence the
differences in the numerator and the denominator of equation (2.5), are larger, which
reduces experimental error. For the same reason, the masses mg and m,.; should be
not too small. It is recommended to perform smoothing of the DSC curves prior to the
¢, calculation, because c,(T) functions are usually smooth, except near second-order
phase transitions (see Section 1.4.2.2 and Fig. 1.3). Besides, several subsequent heat-
ing cycles can be performed and then averaged. Here it turns out that occasionally the
first curve of such series deviates significantly from the following ones, and then this
curve should be disregarded.

DIN 51007/ASTM E1269/1S0 11357 recommend after the heating segment a second isothermal seg-
ment, which should last at least 10 minutes. The reason is that the (constant) baseline may reside on
different levels in both isothermal segments, which can then be corrected.

Itis possible to take just the smoothed c,(T) data as a final result, but usually a reason-
able fit function can be used. It is typical that the slope of the function is high at low
T around room temperature, and then the function becomes flatter. Maier and Kelley
(1932)® showed that polynomials with term oc T2 are often well suited for such fits,
and such expressions are used also in commercial databases like FactSage 8.0 (2020)
for the representation of specific heat capacities. In Fig. 2.10 a function

cp(T)=a+b-T+c~T2+d-T_2 (2.6)

was used to well fit the experimental data; the fit parameters are given in the figure
caption.

For a power compensated differential scanning calorimeter, Rudtsch (2002) de-
termined the relative uncertainty of cp(T) as 1.5 %. For a heat-flux DSC device, Luisi
(2014) reported slightly higher uncertainties ranging from 2.1% (at 400 °C) to 4.8 %
(at 1200 °C).

8 Kenneth Keith Kelley (16 December 1901-28 September 1991).
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An alternative method for the determination of ¢, works in isothermal segments
with an overlay of periodic T variations (periods around 1 minute and amplitudes of
several 0.1 K are typical). Also, from such time modulated DSC (TMDSC) measurements
with a sample, compared to an identical measurement with a standard, the specific
heat capacity can be derived. TMSDC measurements are especially useful for sensitive
materials that cannot be heated over an extended temperature range, such as plastics.
We will discuss details in Section 3.2.2.

2.4 Evolved gas analysis (EGA)

2.4.1 EGA: technical details

A significant negative TG step (see Section 2.2) occurs only if parts of the sample are
evaporating. If the measurement is performed in a gas flow, then we can lead this
flow completely or partially to a gas analyzer, such as an infrared spectrometer (IR)
or a quadrupole mass spectrometer (QMS). Such procedures are called “Evolved Gas
Analysis” (EGA). Both analyzing techniques have different benefits and drawbacks:
Quadrupole Mass Spectrometer. Work under vacuum (= 10~ mbar = 1 mPa), which
makes high-vacuum equipment necessary. QMS measures the ratio between mass
and charge (m/z) of molecules or molecule parts. Molecule parts or “fragments”
are often formed if gas molecules entering the mass spectrometer are ionized. The
few examples in Table 2.1 where extracted from a report by Mohler et al. (1952);’
the strongest signal is always set to 100 %, and rather than the m/z value the cor-
responding chemical fragment is given. Such “fragmentation patterns” can be
found for many inorganic and organic molecules, e. g., in the “NIST Chemistry
WebBook” (NIST, 2020). This database takes into account not only chemical frag-
mentation, e. g., H,0 — OH + H, which means that for water, besides m/z = 18, ad-
ditional signals must be expected at least for m/z = 17 and m/z = 1. Additionally,
the natural abundance of isotopes is accounted for. (See, e. g., the zinc isotopes in
Fig. 3.9.) Principally, all atoms or molecules can be detected, but their ionization
strength in the “ion source” is different; accordingly, quantitative measurements
are not straightforward. Most devices offer two detection modes of the QMS: In the
SCAN mode a certain m/z range is scanned again and again. This mode has the
advantage that no unexpected species can be missed out, but, on the other side,
the sensitivity is not very high in this mode, depending on noise level. Besides, if
signals of the gas flow (Ar, N, ...) inside the device are included in the scanning
range, then these very strong peaks (e. g., m/z = 40 for 4OAr*, 20 for “OAr*, 36
for 3°Ar* (0.34 % abundance), 38 for >®Ar* (0.06 % abundance)) can be disturb-
ing. Here helium can be a good alternative rinsing gas, because it gives only one

9 Fred Loomis Mohler (23 August 1893-2 December 1974).
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Table 2.1: Relative strength of QMS signals for different fluorocarbons as measured with an ioniza-
tion voltage of 70 volts. C,F, shows additionally small signals for C, (m/z = 24), C,F (m/z = 43), and
C,F, (m/z = 62).

Molecule C F CF CFZ CF3 CF4 Cz F3 C2 F4 CZ F5 Cz Fs
CF, 7.8 6.7 4.9 11.8 100 0 0 0 0 0
C,Fg 1.5 1.2 18.3 10.1 100 0 0 0.6 41.3 0.2
C,F, 12.6 2.8 100 29.5 2.8 0 63.1 33.8 0 0

strong signal at m/z = 4. In the MID mode (“Multiple Ion Detection”) a predefined
choice of m/z values is followed almost continuously by the QMS. Here a higher
sensitivity is possible, but unexpected species can be missed out.

The low pressure inside the QMS makes the detection of species with small partial
pressure easier, compared to IR spectrometers.

Infrared Spectrometer. Work under atmospheric pressure, like usually the thermal
analyzer, is more affordable than QMS devices. IR spectrometers well discriminate
organic and inorganic molecules by measuring their bond vibrations. However,
they cannot measure single atoms, e. g., of evaporating elements or noble gases.
Also, molecules of two identical atoms (N,, O,, Cl,) are not IR active. Like for mass
spectra, reference data can be found in “NIST Chemistry WebBook” (NIST, 2020).

For both types of analyzers, the gas has to be moved from the place where species are
evaporating (this is typically the sample crucible inside the thermoanalytic device) to
the analyzer itself. Usually, this is done by one of the following coupling systems:
Capillary. The gas outlet of the thermal analyzer is connected by a thin valve (steel,
fused silica) to the analyzer. This valve (“capillary”) has to be thin to reduce the
dead gas volume responsible for a time shift between species emanation and reg-
istration. Besides, a large dead volume results in smeared tails of the intensity vs.
time signal. Capillary coupling works very well for the registration of gases (H,0,
CO,, SO,, NO/NO,,...). However, it may be critical for the registration of species
that evaporate at high T but have low vapor pressure at low T. Often, the capillary
is heated to a few hundred degrees to reduce condensation of such species.
Skimmer. A two-stage pressure reduction system that is often used for the coupling
of the atmospheric pressure of the thermal analyzer to the high vacuum inside
a QMS. It consists of two subsequent orifices with several 10 pm diameters holding
an “intermediate vacuum” between them. This intermediate vacuum is of order
100 Pa and is regulated in such a way that the pressure inside the QMS is constant.
The skimmer system has a small volume and is held almost at the sample temper-
ature. Consequently, condensation of substances such as volatile metals, halides,
oxides, or “big” organic molecules is prohibited or at least reduced. Skimmers are
made of Al,05 ceramic (T, = 1600 °C) or vitreous carbon (T, = 2000 °C).
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2.4.2 EGA: examples

2.4.2.1 DTA/TG/QMS of calcium oxalate Ca(COO0), - H,0

Already in Section 2.1.2.2 the thermal decomposition of calcium oxalate hydrate
(whewellite'®) was described as a process with three subsequent steps where (1)
water, (2) carbon monoxide, and (3) carbon dioxide are released from the sample. In
the previous Fig. 2.5, this decomposition was performed in Ar and O, flows. Figure 2.11
shows the decomposition of Ca(COO), - H,0 again in flowing Ar, but with simultane-
ous analysis of the emanating gas with a QMS, which was coupled to the STA with
a skimmer. In this case the whole system of skimmer and protective tube between
sample holder and furnace consisted of vitreous carbon. This carbon environment in
flowing Ar creates strongly reducing conditions for the sample, which we will discuss
in more detail in Section 2.6.2.
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Figure 2.11: Simultaneous DTA (black full line) and TG (black dashed line) of 32.71 mg calcium oxalate
hydrate Ca(COO0), - H,0 in Ar flow with QMS MID detection (Multiple lon Detection; see Section 2.4.1)
of the emanating gas. T = 10 K/min. QMS signals m/z = 18 (H,0), m/z = 28 (CO), and m/z = 44
(CO,) are shown. See Fig. 2.5 for comparison.

Figure 2.11 shows the TG curve (dashed line) and the QMS detector signals for H,0, CO,
and CO,. The first TG step results from the release of water, and indeed the m/z = 18
signal has a strong maximum there. The second step, resulting from the release of
carbon monoxide, is associated with the expected peak for the QMS signal m/z = 28.
However, also a smaller peak for the m/z = 44 signal (carbon dioxide) appears there,

10 William Whewell (24 May 1794—6 March 1866).
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which can be explained by the Boudouard!" reaction
2CO0 = CO, +C, 2.7

which brings CO and CO, always in equilibrium. The third TG step due to the calcina-
tion of CaCO; under the release of CO, shows, as expected, an even stronger peak for
the green m/z = 44 curve, but here the peak of the red m/z = 28 curve is comparably
strong, resulting from the Boudouard reaction. The CO signal is enhanced partially
by the excess of C, which is present from the vitreous carbon skimmer. If the same
experiment would be performed with an Al,0; skimmer or with a capillary coupling
between STA device and QMS, then we could expect a weaker CO signal with this third
TG step.

2.4.2.2 TG/FTIR of biomass

Instead of a mass spectrometer, a Fourier'?-transform infrared spectrometer (FTIR)
can be coupled to a thermal analyzer for analyzing the emanating gas. Symmetrical
gas molecules, like the noble gases, but also N,, H,, and O,, do not absorb infrared
radiation and can therefore not be detected with FTIR devices. (The symmetric CO,
molecule O=C=0 absorbs IR radiation because it performs asymmetric vibrations.)

Usually, the DTA/TG or TG device is rinsed for such measurements by an IR inac-
tive gas, like N, or Ar, and the gas outlet is coupled to the IR spectrometer by a cap-
illary, which can be heated to avoid condensation. Newer developments incorporate
the “gas cell” were the IR spectrum is measured directly inside the thermal analyzer,
which makes gas transfer obsolete. If transfer lines (capillaries) are used, then they
should have a small volume to reduce time shifts of IR signals against the thermal
processes in the sample.

Figure 2.12 shows a simultaneous DTA/TG measurement with a biomass that is
degraded and burned in flowing air. The initial small TG step Am/m < 10 % results
obviously from humidity of the organic material. The degradation itself takes place
from ca. 300...500°C in the second and third TG steps. Both are separated by a kink in
the TG curve, which is connected with a dip between two exothermal DTA peaks.

During the TGA-FTIR measurements, spectral data are repeatedly collected. It is
natural that at strong TG steps, where much gaseous products are released from the
sample, also the FTIR spectra show strong overall absorbance. This can be used to
build a Gram®-Schmidt™ reconstruction, which is shown for the same measurement

11 Octave Leopold Boudouard (10 May 1872-15 December 1923).
12 Jean-Baptiste Joseph Fourier (21 March 1768-16 May 1830).
13 Jorgen Pedersen Gram (27 May 185029 April 1916).

14 Erhard Schmidt (13 January 1876—6 December 1959).
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Figure 2.12: DTA/TG curves of an activated carbon sample that was produced from a biomass. Mea-
surement in air flow. Figure adapted from de Oliveira et al. (2017) under CC BY 4.0. See also Fig. 2.13.

in Fig. 2.13. Each point of such a plot corresponds to the total IR absorbance of the
evolved components in the measured spectral range.
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Figure 2.13: Gram-Schmidt curve for the same material that was used in Fig. 2.12, together with FTIR
spectra of the main gaseous products. Figure adapted from de Oliveira et al. (2017) under CC BY 4.0.
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2.4.2.3 TG/FTIR of lanthanum carbonate hydrate La,(C0O3); - nH,0

Not only the oxides of metals from the first and second main groups of the periodic
system posses strongly (Lewis") basic properties; the basicity of the rare-earth (RE)
metal oxides is on a comparable level. This basicity leads to significant affinity to Lewis
acids like carbon dioxide under the formation of carbonates. Besides, they tend to
absorb water; Bernal et al. (2004) report a broad variety of intermediate phases with
partially noninteger stoichiometry in the systems RE,0;-H,0-CO,.

To study the basicity, Maitra (1990) performed simultaneous DTA-TG measure-
ments of the rare-earth carbonates RE,(CO;), in a Rigaku Thermoflex PTC-10A device
with heating rate of 10 K/min up to 1250 °C in Pt crucibles. Measurements were per-
formed in flowing N, and flowing CO,. The RE,(COs), were obtained preliminary by
precipitation from aqueous RE(NOs); solutions with Na,COj3. The sequence in decreas-
ing basicity found by Maitra (1990) is La > Pr = Nd > Sm > Gd = Eu > Tb = Ho = Er >
Dy = Tm = Yb = Lu > Ce.

Paama et al. (2003) investigated the emanation of gaseous species from commer-
cial RE carbonate hydrates RE,(CO5); - nH,0 (RE = La, Eu, Sm) with a thermogravi-
metric analyzer TGA-7 (Perkin-Elmer) that was coupled via steel capillary to a FTIR
spectrometer, also by Perkin-Elmer.

Figure 2.14 (a) shows the TG results for La,(CO5); - nH,0 (full line) together with
its first derivative DTG (dash-dotted line). The calculation of the DTG is often helpful
to decide where the mass loss per temperature unit (and hence time) has maxima,
which can be expected to correlate with maxima for specific emanating gases. Even
if not shown in Fig. 2.14, extrema of the DTG curve often also correspond to extrema
(usually endothermal peaks) of DTA curves, because the release of gaseous species is
usually endothermal.

A small TG effect near 100 °C (which can be seen more clearly in the DTG) is at-
tributed by the authors to the release of water adsorbed to the sample furnace. Un-
fortunately, no clear water signal can be seen in this temperature range in the FTIR
spectra, Fig. 2.14 (b). This is not very uncommon, because the detection of a ubiqui-
tous molecule like H,O in a gas stream is always a challenge. We should take into
account that only 10...20 mg sample mass were used in a gas flow of 80 ml/min. In
Section 2.6.2, we will discuss that the gas flowing through the thermal analyzer con-
tains, without special measures, usually several ppm (parts per million) impurities,
water among them. Also, the Gram—Schmidt curves of the FTIR data shown in the pa-
per by Paama et al. (2003) give no hint on a significantly rising release of species below
=~ 400 °C.

15 Gilbert Newton Lewis (23 October 1875-23 March 1946).
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Figure 2.14: Thermogravimetry of commercial lanthanum carbonate hydrate (Fluka, 99.9%) with
simultaneous EGA by FTIR spectrometry. (a) TG and DTG measured with a Perkin-Elmer TGA-7 an-
alyzer, T = 10 K/min in 80 ml/min flowing N,. (b) Simultaneous FTIR spectra vs. time, measured
with a Perkin-Elmer System 2000. The end of the time scale (80 min) corresponds to 800 °C. Figures
adapted with permission from Paama et al. (2003).

2.5 Calibration of thermoanalytic devices

The calibration of thermoanalytic devices, and especially of sample holders for DTA,

DSC or TG measurements described in the previous Sections 2.1-2.3, has different pur-

poses:

— It may help to improve the accuracy of measured data (e. g., T).

— It can be the precondition for determining the “sensitivity” of a sample carrier,
which allows us to obtain heats of transformation AH from measured peak areas.

— It can improve the sharpness of peaks by numerical desmearing of DSC curves.

At least, temperature calibration of DTA and DSC sample carriers (Sec. 2.5.1) is always highly recom-
mended. Calibration of heat flow DSCs for sensitivity (Sec. 2.5.2) is mandatory. Thermal resistance cal-
ibrations (Sec. 2.5.3) can usually be regarded as optional. Often, these calibrations can be performed
on the basis of the same measurements, like shown in Fig. 2.15.
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Figure 2.15: Calibration measurements of a DTA/TG sample holder with melting tin and aluminum,
heating rate T = 10 K/min. Red: first heatings; green: second heatings. Onsets are the experimental
melting points Te,,; peak areas are proportional to the heat of fusion AH;. Literature data given in
the boxes.

2.5.1 Temperature calibration

Thermocouples (see Section 1.3) used for T measurements in sample carriers are not
always identically manufactured, and the thermovoltages may be slightly different
from the data given in Table 1.4. Besides, aging may occur especially after chemical
contamination. The influence of different crucible types, of atmosphere, and of heat-
ing rate are other possible origins for slightly faulty T determination with the thermo-
analytic equipment.

Consequently, new thermocouples should always be calibrated to account for
such incorrect temperature measurements. In the ideal case, several calibration sub-
stances (for some examples, see Table 2.2) are measured under the same conditions
as the samples under investigation. These calibration substances undergo at known
temperatures a well-known thermal effect (melting, phase transition), which is mea-
sured. The difference between the measured and expected transformation tempera-
tures gives the experimental error, which is used to correct the results obtained with
further samples. Fortunately, the influence of some parameters such as atmosphere
and even crucible material is usually small compared to the influence of new (or aging)
thermocouples. Thus a few calibration runs can serve for all measurement tasks.

If the calibration substance is placed in the crucible, then it has usually an arbi-
trary “as supplied” shape: wires or spheres are typical for metals, powders for inor-
ganic compounds. If the calibration sample melts and solidifies subsequently, then
it usually assumes a geometry defined by the crucible bottom. This often results in
better thermal contact between crucible and sample and, consequently, in a slightly
different shape of the peak, like shown in Fig. 2.15 for grains of tin and aluminum. It
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Table 2.2: Data of some calibration substances used for DTA and DSC. (BaCO5 shows the second and
third transitions at higher T, which are not well suited for calibration because they are very close to
the decomposition temperature to BaO and CO,.)

Substance transformation T (°0) AH ()/g)
Hg melting -38.8 11.44
H,0 melting 0.0 333.4
Ga melting 29.8 80.0
KNO3 phase transition 128.7 50.0
In melting 156.6 28.6
Sn melting 231.9 60.6
Zn melting 419.6 107.5
K,CrO, phase transition 668.0 37.0
BaCO3 phase transition 808.0 94.9
Ag melting 961.8 104.6
Au melting 1064.2 63.7
Ni melting 1455.0 290.4
Pd melting 1554.8 157.3
Pt melting 1768.0 165.00
Rh melting 1962.0 =199
Ir melting 2446.0 =107

is recommended to use second heating curves for the calibration if during the subse-
quent thermal analysis runs, also repeated heating/cooling cycles are performed. For
expensive but long-term stable calibration substances like gold or palladium, it is pos-
sible to store them inside their crucibles for reusing them in future calibration runs.
Usually, the control software of thermal analyzers offers the possibility to create
“calibration files” by entering experimental melting points T, for a series of at least
2-3 calibration substances in the kind of Table 2.3. The Ty, are compared with the
nominal values T, and a (possibly weighted) fitted polynomial is used to approach
the differences. Such a polynomial (2.8) is shown together with calibration points in
Fig. 2.16.
AT = o+ ¢ Teyp + 6T (2.8)

exp

The conditions of calibration should be as similar as possible to the real measurements that will be per-
formed on their basis. Unfortunately, this recommendation can sometimes not be fulfilled completely:
Melting of calibration metals in metallic crucibles (e. g., Au in a Pt crucible) is sometimes impossible
and often results in alloying and destruction. Besides, some other calibration metals are subject of
oxidation if heated in an atmosphere containing O,; sometimes even oxygen traces from leaks or the
gas flowing through the equipment are sufficient to prevent reliable measurements.

An unorthodox example for the simultaneous calibration of temperature and sensi-
tivity was demonstrated in Fig. 1.52. The calibration substance, in this case Y,05, was
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Table 2.3: Example of a temperature calibration table with mathematical weight put on each point.

Substance Thom CCO) Texp CC) Weight Teorr CO)
dummy 0 1 1.000 0.0
Sn 231.9 232.6 0.500 231.9
Zn 419.6 419.2 1.000 419.2
Al 660.3 660.0 1.000 661.3
Au 1064.2 1057.8 1.000 1062.5
Ni 1455.0 1449.8 0.700 1459.3
Pd 1554.8 1542.0 1.000 1552.8

400 600 800 1000 1200 1400 1600
T(°C)

0 200

Figure 2.16: Calibration curve for a DTA/TG sample carrier with 6 calibrated points and a fitted cor-
rection polynomial (2.8) with parameters ¢, = —1.0385,¢; = 5.45 x 1074, ¢, = 4.621 x 10°%. The
“dummy” point at 0 °C has no practical relevance and leads just to smoother fitting for low T.

placed during a measurement in the reference crucible, and the sample in the sample
crucible. Then, of course, melting of the reference substance produces a DTA peak in
the exothermal direction.

2.5.2 Sensitivity calibration

Let us assume that during a DTA or DSC measurement, the DTA or DSC curve that is
plotted according to the ASTM norm (see info box on p. 2) bends upward. This indi-
cates that T rises slightly faster than T, indicating an exothermal process in the sam-
ple. Vice versa, a downward bend indicates an endothermal process, like the melting
peaks in Fig. 2.15. It turns out that the deviation from the undisturbed “baseline” out-
side the melting peak is proportional to the thermal power W(t) (in mW) that flows
in this moment into the sample. This power flows over a certain time period, and the
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area under the peak (in ])
A- j W(T)dt 29)

is proportional to the consumed heat energy Q, which in this case is the heat of fu-
sion AH;.

Estimate the lengths of the melting peaks in Fig. 2.15 on a time scale!

However, only for power compensation DSC instruments (Fig. 2.1(c)), A and Q are iden-
tical. For DTA and heat flow DSC instruments, the measured signal is the thermovolt-
age AU (in pV), which results from the temperature difference between S and R. With
data like those given in Table 1.4, AU can be converted into a temperature difference
AT (in K), but the direct determination of Q is not possible. Rather, for this conversion,
the factor

K (T) = g (2.10)

is required, which is called the sensitivity of the thermoanalytic setup; it has the di-

mension [V/W] and describes the efficiency of the setup in creating a DTA signal (in pV)

from a given thermal power W. As indicated in equation (2.10), K, is a function of tem-

perature and drops usually for higher T for the following reasons (Fig. 2.17):

-~ To create a DSC (or DTA) signal in the sensor, heat must flow between the sensor
and the substance through the crucible. However, the thermal conductivity drops
for most materials for higher T, approximately above the Debye!® temperature.

— Total electromagnetic radiation, including infrared radiation, rises with T follow-
ing the T* law. Consequently, then a significant share of Q is exchanged by radia-
tion and does not contribute to the sensor signal.

It is convenient to determine several calibration points K (T) with the same measure-
ments that were already used for temperature calibration. In Fig. 2.15, besides the on-
sets (for T calibration), also the melting peak areas A were determined for both sam-
ples. The measured peak areas A (see, e. g., Table 2.4) are divided by literature data for
the corresponding heats of transformation H, and by equation (2.10) we obtain K;(exp)
for the given T. A fit can be performed by useful functions of the kind

K,=(c,+c3z+ c4z2 + 6523) exp[—zz]

<z _T-g ) (211)

G

16 Peter Debye (24 March 1884-2 November 1966).
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Table 2.4: Example of a sensitivity calibration table for a DSC sample carrier with mathematical
weight put on each point. The fit parameters for this calibration with (2.11) are ¢, = 20.0,¢; =
1301.56, ¢, = 1.0585, c3 = —0.59454, ¢, = —0.30376, ¢ = 0.70568.

Substance T (°0) H()/g) A (uVs/mg) K(exp) (mV/W) Weight K (fit) (mV/W)

dummy 20.0 -100.0 -105.00 1.050 1 1.058
In 156.6 -28.6 -28.33 0.991 1 0.983
Zn 419.6 -107.5 -87.50 0.814 1 0.790
Al 660.3 -397.0 -224.8 0.566 1 0.610
Au 1064.2 -63.7 -27.05 0.425 1 0.394
Ni 1455.0 -290.4 -83.18 0.286 1 0.290
Pd 1554.8 -157.3 -41.52 0.264 1 0.272

(The “dummy” value in Table 2.4 guarantees a monotonous falling function K (T) but
is not of great relevance, because reliable enthalpy measurements are only possible
if the heating rate T has reached a constant value, which for DSCs starting from room
temperature is hardly possible below ca. 100-120 °C.)

DSC devices have not only benefits, because the more sophisticated construction (partially radiation
shields, larger contact area between flat crucible bottom and sensor) makes them also more delicate
with respect to chemical or mechanical damage. Another point is a typically smaller sample volume
inside DSC crucibles. This is beneficial in terms of peak sharpness (see Section 2.5.3), but if the com-
ponents of the sample tend to evaporate, then the concentration shift inside small DSC crucibles is
often larger than with larger DTA crucibles.

Figure 2.17 shows on top the DSC sensitivity function K(T) obtained from the data in
Table 2.4 together with K(T) for a DTA sample holder calibrated under identical exper-
imental conditions. The significantly higher sensitivity of the DSC holder is obvious,
which is a severe benefit if small effects have to be analyzed. Due to the significantly
higher sensitivity of DSC carriers, they are preferred if the magnitude of thermal effects
(AH, c,) is under investigation.

Usually, DSC devices reach around 1400...1600 °C their maximum working tem-
perature, because then thermal radiation becomes too strong, and the sophisticated
construction of DSC carriers becomes unstable. Beyond, DTA has to be used. It be-
comes even more difficult to detect small thermal effects for higher T, because the
negative sensitivity slope from Fig. 2.17 continues. This is even worse if the maximum
working temperature of sample holders with Pt/Rh-based thermocouples (type B,
= 1750...1800 °C, Table 1.4) is exceeded. Then tungsten-based sample holders with
W/Re alloy thermocouples are used. Table 1.4 shows that their thermopower is much
lower than for Pt/Rh sensors, which leads to even lower sensitivity. Besides, rea-
sonable calibration for T and K; is there almost impossible: tungsten-based sample
holders are preferably used with W crucibles, because the standard crucible material
Al,O5 melts already at 2054 °C. However, all certified calibration materials for high
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Figure 2.17: Sensitivity calibration curves of DSC and DTA sample holders in an identical thermal an-
alyzer (NETZSCH STA 449 “F3” with rhodium furnace, Al,053 crucibles, Ar atmosphere, 7 =10 K/min).

T > 800 °C are metals that can hardly be molten inside a metal crucible, because
alloying may occur.

Figure 2.18 demonstrates the ¢, method, which is often a good alternative for sen-
sitivity calibration. It relies on subsequent heating runs without sample (gives the
“baseline” of the device) and with a suitable and well-defined standard sample. This
can, e. g., be a slice of sapphire (crystalline a-Al,053, more exactly called corundum). In
Fig. 2.18, baseline measurement and sample measurement were performed four times
to confirm reproducibility (which is obviously given). Then we can take the average of
the four curves for further calculations.

S

2

@) —— 1. heating

a —— 2. heating

5 —— 3. heating
—— 4. heating

without sapphire

-15
with sapphire

T T T T
200 400 600 800
T(°C)

T T T
1000 1200 1400

Figure 2.18: The ¢, method for sensitivity calibration Ks(T). Top: Four successive DSC curves without
sample for the determination of the baseline. Bottom: Four successive DSC measurements with the
same experimental setup under identical conditions but with a sapphire slice as sample.
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The sample measurements (“with sapphire”) are shifted to the endothermal direction,
compared to the baseline. This results from the additional thermal load on the sample
side. The mass of the standard sample m®, the specific heat capacity of the standard
CF(,SO and the heating rate T = 0T/ot of the measurements are known, and we obtain
the sensitivity curve from the calculation

[DSCEY(T) — DSCbasis) ()
m(st CI(JSO (T) T ’

K(T) = (2.12)

(DSC®Y(T) and DSC>9)(T) are the DSC curves with or without the standard sample).
The ¢, method for sensitivity calibration has the advantage that it can be performed
with all crucibles and up to very high T = 1600 °C without the risk of damage.

Instead of real calibration measurements, we can perform in the high-T range beyond 2000 °C occa-
sional runs with melting Al,05 inside W crucibles. For Al,03, Tf = 2054 °C and AH; = 118.41k]/mol =
1161)/g are reliable literature data from FactSage 8.0 (2020).

In the ideal case, all calibration measurements should be performed under the same

experimental conditions (crucible, heating rate, atmosphere, lid or no lid) like the

subsequent measurements with substances under investigation. With the arguments
given above, like partial incompatibility of Pt crucibles with molten metals, this is
sometimes impossible. Different possibilities can often solve this problem, with not

too severe impact on the functions K (T):

— Calibration is performed with metals in Al,05 crucibles, even if samples like some
molten oxides or halides must be measured in Pt crucibles.

— Itis possible to perform the T calibration with uncritical Al,O; crucibles, because
T calibration depends not very much on the crucible material. Sensitivity calibra-
tion can independently be performed in Pt crucibles with the ¢, method described
above Fig.2.18, e. g., with a crystalline Al,O; plate (“sapphire”) as a calibration
sample.

- Calibration is performed in Pt crucibles, but a thin inner Al,03 “liner” avoids di-
rect contact between crucible and sample. Also, a thin layer of Al,0; powder can
be used to separate the molten metal from the crucible, but with care.

— As a general rule, we can consider to protect DSC sample holders from sticking
together with metallic crucibles by placing a thin (« 1mm) flat liner or washer
made of an almost inert material (often, again Al,0; ceramic) below the crucible
bottom.

Figure 2.19 compares functions K (T) that were measured for the same DSC sample
holder with type S thermocouples (see Table 1.4) in a NETZSCH STA 449 “F3”. Only
the blue curve was measured with metallic calibration samples that were molten in
Al,O5 crucibles, like demonstrated in Table 2.4. The other three curves were obtained
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Figure 2.19: Four calibration curves for the same DSC sample holder obtained with identical heat-
ing rates of 10 K/min in argon flow and with different types of crucibles and determination (see the
text).

with the ¢, method under slightly different conditions, like indicated in the figure leg-
end. The blue K (T) curve obtained from melting points is similar to the green curve
obtained using the c, method with the same crucibles.

It is interesting to note that the red K (T) curve, obtained by the ¢, method in Pt
crucibles, is always higher; here, obviously, the opaqueness of Pt for infrared radia-
tion is beneficial, because heat losses by infrared radiation are omitted. As mentioned
above, such arrangement is somewhat risky, because during long-term measurements
sticking of the crucible on the sample holder may occur. An additional thin (0.2 mm)
Al,05 washer between crucible can prevent sticking but also slightly reduces the sen-
sitivity to similar values like for the other arrangements (black curve).

2.5.3 Thermal resistance calibration

A change of the sample mass during thermal analysis can be immediately detected, be-
cause the mechanical connection from the sample through crucible and sample holder
to the balance is rigid. Figure 2.20 shows that the situation is different for thermal sig-
nals. If a thermal event produces or consumes heat at a time ¢, then this heat energy
must diffuse through parts of the sample (at least, for heat produced in the center)
through the crucible and (at least, for heat flow DSC’s) through the “disk” to the sam-
ple thermocouple. Heat conduction is a slow process, and thus the time constant 7 for
the delay when the heat arrives at the sensor can easily be in the order of several 10 s
up to 1min.
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t+ 71

Figure 2.20: If at a time t a thermal event happens inside the sample, then the signal appears at the
sample thermocouple at a later time t + 1. The time constant leads to a convolution (smearing) of the
DSC signal.

Of course, even a sharp thermal pulse from inside the sample @%™PIe would not arrive
after the time lag 7 as a sharp pulse at the sensor. Rather, the peak is smeared out by
the convolution integral

t
pmeas _ q)sample xg= j®sampleg(t _ tl) dt', (2.13)
0

where g is a device-dependent function, and * is the convolution operator. For a de-
tailed description how the convolution and the reverse process deconvolution can be
quantitatively described, we refer, e. g., to Hohne et al. (1996), Moukhina and Kaisers-
berger (2009). However, subroutines to perform a calibration routine with the effect
that the deconvolution of experimental DSC curves can be automatically performed
in subsequent measurements are implemented in some control software products for
thermoanalytic devices. Here we will demonstrate the effect of thermal resistance and
the resulting convolution of DSC and DTA signals with a practical example.

Figure 2.21 shows the heating and subsequent cooling of an Au sample. The onset
of the melting peak is very close to the expected T; = 1064.2°C from Table 2.2. How-
ever, during cooling, crystallization does not occur at this equilibrium temperature;
rather, we can see “supercooling”. Supercooling is not very seldom, because the solid-
ification is a process that requires the formation of crystal seeds, which again requires
some activation energy. If the liquid sample finally crystallizes at 1039.4 °C, then it is
already significantly out of equilibrium. Consequently, it “jumps” almost immediately
into its solid equilibrium state, which we can see from the almost vertical rise of the
crystallization peak.

The same crystallization (cooling) peak is shown in Fig.2.22 on a time scale.
The heat of crystallization that was the origin of this peak was produced inside the
sample almost as a heat flash T. Nevertheless, the DTA signal smoothly returns to
the baseline. Such a natural cooling curve can be described by a single exponen-
tial, or for more complicated situations, with double exponential functions of the
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Figure 2.21: DTA heating and cooling curves of a gold sample (= 50 mg) in a NETZSCH STA 409 with T
and sensitivity calibrated DTA/TG sample carrier type S. Heating/cooling rate was +20 K/min.
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Figure 2.22: The cooling peak from Fig. 2.21 on a time scale (dots) with single exponential,
eq. (2.14), y, = 0.210,a = 2.1671, b = 2.3616 and double exponential, eq. (2.15), y, = 1.235x10™>,a =
1.289,b = 5.006, ¢ = 1.150, d = 1.237 fits to its decay.

kind

f(t) =y, + aexp(-bt), (2.14)
f'(t) =y, + aexp(-bt) + cexp(-dt), (2.15)

where the parameters b and d represent inverse time constants. The red and blue fit
curves in Fig.2.22 show that already a single exponential fit gives a good approxi-
mation for the experimental data, and from the fit we obtain the relation 7 = bt =
0.4234 min =~ 25s. For special applications and extreme thermal resolution, DSC sen-
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sors can be constructed with silver parts. Then time constants T < 1s can be reached,
because Ag has the highest thermal conductivity among all metals.

2.6 Technical conditions for thermal analysis

2.6.1 Crucibles for thermal analysis

Samples for DTA, DSC, and TG measurements have to be placed inside crucibles.
The choice of crucible materials and shapes is huge for comparably low tempera-
tures Tp.x S 500 °C, and then often metal crucibles made of aluminum or sometimes
Al,05-based ceramics are chosen. (However, the latter can be also used for signifi-
cantly higher T,,,, < 1650 °C.) Al crucibles have several advantages:

— Al crucibles are cheap, which means that they have not to be necessarily cleaned
after the measurement. This is important if, e. g., the sample melts or bakes so
tight to the crucible bottom that it cannot be easily removed.

— Many Al crucible types (especially, for DSC) can be closed with clamped or cold-
welded lids, which is beneficial for samples that are sensitive against constituents
of ambient air, like oxygen or moisture.

— Al crucibles are intransparent for infrared radiation, in contrast to Al,05 ceramic
(see the notice box below).

— Al crucibles can be made very light, because the metal has a low mass density
(2.7 g/cm®) and can be formed into thin crucible walls. This, together with its high
thermal conductivity (> 3 times higher than for Pt; see Table 2.6), enhances the
sensitivity and reduces the response time of thermal sensors.

At least for all DSC measurements, covering the crucible by a lid is recommended, especially if high
accuracy is needed like for ¢, measurements (see Section 2.3.2.2). Metallic lids should be used for
such purposes because Al,03 ceramics are almost transparent in the near infrared spectral region
(see Krell et al., 2003), which is the maximum of thermal emission for typical temperature regions of
thermal analysis. Also through Al, 03 crucible walls heat losses by radiation occur, especially for high
T > 1000 °C, but also then metallic lids (e. g., from Pt) are recommended.

The crucibles have to fulfill the following requirements, which significantly restrict

the choice of materials:

1. Itis indispensable that the crucible withstands the maximum temperature T,
of the measurement. T,,,, must be significantly lower than the melting tempera-
ture T; of the crucible material, because most materials become softer and start to
“creep” already several 100 K below T;.

2. The crucible must be stable also under the often elevated temperatures of the
measurement against the atmosphere in the thermal analyzer. As an example,
graphite crucibles are quickly oxidized if heated in an atmosphere that contains
oxygen. (We discuss this topic in more detail in Section 2.6.2.)
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3. The crucible must not react with the sample. For instance, it is often dangerous to
heat metal samples in metal crucibles such as platinum. Already below the T; of
crucible metal and sample, both can interdiffuse and form alloys (compounds or
solid solutions). Especially, platinum is very sensitive with respect to some non-
metallic elements: Under reducing conditions, it forms eutectics with low T.
Lupton et al. (1995) report some low melting eutectics for several systems: Pt—As
(597 °C), Pt-Si (830 °C), Pt—P (588 °C), Pt-S (1240 °C). Under oxidizing conditions,
these “Pt poisons” (also Bi, Sb, and some other elements belong to this group) are
converted to uncritical arsenates, silicates, or other salts.

Figure 2.23 shows stability curves for several crucible materials with respect to temper-
ature and oxygen. The latter might either be an intentional component of the gas flow
supplied during thermal analysis, or it can be present as an impurity in the “inert” gas
like Ar or N,. The curves for Cu and Ni end at a circle symbol that marks the melting
point T; of the metal. (The melting points for the other crucible materials are out of
the scale.) The diamonds below T; mark the upper limit where crucibles of the corre-
sponding material can be used. A broader choice of crucible materials can be found
in Table 2.5.

log [pg,/bar]
&

N
o
T

Cu
A5

-20 !
0

500 1000 1500 T(°C) 2000

Figure 2.23: Stability limits with respect to atmospheres containing O, of several crucible materi-
als for thermal analysis. Above the curves, crucible materials can be destroyed by oxidation. Circles
mark melting points, and beyond the diamond symbols, crucibles tend to become soft and mechani-
cally unstable.

Not solely T is a parameter that restricts the conditions where materials can be used,
e. g., for crucibles; rather, it is a combination of T and the surrounding gas, which
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is represented here by its oxygen partial pressure po, . Figure 2.23 is a predominance
diagram; we will discuss in more detail this type of phase diagrams in Section 2.8.3.
For each element, the lines separate a phase field where the element itself is stable
(bottom right) from phase fields where one or more oxides of this element are stable
(top left).

Certainly, thermodynamic equilibrium is not always reached; this is the reason
why all materials shown in Fig. 2.23 can exist metastable at room temperature in am-
bient air. However, already then these materials are usually covered by a thin oxide
layer. The reaction rate becomes significantly larger upon heating, and at sufficiently
high T, equilibrium is usually reached. It is not possible to define an upper temper-
ature limit for the metastability of materials, which is generally valid. Rather, such
a limit depends on the chemical environment and especially on the grain size and
hence also on the surface quality. As an example, iron is obviously metastable under
ambient conditions for centuries, because we find it in old buildings and weapons.
Nevertheless, fine-grained iron oxidizes in air spontaneously under self-heating (it is
“pyrophoric”; see Galwey and Gray (1972)"-18).

All crucible materials shown in Fig.2.23 are stable only under very low pg, <
107° bar, which means that the atmosphere must be virtually free of oxygen, unless
T is so low that the crucible is still metastable. Tungsten crucibles can be used up to
2400 °C, which makes them almost indispensable for DTA measurements at the high-
est T. Unfortunately, this metal is very sensitive against oxidation. Consequently, the
atmosphere during thermal analysis should be as “clean” (free of oxygen) as possi-
ble. Repeated pumping and refilling with “pure” noble gas (Ar or He, at least 99.999 %
purity, better 99.9999 %) is recommended. This holds the more, because for such mea-
surements, certainly not only W crucibles, but also W-based sample holders and ther-
mocouples (e. g., of type D; see Table 1.4) are needed.

Also graphite crucibles withstand very high T,,,, = 2400 °Cand have the bene-
fit that they are much cheaper. However, the extremely low stability of solid carbon
against oxygen (at 1500 °C, only Po, = 10~ bar are possible) should be taken into
account. This is beneficial if the samples should remain free of oxygen at all (e. g.,
halides, chalcogenides, some metals) but may also lead to the unintended reduction
of oxide samples to the corresponding metals. Besides, some metals can react with
carbon under the formation of carbides. The usage of graphite crucibles with Pt-based
thermocouples is critical, because carbon can diffuse into the noble metal and destroy
it, or at least it can interfere with the thermocouple and change its Seebeck coefficient
(see Section 1.3.1). If such combinations of Pt with C are necessary, then between sub-
sequent measurements the sample holder should be heated frequently to > 1000 °C
in flowing oxygen or air, which can help to restore the initial quality of the thermo-

17 Andrew Knox Galwey (born 13 March 1933).
18 Peter Gray (25 August 1926-7 June 2012).
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Table 2.5: Some crucible materials for thermal analysis. Remark: Alloying Pt by typically 5% Ir, Au, or
Rh strengthens the material, without significantly changing its melting temperature.

Material Tmax (°C) Remarks

different steels 200-1000 also sealed for high pressures

Titanium =500 also sealed for high pressures

Aluminum =600 especially for DSC with organics

Silver 700 very quick response, stability against strong bases
Copper 700 for oxidation induction time (OIT) measurements
Gold =900 high chemical stability

Nickel ~1300 stable against alkaline melts

Pt 1600 stable against most atmospheres and samples
Pt/Ir, Pt/Au, Pt/Rh 1650 stable against most atmospheres and samples
Tantalum 1650 stable against N, and most nitrides

Tungsten 2400 sensitive against O,

Alumina ceramic 1650-1700 stable against most substances including metals
Duran glass ~550 can be sealed as ampoule

Quartz glass ~1100 can be sealed as ampoule

MgO ceramic ~2100 stable against metals and oxide melts with CuO
Graphite 2400 sensitive against 0, and some metals

Zirconia ceramic 2000 stable against most metals

couples. Combinations of graphite crucibles with W-based sample holders and ther-
mocouples are not critical.

For all conditions shown in Fig. 2.23, in a Pt-O, predominance diagram, only Pt
metal is stable, and different oxides such as PtO and PtO, are formed only under
lower T or higher p, (see, e. g., van Spronsen et al., 2017). Platinum metal melts at
1768 °C (Table 2.2) but becomes above 1600...1650 °C so soft that it cannot be used as
crucible material. Alloying Pt with ca. 5% Rh or Ir hardens the material. Alloying with
Au can additionally reduce wetting of crucible walls by some melts. Besides its sta-
bility against oxygen, platinum proves to be very resistent against halogens, most salt
melts, and strong acids.

Platinum and its alloys with other noble metals possess high stability with respect to temperature and
many substances. The most important threats for Pt are: (1) “Pt poisons” like C, S, or P, as mentioned
above; (2) very reducing conditions; (3) melts of other metals. Especially, a combination of these in-
fluences should be avoided.

As insert for metallic crucibles, to protect them from critical samples (e. g., during
calibration measurements, because most calibration substances are metals; see Ta-
ble 2.2), ceramic “liners” are offered. Ceramic “washers” between the flat bottom of
a DSC crucible and the DSC sensor (see Fig. 2.2 (b)) help to prevent sticking of Pt cru-
cibles to the sensor.
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The thermal conductivity A of the crucible material is another parameter, which
can become relevant if the time constant of the measurement system is important
(see Section 2.5.3). Typically, A for metals is larger than for ceramics, but exact val-
ues depend also on the materials pretreatment (e. g., cold working), which influences
the defect content, and also on minor components. Alloying usually reduces A. The
black and red DTA curves in Fig. 2.24 (b) were measured under identical conditions;
just with the difference that for the black curve, a ceramic Al,0O; crucible was used, and
for the red one, a Pt/Ir crucible. The latter metallic material gives sharper peaks and
a better separation of both endothermal effects, because A for platinum is more than
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Figure 2.24: DTA/TG measurements of BaCl, - 2H,0 in a NETZSCH STA409 (type S sample holder,
identical heating rates T = 10 K/min, identical gas flow rates 40 ml/min, but with different cru-
cible/gas combinations). Sample masses: black 48.40 mg, red 43.61 mg, blue 43.53 mg. (a) First

25 minutes of the measurements, TG, T, and T = 0T /ot are shown vs. time t. (b) DTA peaks related to
the phase transition (Hull et al., 2011) and subsequent melting. Ratio of the peak width AT (in Kelvin)
and the peak height (in W/g) is given as a parameter for every peak (both values determined with
sigmoidal baseline). Compare also with Fig. 3.10.
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twice as high as for the ceramic. The improvement is significant especially for the sec-
ond peak, where the sample becomes liquid, and heat transport is mainly determined
by the thermal conductivity of the crucible itself. For the first peak, the difference of
the peak width/hight ratio is not so strong because here the sample consists still of
solid grains. Then thermal transport is significantly influenced by the conductivity of
the gas atmosphere between the grains. The big difference for this peak appears be-
tween the last two DTA curves, where Ar (red) is exchanged with He (blue). In the next
section, we will discuss that the latter can transport heat much faster, which results
in a smaller phase transition peak.

The DTA peak widths in Fig. 2.24 (b) are given on the level of 37 % of the peak maximum. Why?

The temperature program of the thermal analyzer is usually controlled by a thermo-
couple situated in the vicinity of the heater element to ensure quick response of the
heating power to the temperature via a PID or PI (proportional-integral—-differential)
circuit. Often, a second “cascaded” PID or PI circuit is added to gain even faster re-
sponse, and this second circuit can be controlled by the reference thermocouple (see,
e.g., Yang et al., 2019).

Figure 2.24 (a) shows the initial phases of three TG measurements under almost
identical conditions on a time scale. Besides the TG signal (dashed lines), also T (full
lines) and T (dotted lines) are shown. A heating rate T = 10 K/min was set for all
measurements, and, as usual, some transient period of ca. 15min is needed before
a constant rate is reached. The measurements in Ar show the largest “overshoot” of
T near ¢t = 7 min (maximum value there > 14 K/min). Best response is observed if the
Pt/Ir crucible is used in a He atmosphere, because then thermal transport is enhanced
further.

2.6.2 Atmosphere

Thermal analysis is usually performed in a gas atmosphere, which flows through the

device, and often this gas has the ambient pressure of 1bar. Only seldom measure-

ments are performed in vacuum, because a gas flow has usually several benefits:

— It supports heat transport from the heater element to the sample holder and sam-
ple.

— The gasitself can be a reaction partner of a process under investigation, e. g., oxy-
gen in a combustion process like described in Section 2.4.2.2.

— The gas flow helps to “rinse out” species that are emanating from the sample, like
water (as reaction product or adsorbed humidity), CO, (from carbonates), or SO,
(from sulfates).
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—  From the chemical point of view, the measurement in a well-defined gas atmo-
sphere is often preferred over the conditions given in a vaguely defined vacuum,
because this is never “empty”. Rather, it will contain some residual gas, which
can be air (slightly oxidative, resulting from O,) or vacuum pump oil (reductive,
resulting from organics).

If measurements are performed under very low pressure p, it may happen that the
mean free path of gas molecules approaches the geometrical dimensions of the ther-
mal analyzer. This means that a free path is at standard conditions for most gases in
the order of 100 nm and approaches for p = 0.1Pa = 107> mbar the order of 10 cm. If
under such conditions, gas molecules emanate from the sample, then they can pro-
duce a recoil on the sample holder, which is interpreted by a TG system as a temporar-
ily increased mass. Bertram and Klimm (2004) compared TG curves for SrCO;, which
were measured in Ar flow (p = 1bar) and in vacuum (p = 0.06 Pa), respectively. The
results are shown in Fig. 2.25. Only in the latter case a positive TG signal from initial
100 % to > 130 % suggested an increased mass, before finally the TG signal dropped to
the expected level resulting from the loss of CO,. Under vacuum, the SrCO; decompo-
sition is finished at significantly lower T, because the equilibrium of this calcination
is shifted to the side of the products (increase of volume).

B TG (%)

-

110 J _\

100
_ 0,
%0 29.78%
vacuum
80 — Arflow
70 T T T T T T
400 600 800 1000 1200 T(°C) 1300

Figure 2.25: TG of ca. 40 mg SrCO5 in vacuum (p = 0.06 Pa) or in an Ar flow of 40 ml/min (p = 1bar,
curve shifted by +10%), respectively. Amended from Bertram and Klimm (2004) with permission
from Elsevier.

If no specific chemical reaction with the sample is intended, then often flows of argon
or nitrogen are considered to be “inert” and hence are often used during thermal anal-
ysis. However, the term “inert” should be handled with care because trace impurities
of commercial gases and leaks of the thermal analyzer always lead to background con-
centrations of impurities like oxygen or water in the order of at least several parts per
million (ppm).
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For measurements in vacuum, special attention must be paid to the temperature controller! A control
thermocouple, which is located close to the heater unit, will give correct information. In contrast, if
the sample thermocouple is additionally used in a cascaded controller (e. g., “sample temperature
control”, STC), then damage of the furnace can occur, because the heating energy cannot reach the
sample thermocouple by conduction. This situation can be risky, because the T controller can overheat
the furnace. It is highly recommended to rely only on the furnace thermocouple for vacuum measure-
ments.

Klimm and Ganschow (2005) investigated the melting behavior of FeO created in situ
by heating iron(II) oxalate dihydrate Fe(COO), - 2H,0 in 5N Ar (99.999 % purity). Sim-
ilarly to calcium oxalate hydrate, which was described in Section 2.1.2.2, this mate-
rial decomposes into a multistage process finally until 450 °C to iron(II) oxide FeO
(wiistite,19 see Section 3.1.3). Upon further heating, without interruption of the Ar flow,
the sample showed the melting peak of FeO near 1400 °C. After this, again without in-
terruption of the Ar flow, the sample was repeatedly cycled between T, = 1600 °C
and room temperature. In these subsequent heating runs the melting peak became
broader and deformed and gradually shifted to higher T. After several heating/cool-
ing cycles, the peak remained stable at 1560 °C. This temperature corresponds to the
melting point of magnetite Fe;0,. The apparent but unexpected perception: 5N Ar ox-
idized FeO to Fe;0,!

This observation can be understood in terms the Fe—0, predominance diagram
in Fig. C.24. Klimm et al. (2015) gave the following values for the equilibrium p,, at
the three corners of the stability field of FeO, from top to bottom: 2.5 x 107® bar, 7.8 x
10 " par, 1 x 1072 bar. These values are so low that they could not be reached in the
thermal analyzer and with the 5N Ar flow. Consequently, the excess oxygen shifted the
system composition to the stability field of magnetite, which is an Fe(IL,III) oxide.

In Fig. C.24 the p, (T) curve for CO, is above the FeO stability field, and the curve
for CO is below it. Klimm and Ganschow (2005) succeeded with a suitable gas mixture
(85% Ar, 10 % CO,, 5% CO), which was calculated to have a p,, (T) dependency run-
ning through the FeO stability field. Indeed, FeO proved to be stable in this “reactive
atmosphere” and repeated DTA runs always showed the melting peak at 1400 °C.

For contemporary thermal analyzers, gas flow rates in the order 20...50 ml/min are
typical: closer to the lower limit if no emanating species are expected, which have to
be rinsed out, and closer to the upper limit in the opposite case. It should be taken
into account that a too high flow rate can have a negative effect on the homogeneity
of the temperature field inside the device. On the other side, often, somewhat higher
flow rates in the order of 100 ml/min are used if devices for evolved gas analysis (EGA)
are coupled to the thermal analyzer. (See also Section 2.4.1.) Then it is desirable to
correlate TG steps, which are due to the release of specific species from the sample

19 Fritz Wiist (8 July 1860—20 March 1938).
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with corresponding signals in the EGA system. If, however, the gas flow is too low,
then the dwell time inside the thermal analyzer is large, which can smear the signals
in the EGA unit.

Special care must be taken if the gas analyzer is coupled via a skimmer: The skimmer splits the incom-
ing gas flow into one part, which is pumped through the EGA unit, and a second part, which leaves the
thermal analyzer through the normal exhaust. If the incoming flow is smaller than the flow through the
EGA unit, then the difference can be sucked from the exhaust backward into the system. In the best
case, this disturbs just the EGA measurement. In the worst case, a carbon skimmer can be destroyed
by air. Figure 2.26 shows that the viscosity of gases increases significantly with 7. Hence the gas flow
through the EGA unit will usually become smaller upon heating. This means that if no air is sucked into
the analyzer at the beginning of a measurement, this will remain so if the skimmer system is heated.

n (1075 Pa-s)

5t /.\\
Oy
He
41 air
2
COq
3+
2 L
1

0 100 200 300 400 500 600 T (°C)

Figure 2.26: Dynamic viscosity n of several gases as a function of temperature. Data from The Engi-
neering Toolbox (2021).

Table 2.6 shows the mass density and the thermal conductivity of some gases, which
are often used for rinsing thermal analyzers, the viscosity of these gases as function
of T can be found in Fig. 2.26. Under the typical conditions of thermal analysis, gases
can be considered as almost ideal, and the mass density reduces with T,

o(T) o % (2.16)

(Charles? law). The thermal conductivity of gases rises significantly with T; for air,
the ratio of A for T is 0°C : 500 °C : 1000°C : 1500°C =~ 1: 2.4 : 3.3 : 4.1. Nevertheless,

20 Jacques Alexandre César Charles (12 November 17467 April 1823).
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Table 2.6: Mass density p for several gases at a pressure p = 1atm and thermal conductivity A of
gases plus some crucible materials (data for 20...25 °C from The Engineering Toolbox, 2021).

Gas Ar N, 0, Air He co,
g(kg/m3) 1.661 1.165 1.331 1.205 0.1664 1.842
A (W/(mK)) 0.016 0.024 0.024 0.0262 0.142 0.0146
Solid Al Pt Steel Ag Ni W  Al,0; Graphite
A (W/(mK)) 236 71 =20...60 428 94 182 =30 =170

according the Stefan?' -Boltzmann? law, the energy exchange by radiation rises much
stronger with T* and becomes dominating typically above 1500 °C.

Figure 2.24 demonstrates that from the technical point of view, helium is often
a very good choice for rinsing thermal analyzers: g is very low, which reduces disturb-
ing buoyancy effects, and A is high, which improves temperature control of the device
and often results in faster attainment of a linear T (¢t) function. Another positive aspect
is the small atomic mass of 4, which may be beneficial for QMS analysis of emanation
gas in the SCAN mode; see Section 2.4.1. Unfortunately, helium is expensive, and con-
sequently often other gases are used.

The density of gas mixtures is the weighed average of the components, but not the
thermal conductivity. See, e. g., Lindsay and Bromley (1950)23 and the data for N,, O,,
and air in Table 2.6.

As an example for the immense influence that the atmosphere can have on the
results of thermal analysis, the reader is referred to Fig. 2.5, where the DTA peak, which
is connected with the second TG step (release of CO from calcium oxalate), is reversed
from endothermal (if measured in Ar) to exothermal (if measured in O,).

However, not only pure oxygen (or air) can act as oxidizing agents. As pointed
out above for FeO, already the trace impurities of commercial gases, like O, or H,0,
can lead to unexpected and undesired reactions with the sample. This holds, e. g., for
many metals that can be converted to oxides. Many halides, especially fluorides, can
react already with traces of moisture (below 1 ppm) and/or oxygen in the gas flow to
oxides or oxyfluorides.

Already Abell et al. (1976) tried to reduce the degree of unintended hydrolysis dur-
ing DTA measurements with fluorides with a static atmosphere; in Section 3.3.3, we
discuss this topic in more detail. Also, DTA devices for the highest T > 2000 °C are
often closed systems, because then the introduction of oxygen is limited. Getter ele-
ments are another possibility to significantly reduce the concentration of hazardous
gases near the sample. Such “oxygen traps” (some of them are also capturing moisture

21 Jozef Stefan (24 March 1835-7 January 1893).
22 Ludwig Eduard Boltzmann (20 February 1844-5 September 1906).
23 LeRoy Alton Bromley (30 September 1919-24 February 2004).
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and/or sulfur) can be installed in the gas line that delivers the flow to the thermal ana-
lyzer; or they can be placed in situ in the vicinity of the sample. They are commercially
available from different suppliers.

In the latter case the getter element works at high T close to the sample tempera-
ture, and it must be ensured that the getter itself (which is usually a metal or an alloy)
cannot evaporate and pollute the interior of the thermal analyzer, including the sam-
ple. Figure C.17 shows an Ellingham-type predominance diagram of the system Zr-0,
and demonstrates that zirconium has very favorable properties. The melting point of
Zr is rather high (T; = 1855 °C), which guarantees that the solid getter elements remain
mechanically stable to very high T,,,, = 1650 °C. Even close to T;, the phase boundary
B-Z1/Zx0, is located not much above 1072° bar O,! A very low Po, level can be obtained,
because the rate of oxygen absorption of Zr-based getter elements at elevated T is high.
Another beneficial aspect of Zr getters is indicated by the green dashed line in Fig. C.17.
This curve marks the (p02> T) limits where the sum ) p; of the partial pressures p; of all
species containing Zr exceeds 10~° bar. Below this limit, evaporation and transport of
zirconium can be regarded insignificant. The high affinity of Zr to oxygen also reduces
the water content to very low levels.

Zr has not only a strong affinity to O,, but also to N,, which is demonstrated
in Fig.2.27. The equilibrium partial pressure at 1600 °C is ca. 10 % bar for O, and
ca. 10 ! bar for N,, which means that also nitrogen is trapped from the gas (however,
less efficiently). Of course, for this reason, oxygen cannot be removed from a nitrogen
flow by a Zr-based getter.
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Figure 2.27: The stability field of B-Zr in the system Zr-0,-N, at 1200 °C (blue) and 1600 °C (red) is
restricted to very low partial pressures for both gases, especially to low pg, .
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It should be noted that also titanium is a good getter metal (Miyazawa et al., 2019 and
Fig. C.16).

2.6.3 Sample mass

It is obvious that the magnitude of a thermal event in the sample, e. g., the consumed
amount of heat during melting, scales proportionally with the sample mass ms. De-
pending on the sensitivity K;(T) of the thermoanalytic device (see Section 2.5.2) and
on the accuracy and noise level of the voltmeters used to register the thermoelectric
voltages, with modern DSC devices, mg = 5...20 mg or even less can be used. For DTA,
mg = 20...60 mg is more typical. This is significantly better than in historic devices,
which required mg > 100 mg (Aharoni et al., 1961)* or even several grams.

If the scientific problem under investigation allows it, then a small sample mass should be preferred.

Figure 2.28 shows a series of DTA melting peaks of zinc. All measurement conditions
were identical for these curves, except the sample mass that was increased stepwise
from initial my = 8.83mg (bottom; see label at the curve) to finally 338.39 mg. All
curves were obtained during a second heating, which means that the sample was pre-
molten in a first heating and hence formed one homogeneous body.

Area: -67.23 J/g, AT=23.2K

&)
=X 338.39 mg
|<£ ] Onset: 415.2°C Area: -77.26 J/g, AT=19.0 K 167.64 mg
=
-1 - Onset: 415.6°C 42.51 mg
] Area: -79.71 JIg, AT=16.9 K
Onset: 416.2°C
-2 - 26.27 mg
Onset: 416.7°C Area: -83.86 J/g, AT = 16.7 K
-3 Onset: 416.9°C
1 Area: -82.7 JJg, AT = 14.0 K 8.83 mg
47 Texo
—
410 420 430 440 450 460 T(°C)

Figure 2.28: DTA heating curves (T = 10 K/min) with zinc samples of different mass in flowing Ar
(NETZSCH STA 409 with T and sensitivity calibrated DTA/TG sample carrier type S). AT is the peak
width at e? = 37% of its height, determined with asymptotic baselines.

24 Amikam Aharoni (5 August 1929-21 January 2002).
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It is typical that the first (falling) part of the melting peak of a substance that melts con-
gruently (this means at a clearly defined melting point T; like all chemical elements;
see Section 1.4.2) is fairly good described by a straight line, except the parts very close
to its beginning and near the crossover to the rising part after the melting peak mini-
mum. This nearly linear behavior results from the limited heat flux into the sample cru-
cible, which is restricted by the thermal conductivity of the system. From equation (1.1)
it is obvious that the heat energy Q(t) introduced into the sample would rise for short
peaks (where the temperature difference between sample and crucible environment
can be considered almost constant) linearly with ¢, and due to the constant heating
rate T, also linearly with T, which is the temperature at the reference crucible. Then
Q is consumed by the melting process as long as solid sample remains. The required
amount of heat is m, - AH;, where AH is the heat of fusion in J/g. (For very large m, the
difference between onset and peak minimum scales weaker because the temperature
difference between sample and crucible outside cannot be regarded constant.)

In modern thermal analyzers, T is always measured near the reference, because only this way the
requirement of a constant heating rate can be fulfilled.

Rather than plotting the measured DTA signal (scaled either in pV or after sensitiv-
ity calibration in mW) versus T or (less frequently) ¢, it is sometimes useful to divide
it by mg (scaling then in pV/mg or W/g), which makes measurements with different
masses better comparable. This is very helpful, e. g., during the experimental deter-
mination of phase diagrams (see Section 3.3), if one starts with a comparably small
sample and adds subsequently growing amounts of another component to change the
sample composition.

For events that start at a clearly fixed temperature, like the melting point T, the
“extrapolated onset” is a very good model for the determination of this temperature,
even under severely changed experimental conditions. This extrapolated onset (or in
brief just “onset”) is the intersection of a linear prolongation of the baseline left from
the peak and a tangent to the peak at the inflection point of the peak in its first (falling)
part. Irrespective of the severely changed m, the experimental onsets of the curves in
Fig.2.28 are different by less than 2K, which underlines the high reproducibility of
this determination. (The real T; = 419.6 °C of Zn is, however, ca. 3K higher than the
experimental onsets due to a not very accurate T calibration in this range.)

The onset of a melting peak gives a very good approximation of the melting point of a pure substance.
The peak temperature, where the DTA or DSC signal reaches its minimum, depends on several experi-
mental parameters and is usually shifted significantly toward higher T for larger mg.

If high caloric accuracy is required, then DSC is usually superior to DTA. Indeed, the
range of peak areas in Fig.2.28 is =~ 67...84]/g, which is significantly lower than the
literature value 107.5]/g (see Table 2.2). Nevertheless, for many purposes, only rela-

printed on 2/14/2023 12:35 PMvia . All use subject to https://ww.ebsco.confterns-of -use



EBSCChost -

2.6 Technical conditions for thermal analysis =—— 125

tive trends are required, and then the reproducibility of a DTA sample carrier might
be sufficient.

Therising parts of the melting peaks become broader, because the melting process
of larger samples requires more heat and, consequently, more time. This is the main
reason why the peaks in total become broader. It is usual to measure the peak width
in thermal analysis at the level of ™! of its minimum or maximum. The FWHM (“full
width at half maximum”) values which are used, e. g., in optical spectroscopy or X-ray
diffractometry, are not used in thermal analysis.

2.6.4 Temperature change rate

Thermal analysis is mainly performed during heating “segments” or “ramps” and less
frequently during cooling or under isothermal conditions. For heating and cooling seg-
ments, the positive or negative heating rate is an important parameter, and practically
quite often a rate of 9T /0t = T = B = +10 K/min is chosen as a compromise between
the drawbacks of higher or lower rates.

Figure 2.29 shows subsequent heating curves of the same Au sample under iden-
tical experimental conditions; T is just changed from 20 K/min to very low 0.5 K/min.
Like in the previous Fig. 2.28, it turns out that the onset temperatures scatter not too
much, by just 4.4 K at this (compared to Zn from the previous figure) high T; = 1064.2°C
(see Table 2.2). Obviously, the higher heating rates delivered more accurate results. As
described in Section 2.5.1, it should be taken into account that also the T calibration
is performed with a certain rate, in this case the typical 10 K/min.

Area: -61.32 J/g, Onset: 1063.4°C, AT: 11.0 K 20 K/min
2 Texo _
=3 Area: -70.55 J/g, Onset: 1061.6°C, AT: 6.9 K 10 K/min
<
o
4 Area: -70.57 J/g, Onset: 1060.4°C, AT: 4.3 K 5 K/min
3 '
Area: -73.2 J/g, Onset: 1059.9°C, AT: 3.1 K 3 K/min
2 )
Area: -68.66 J/g, Onset: 1059.6°C, AT: 2.4 K 2 K/min
1 Area: -73.96 J/g, Onset: 1059.3°C, AT: 1.6 K 1 K/min
0 Area: -78.12 J/g, Onset: 1059.0°C, AT: 1.2 K 0.5 K/min
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Figure 2.29: DTA heating curves obtained with 39.26 mg Au in flowing Ar with different rates (NET-
ZSCH STA 409 with T and sensitivity calibrated DTA/TG sample carrier type S). AT is the peak width
at e = 37% of its height.
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The peak area represents the heat of fusion, which, according to Table 2.2, is AH; =
63.7]/g. The experimental values are not very distant from this literature value, but
with better accuracy for the higher heating rates. It seems surprising that visually the
peaks for low rates are much smaller than for high rates, but nevertheless calculated
areas are similar. This is a direct effect of the different rates: even if the consumed heat
energy Q is always the same, it flows at lower rate over a longer period of time ¢ into
the sample. From equation (1.1) it follows that t and W (consequently, also the DTA
signal) are indirect proportional to each other.

The most significant difference is shown for the peak width AT, because the re-
quired heat Q = m, - AH; flows into the sample during a certain time ¢, which depends
only weakly on T. As shown in Fig. 2.22, also the return of the DTA signal to the base-
line requires time in the order of minutes. However, for a given period of time, T (mea-
sured at the reference!) changes as o T, resulting in visually strong DTA or DSC peaks,
which extend over a wide T range for high rates.

Heating/cooling rates T = +10 K/min are often a good choice for DTA and DSC measurements and of-
ten represent a reasonable compromise between total measurement time, magnitude of the thermal
signal, and resolution between neighboring thermal events. Sometimes deviations are required: If the
sensitivity of the sensor is small (often, for very high T; see Section 2.5.2), then weak effects some-
times cannot be seen, as a result of noise. Under such conditions, higher rates (around 2000 °C often
20 K/min) can be useful. Vice versa, the separation of near subsequent effects is often impossible ifa
too high rate and/or a too high sample mass are used. Then a small sample should be measured with
low rate in a very sensitive DSC.

2.7 Kinetics
2.7.1 Introduction

Homogeneous transformations of first or second order appear at a specific tempera-
ture or over a specific temperature range. Then time plays usually no role. For some
other processes, such as solid—solid reactions or decompositions, time-dependent dif-
fusion steps or thermal activation are relevant. Then the degree of the transforma-
tion significantly depends on time in isothermal (T = const.) or dynamic (e.g., T =
dT/dt = const.) measurements (T — temperature, t — time). For kinetically influenced
processes, it is typical that the temperature where the transformation occurs signif-
icantly depends on the heating rate, e. g., of a dynamic DTA/TG measurement. Fig-
ure 2.30 demonstrates this for the calcination of CaCO; in DTA/TG measurements with
T = 2K/min and 10 K/min. Decomposition is finished at lower T for the lower rate.
Simple melting processes, like shown in Fig. 2.29 for gold, proceed close to equilib-
rium, without an influence of kinetics. Consequently, there the measured T is almost
independent of T.

The numerical treatment is based usually on the degree of conversion a that starts
from 0 before the beginning and finally reaches 1 after the reaction is finished. a(T)
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Figure 2.30: DTA/TG measurements of CaCO3 (mg = 11...14 mg) with two heating rates in a NETZSCH
STA 409C (Ar flow of 80 ml/min in open Al, 05 crucibles). DTG ist the first derivative of the TG curve.

can be determined either from DTA (DSC) signals as the share of the partial peak area
A'(T)/A (A - full peak area). An often better alternative (if applicable) is the determi-
nation from the share of the mass loss TG'(T) compared to the total mass loss TG. The
latter method is more accurate because TG signals are registered immediately, whereas
DTA effects always show a time lag resulting from limited thermal conductivity. Typi-
cally, time constants of DTA sample carriers are in the order of a few 10 seconds. Both
methods are for the thermal decomposition of CaCO; demonstrated in Fig. 2.31.
Guldberg and Waage (1879)?>*?° proposed the concept of “Massenwirkung” (mass
action) for the description of chemical equilibrium. Starting from this, the rate equa-
tion
& kr@ (217)
says that the rate of reaction is proportional to some function f(a) of the progress
of conversion. For thermal analysis with constant heating rate § = T = const., the
term da/dt can be replaced by Bda/dT. The proportionality factor k in equation (2.17)

depends on T, and for this dependence, Arrhenius (1889)% introduced the expression
k(T) = Zex [_Ea ] (2.18)
- p RT > .

25 Cato Maximilian Guldberg (11 August 1836-14 January 1902).
26 Peter Waage (29 June 1833-13 January 1900).
27 Svante August Arrhenius (19 February 1859-2 October 1927).
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Figure 2.31: DTA (blue full line) and TG (green dashed line) for the thermal decomposition of CaCO3
with 10 K/min heating rate in flowing Ar. At 890 °C the “partial area” of the DTA peakis a = 0.268,
whereas already a’ = 17.32/43.64 = 0.3969 of the TG step is reached.

which is now called the Arrhenius equation with activation energy E, and preex-
ponential factor Z. Substituting equation (2.18) into (2.17) and taking the logarithm
gives

da By 1

In — =Zf(a) -

a RT (2.19)

For thermoanalytic measurements with constant heating rate, a plot of In[da/dT]
versus reciprocal temperature should then give a straight line of slope —E, /R. For the
thermal decomposition (“calcination”) of CaCOs, such a plot is shown in Fig.2.32.
Plots of this kind are useful to check the consistency of experimental data prior to
further kinetic analysis.

Probably, the first paper on isothermal Kkinetic studies with thermobalances was
published 1925 by Akahira;?® for a historical overview, see Ozawa et al. (1995).

2.7.2 Rate laws

A large number of rate laws (rate equations f(a); see eq. (2.17)) can be used to de-
scribe thermoanalytic data. This includes not only single-step reactions @ — ®), but

28 Takeo Akahira (1895-1981).
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Figure 2.32: Evaluation of the TG signal for the decomposition of CaCO3 from Fig. 2.31 according to
eq. (2.19).

also two-step reactions with an intermediate product of the kind ® — ® — © and
concurring reactions. Here we give only a short overview of possible rate laws, and in
the following, we will present a few methods for numerical analysis of thermodynamic
data. For a more sophisticated analysis, we recommend the application of special soft-
ware.

2.7.2.1 Reaction of nth order
Different assumptions can be made for the function f(a) in equation (2.17), e. g.,

fl@=01-a), (2.20)

which describes a reaction of nth order. This was described by Borchardt and Daniels
(1957).%°-3° The reaction order can often (but not always) be deduced from stoichiome-
try factors of the underlying chemical reaction. In the case of a simple decomposition,
we often find n = 1.

Zero-order Kinetics is always an artifact of the conditions under which the reac-
tion is carried out, e. g., restricted contact of reaction partners in catalytic reactions at
surfaces. Then the concentration of educts and products changes linearly with time.
A fractional reaction order often indicates a chain reaction or another complex mech-
anism.

29 Hans J. Borchardt (=1930-17 November 2015).
30 Farrington Daniels (8 March 1889-23 June 1972).
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2.7.2.2 Autocatalysis

Prout and Tompkins (1944)>" investigated the kinetics of potassium permanganate de-
composition, which proceeds mainly according to equation (1.39). They observed that
the reaction is accelerating because the products (especially MnO,) catalyze the de-
composition process. Such behavior can be described by the Prout-Tompkins equa-
tions of the kind

)31

fl@)=1-a)"p", (2.21)

which includes the concentration p of the product, possibly with an exponent m. Mod-
ifications of equation (2.21) were developed for reactions comprising a marked induc-
tion period (Prout and Brown, 1965). Such functions give sigmoidal a(t) curves under
isothermal conditions.

2.7.2.3 Johnson—-Mehl-Avrami-Kolmogorov model

After publications by Kolmogorov32 and Mehl,> together with his PhD student John-
son,>* Avrami (1939, 1940)* published a kinetic model that takes into account rates of
seed formation and the problem of overlapping parts of a sample that are already re-
acted. This model allows a description of isothermal data for reactions @ — ® with in-
homogeneous nucleation and is now called the Johnson—Mehl-Avrami—Kolmogorov
(JMAK) equation. There it is assumed that initially nuclei of B are produced with con-
stantrate, n oc t. Besides, the radius of every seed grows asr «c t, and hence its volume
as V o 2. Consequently, in the beginning of the reaction, we find the rate da/dt oc t*.
Later, the growing seeds get in contact (see Fig. 2.33), and the rate drops. The whole
process can be described by the sigmoidal function

a(t) = 1 - exp[-kt"], (2.22)

where a is again the degree of conversion.

Only in the case described above, with sporadic random nucleation and homoge-
neous growth in three directions, we have n = 4 in equation (2.22). n may be smaller if
either nucleation appears only predetermined at seeds or if growth of the new phase
proceeds only as two-dimensional (e. g., at grain boundaries or during epitaxy) or one-
dimensional (e. g., along dislocations). An overview is given in Table 2.7, and some
functions a(t) are shown in Fig. 2.34.

31 Frederick Clifford Tompkins (29 August 1910-5 November 1995).

32 Andrey Nikolaevich Kolmogorov (25 April 1903-20 October 1987).

33 Robert Franklin Mehl (30 March 1898-29 January 1976).

34 William Austin Johnson (born 9 November 1913).

35 Mael Avrami Melvin, born as Moshe Yoel Avrami (1913-1 October 2014).
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t < ty

Figure 2.33: Avrami kinetics: after an initial phase (time ;) with unlimited nucleation and growth,
grains of the new phase B (circles) get in contact at t,, resulting finally in saturation.

Table 2.7: Avrami exponents n of equation (2.22) for different growth mechanisms of phase B.

Growth mechanism n (random nucleation) n (seeded nucleation)
volume 4 3
planar 3 2
linear 2 1

0.0 0.2 0.4 0.6 0.8 1.0
time (rel. units)

Figure 2.34: Avrami kinetics for random nucleation and volume (n = 4), planar (n = 3) or linear
growth (n = 2), see Table 2.7.

From (2.22) we can derive
In[-In(1 - a)] =Ink + nint, (2.23)

and, consequently, it is useful to plot In[-In(1-a)] = InIn[1/(1-a)] versusIn t, because
such plots are linear with slope n.
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2.7.3 Methods of kinetic analysis

Most suppliers of thermoanalytic devices offer, besides the essential control and
analysis software, software packages for kinetic analysis. Software from other com-
panies is also available (AKTS, 2021). The application of such commercial computer
programs is highly recommended if kinetic investigations are a regular task, if com-
plicated mechanisms (e. g., multistep reactions) occur, or if numerical forecasts have
to be performed for conditions that could not be applied during the thermoanalytic
measurements, such as drug stability in hot and humid environments.

Vyazovkin et al. (2011) published recommendations of the Kinetics Committee
of the International Confederation for Thermal Analysis and Calorimetry (ICTAC) for
some technical conditions for the performance of kinetic measurements by DSC, DTA,
and TG. Isothermal measurements and measurements with constant heating rate §f are
taken into account. The authors point out that both temperature regimes have their
benefits and drawbacks. However, at least measurements with 8 = const. allow us to
include the situation of zero extent conversion (a = 0) in the subsequent numerical
evaluation.

Many evaluation methods are “isoconversional”, which means that the conver-
sion rate da/dT for some arbitrary constant extent of conversion a is only a function
of T. Typically, we have to perform a series of ca. 3...5 measurements with different
temperature programs; this could be either runs with different heating rate or sev-
eral isothermal measurements at different T. Without assuming any specific reaction
model, these methods allow us to use equation (2.19). For this reason, these methods
are often called “model free” and allow to derive the activation energy E, () for differ-
ent phases of the process 0 < a < 1 from plots In[da/dT] vs. T. Significant variations
of E,(a) indicate multistep kinetics.

As an example, below we show DTA/TG measurements with ZnS powder heated
with different rates in an Ar/O, flow. Figure 2.35(a) shows the DTA results, and
Fig. 2.35 (b) shows the TG results that were obtained simultaneously. All curves are
baseline corrected and will be used later for some kinetic evaluations. (See also Sec-
tion 3.1.4 for measurements under oxygen-free conditions.)

For all DTA curves, a pronounced exothermal effect is obvious. This can be ex-
plained by the sum equation

ZnS + goz — Zn0 + S0, T <A?m = -16.49 %), (2.24)

which describes the netto reaction. The higher AH; of ZnO (-350 k] /mol) compared to
ZnS (-205Kk]J/mol) is overcompensated by the large enthalpy production of burning
sulfur to SO, (AH; = —297 kJ/mol under standard conditions), resulting in the exother-
mal netto reaction (2.24). However, the slower measurements with T = # < 1.5K/min
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Figure 2.35: Simultaneous DTA/TG of ZnS powder (ms = 20...25mg) in a gas flow of 50 ml/min Ar
+50ml/min O, with rates in therange T = 8 = 0.3...20K/min. DTA curves are shown in the top
panel, and TG in the bottom. Heating rates are written to the curves.

demonstrate that the process is more complicated: The initial exothermal peak is fol-
lowed by a small endothermal effect. This hints clearly on a more complicated multi-
step mechanism.

The multistep behavior becomes even more obvious from the TG curves in
Fig. 2.35 (b), which possess two very pronounced steps for the lower rates. Indeed,
Sofekun and Doraiswamy (1996) found the phase ZnO(ZnSO,), = 2ZnS0, - ZnO dur-
ing roasting under suitable conditions and developed a kinetic model for the roasting
process; see also Shamsuddin (2016). A hypothetical chemical equation that converts
ZnS completely to the oxysulfate would be

37nS + 1—2102 —27nS0, - Zn0 + SO, 1 (%’" = +38.27 %) (2.25)
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and resulted in an increase of the sample mass by 38.3 %, opposite to the netto reac-
tion (2.24), which reduces the mass by 16.5 %. In the experimental data in Fig. 2.35 (b)
the first mass loss step grows with the heating rate from 8.35 % (0.3 K/min) over 11.01 %
(0.5K/min) to 14.73 % (1.5 K/min). For even higher rates, this step is less clear, and the
whole process finally shows a single TG step of —16.44 % at 20 K/min. This value is in
good agreement with the Am/m expected from equation (2.24).

2923.7g 21975g 4043g
————

30ZnS +180, —> 27Zn0 +2ZnS0,, - Zn0 +28 SO, 1 <A7m = -11.01 %) (2.26)

In equation (2.26) the reactions (2.24) and (2.25) are combined in such away
that the experimentally found Am/m = -11.01% results, which was obtained for
B = 0.5K/min. Then 90 % of the educt ZnS are converted directly to ZnO, and the
rest in a first step to the oxysulfate. The latter is subsequently further converted to
Zn0. However, the rates of both reaction paths (2.24) and (2.25) obviously depend
differently on T, which suppresses the oxysulfate formation for high f.

2.7.3.1 Kissinger method

Kissinger (1957)*® proposed a simple isoconversional method, which assumes that for
transformations showing a remarked DTA peak, the temperature T}, of the peak maxi-
mum appears for different heating rates 8 at the same degree of conversion a. Even
if this condition is not completely fulfilled, the method is still often used, and the
Kissinger equation

ln[T%] = ln[%:] - RE;p (2.27)

says that plots of In[f/ Tf,] vs.1/T,, give straight lines of slope —E, /R. The intercept addi-
tionally allows to calculate the preexponential factor Z introduced in equation (2.18).
Blaine and Kissinger (2012) gave an interesting report on the history of this method,
its limitations, its author, and further developments.

Figure 2.36 shows a Kissinger plot of the DTA data for ZnS roasting. It turns out
that only the T}, values for the lower heating rates 8 < 3K/min can be fitted well by
a straight line. This is a hint that under those low heating rates, the reaction mecha-
nism is different from that for the higher rates § > 10 K/min.

2.7.3.2 Kissinger—Akahira—Sunose (KAS) method
As mentioned above, the condition a = const. at T,,; for all f; is often not fulfilled.
(The B; are the different heating rates.) This problem is circumvented by the Kissinger—

36 Homer Everett Kissinger (29 August 19237 July 2020).
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Figure 2.36: Kissinger plot for the roasting of ZnS with DTA peak data taken from Fig. 2.35 (a) (heat-
ing rates given as labels). The slope of the linear fit for B < 3 K/min gives E, = 199 kJ/mol.

Akahira-Sunose (KAS) equation

In

Bi E
T—Z’ = const. — RTZJ’ (2.28)

a,i

where for multiple conversions 0 < a; < 1, the corresponding T, ; are used. For re-
actions with a mass change, the a; are obtained easily from the TG signal. If the DTA
signals are used, then the a; correspond to the “partial peak area”, which is demon-
strated, e. g., in Fig. 2.31. However, it should be noted that especially for too large sam-
ples and high heating rates, the a; for a given T can be significantly different, as a result
of the limited rate of thermal conductivity from the sample to the sensor. A change of
E,(a) during the reaction progress, which can be detected by KAS, indicates a change
of the reaction mechanism.

Both the original Kissinger and KAS methods are often used for the kinetic
analysis of a variety of processes: Palomares-Sanchez et al. (2018) analyzed the
growth kinetics of In,05 thin films by KAS and compared the results with alter-
native methods of analysis. Shi and Tu (1989) investigated the kinetics of oxygen
exchange in YBa,Cu30;_s high-T superconductors by KAS. The thermal decomposi-
tion of a composed organic material (rice straw) was investigated by Kongkaew et al.
(2015). For Kissinger plots, the temperature of maximum mass loss rate, which is the
peak in DTG curves (first derivative of the TG) was used. They found similar results:
ca. 182...222 kJ/mol for KAS and 173 k] /mol for the original Kissinger analysis.
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2.7.3.3 Ozawa-Flynn-Wall (OFW) method
The method of Ozawa (1965)*” and Flynn and Wall (1966)%'% obtains E, from plots of
In(B) vs. reciprocal temperature for different values O < a < 1. These plots give almost
straight lines of slope = —1.05E, /R.

OFW belongs to the group of isoconversional methods. If kinetic parameters like
E, that describe the reaction vary in the course of the process, then this can be inter-
preted in terms of a multistep reaction mechanism (Venkatesh et al., 2013). However,
the method tends to fail if the types of concurring reactions are very different.

200

—e— KAS
150 —A— Friedman
—=— OZW

100

50

E, (kJ/mol)

-100

-150 T T T T
0.0 0.2 0.4 0.6 08 « 1.0

Figure 2.37: Kinetic analysis of ZnS roasting TG data from Fig. 2.35 (b) by different methods. Fried-
man results (see Section 2.7.3.4) are unrealistic because this method is not suitable for parallel
reactions that occur during this process.

Bianchi et al. (2008) used different kinetic analysis methods, including OFW and
Avrami, for investigating DSC data on crosslinking reactions of polymers. In this
study, different methods proved to be complemental, and the results agreed well.

2.7.3.4 Friedman analysis
Friedman (1964) demonstrated that plots

da
ln[d—t

=In [ﬁ%] vs. T°! (2.29)

give straight lines of slope -E,/R. The Friedman analysis is an isoconversional
method. The determination of E, (and also of the preexponential factor) uses points

37 Takeo Ozawa (14 February 1932-2 October 2012).
38 Joseph Henry Flynn (28 October 1922-24 April 2011).
39 Leo A. Wall (ca. 1919-20 September 1972).
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at identical conversion (e. g., a = 0.01,0.02,...,0.99) from the measurements at dif-
ferent heating rates or different isothermal conditions. There is no assumption on the
reaction type. It can be used for multistep reactions. However, these reactions should
be independent and should not run in parallel. Figure 2.37 compares the analytic pro-
cedures of Friedman with that of Kissinger-Akahira—Sunose and Ozawa-Flynn-Wall.
KAS and OZW can handle the parallel reactions (2.24) and (2.25) satisfactory; Fried-
man fails here. It is a benefit, however, that Friedman analysis can be performed with
dynamic and isothermal measurements.

The thermal decomposition of calcium oxalate hydrate was already discussed in
Section 2.1.2.2 and is a useful test for thermal analyzers and kinetic analysis routines.
Freeman and Carroll (1958) used this material for the introduction of their kinetic
analysis method, which allows the derivation of kinetic parameters from a single
dynamic measurement. With their method, which is not presented here in detail, the
authors obtained
- Step 1 (release of H,0): E, = 92kJ/mol,

- Step 2 (release of CO): E, = 310kJ/mol,
- Step 3 (release of CO,): E, = 163 k]J/mol.

In the following, experimental data from TG measurements with different heating
rates will be analyzed with the “Kinetics Neo” software (NETZSCH, 2021). Commercial
software is helpful for such extensive numerical calculations, but not mandatory.

The dots in Fig. 2.38 represent experimental a(T) data obtained from three mea-
surements of Ca(COO), - H,0 with heating rates from 1 to 10 K/min. All measurements
are baseline corrected. As expected, the TG steps shift to higher T for higher T.

0.2 1

0.4

0.6 q

0.8 1

—o— 1 K/min
—4— 3 K/min
1.0 4 —o— 10 K/min

100 200 300 400 500 600 700 T(°C) 900

Figure 2.38: Conversion a of calcium oxalate hydrate obtained from TG measurements with three
different heating rates (points = experimental values). The subsequent steps result from the release
of H,0, CO, and CO,, respectively. Measurements with mg = 20...22 mg were performed in Ar flow
with a NETZSCH STA 449C “F3”.
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Figure 2.39 shows Friedman plots (eq. (2.29)) for the experimental points from Fig. 2.38.
Again, the three measurements are discriminated by different colors, and for every
measurement, dots were calculated in steps a; = (0.01,0.02,...,0.99). For better
visibility, subsequent dots are connected by colored lines.

In [dov/df] (In [1/s]) &
Q

o
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3 K/min
10 K/min

-6 T T T T
1.0 1.5 1000/T (1/K) 2.0 25

Figure 2.39: Friedman analysis for the calcium oxalate hydrate decomposition data from Fig. 2.38,
calculation for 0.01 < a < 0.99 in steps of 0.01. The gray linear fits connect points of identical a, and
their slope —E, /R is shown in Fig. 2.40.
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Figure 2.40: Activation energy E, in the course of the calcium oxalate hydrate decomposition, calcu-
lated from the Friedman plot in Fig. 2.39.

For the three measurements, the ; (i = 1,2,...) for every single i can be well fitted by
the gray lines, and these gray lines are grouped into three sets corresponding to the TG
steps in Fig. 2.38. The slopes —E, /R of the gray lines within each set differ not much,

EBSCChost - printed on 2/14/2023 12:35 PMvia . All use subject to https://ww.ebsco.confterns-of -use



EBSCChost -

2.7 Kinetics =—— 139

and the calculated E, for the whole decomposition reaction is shown in Fig. 2.40. For
the different decomposition steps, we subsequently have

- Step 1 (release of H,0): E, ~ 85kJ/mol,

-  Step 2 (release of CO): E, =~ 260 kJ/mol,

- Step 3 (release of CO,): E, ~ 180...200kJ/mol,

which is in only fairly good agreement with the results by Freeman and Carroll (1958)
given above. The remaining differences should not be overestimated and are often
found if kinetic analysis is performed with different analysis methods and if different
experimental raw data are used. The full lines in Fig.2.38 are calculated functions
a(T), based on the calculated values E, given above.

2.7.3.5 Coats—Redfern method
Coats and Redfern (1964)*° showed that the plots

1-1-a)t™ 1

logm[—Tz ) ] 7 (#D, (2:30)
_1 1-

loglo[ Ogl;g a)] % (n=1) (2.31)

are straight lines of slope —E,/ In[10]R. (In[10] = 2.30). In a subsequent paper (Coats
and Redfern, 1965) it was shown that for the initial phase of a reaction, say a < 0.3,
the expressions from equations (2.30) and (2.31) can be simplified to plots of

In(a/ TZ) vs. % (2.32)

which should be straight lines with slope -E, /R.

As usual, the functions a(T) calculated from thermoanalytic measurements are
the starting point for Coats—Redfern analysis. In contrast to some other kinetic anal-
ysis methods, one single dynamic measurement is sufficient for Coats—Redfern anal-
ysis. Nevertheless, Fig. 2.41 shows a(T) data obtained from two TG-measurements of
ZnS roasting, leading finally to the formation of ZnO as expressed by the sum equa-
tion (2.24). The different reaction paths for the low and high heating rates are obvious
and were already discussed in the beginning of Section 2.7.3. Therefore the following
Coats—Redfern analysis is restricted only on the initial phase of this reaction, where
the intermediate byproduct ZnO(ZnS0,), is not yet formed.

The ZnS roasting reaction is of (almost) first order, because O, prevails in the gas
flow in excess, and equation (2.31) can be used for analysis. The correspondingly cal-
culated dots are shown in the top part of Fig. 2.42 for both heating rates. Apparently,

40 John P. Redfern (1933-2019).
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Figure 2.41: Reacted fraction a(T) for ZnS heated in Ar/O, with T = 0.5K/min (circles) or 3K/min
(triangles). The data were calculated from the corresponding TG curves in Fig. 2.35 (b).

their slopes are identical. From the linear fit through the 8 = 0.5K/min points the
activation energy E, = 339 kJ/mol is obtained for the initial phase of ZnS roasting.

Figure 2.42 analyzes only the initial phase of the roasting process, and for the cor-
responding small a < 0.3, Coats and Redfern (1965) proposed the simpler plots (2.32).
Those plots are steeper by the factor In[10] = 2.30, and the calculated E, = 321k]J/mol
is similar to the value reported before for the detailed analysis.
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Figure 2.42: Analysis of the a(T) curves from Fig. 2.41 by the Coats and Redfern (1964) analysis from
eg. (2.31) (top) and by the simplified formula reported by Coats and Redfern (1965) analysis from
eq. (2.32) (bottom). The slope of the linear fit in the bottom partis —£,/R = —38,588, resulting in
E, = 321kJ/mol. The slope of the linear fit in the top partis —£,/ In[10]R = -17, 694, resulting in
E, =339kJ/mol.
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2.8 Thermodynamic modeling

Often, the results of thermal analysis, e. g., for the determination of a phase diagram,

are presented “as measured”. As an example, Fig. 2.43 shows experimental points for

the eutectic system NaCl-CsCl measured by DTA. These points were connected by
more or less arbitrary lines; just for the eutectic, a linear fit was performed. Three prob-
lems are obvious:

1. The (green) eutectic line rises monotonously, which must be an experimental er-
ror, because the eutectic temperature in a simple eutectic system is constant (see
Section 1.5.1.3).

2. The (blue) line indicating the solid state transition of CsCl from its low-T CsCl-
structure to the high-T NaCl structure (see Fig. 1.17 (c) and (d)) shows an upward
bend in the middle, which is also unphysical.

3. The (red) liquidus curves intersect slightly above the green eutectic line.

It is a disadvantage of the color lines in Fig. 2.43 that they present the experimental
data without taking into account basic rules of thermodynamics. Besides, additional
thermodynamic data, like heat of fusion AH;, Cps and enthalpy, either from other mea-
surements or from the literature, cannot be used easily for the construction of the
phase diagram. “Thermodynamic assessment” with the CALPHAD method (“CALcu-
lation of PHAse Diagram” — see, e. g., Chang et al., 2004) is a modern and successful
tool to overcome such problems.

600

550

500 -

450 T T

CsCl 0.2 0.4 6 0.8 NaCl

Figure 2.43: Experimental points (DTA heating curves) with 11 compositions x NaCl + (1 — x) CsCl

(0 < x < 1). The dashed color lines are “guides to the eye” connecting the experimental points fairly
good (simple linear fit for the eutectic (green) line). The black lines result from a thermodynamic
assessment of the system.

The basic idea behind such calculations is that experimentally evident phase bound-
aries are not fitted, e. g., by the Schréder-van Laar equations (1.35), (1.36), (1.37),
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(1.38). Instead, the numerical Gibbs energy functions G(T, x) for all phases are ad-
justed in such a way that all experimental data are optimally adapted. Several com-
mercial and freeware software packages are available that can perform this task, and
it is beyond the scope of this book to present them here in detail. The black phase
boundaries in Fig. 2.43 result from such thermodynamic assessment and are a reason-
able fit of the experimental data without contradiction to thermodynamic laws.

Here we will not give a detailed introduction into the technical details of numer-
ical modeling software packages. In the framework of this book, exclusively Fact-
Sage 8.0 (2020) or its predecessor versions, including ChemSage (GTT Technologies,
Herzogenrath, Germany), were used. Thermo-Calc (2020) and Pandat (2020) are alter-
natives. For solid—gas equilibria, the freeware TraGMin 5.1 (2008) can be used.

Whenever usefuland possible, experimental findings of thermal analysis should be discussed in terms
of an appropriate thermodynamic model, rather than being presented in its original form.

2.8.1 Calculation of thermodynamic equilibrium

The Gibbs energy G introduced in Section 1.2.3 has a minimum under equilibrium con-
ditions. With a few exceptions, thermal analysis is performed under isobar conditions
(p = const., typically, p = 1bar), and G depends only on the temperature T and the
composition of the system. The composition of a system with C components is given
by C - 1 concentration data, preferably as molar fractions x; (j = 1,2,..., C - 1). For bi-
nary systems, the index j is obsolete because the composition of the system is already
defined by one concentration value x; = x.

Usually, the system contains more than one phase ®; (i = 1,2,..., P; where P is the
number of coexisting phases). Then for the binary case, the Gibbs energy of the whole
system, which has to be minimized at equilibrium, is the sum

P
G(T,x) = Z G®(T,x) — minimum (2.33)
i=1

of the Gibbs energies of the P phases ®@;. The minimization (2.33) has to be performed
in such a way that the total amount of each component remains constant, because
they can neither be destroyed nor created in the equilibrium reactions. This results
in constraints for the amounts for the different phases that can be formed from the
given amount of each component. The thermodynamic simulation programs men-
tioned above are able to perform this optimization and can calculate equilibrium
states of systems this way. This includes the calculation of the enthalpy difference
that occurs if the external conditions (such as T and p) are changed. It will be shown
in Section 2.8.2.1 that this enthalpy difference corresponds to the heat flow between a
thermoanalytic sample and its environment and hence to the DTA or DSC signal.
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2.8.1.1 Data for stoichiometric phases

As pointed out in Section 1.2.3.1, for “pure” phases with fixed stoichiometry, the x; are
no free parameters, and G is only a function of T. (As mentioned above, the optional
dependence on p can be neglected for the conditions of thermal analysis.) In some
printed collections, e. g., Barin (1995), tables for thermodynamic data such as G, H,
S, ¢, can be found for many substances. Such tables are valuable resources for cal-
culations “by hand”, but analytical expressions are preferred. This was initially done
by simple power series with positive exponents, but already Maier and Kelley (1932)*
pointed out that often at least one negative exponent is useful, because this way un-
physical maxima can be avoided. Rather, these authors proposed expressions of the

type
cp(T)=a+bT +cT?, (2.34)

where just three constants a, b, c are sufficient to represent ¢, (T) data over an extended
temperature range. Functions similar to (2.34) can represent very well the typical cp(T)
dependence, which is often square-root like at low T and almost linear at high T (see
Fig. 1.3). Fit functions of type (2.34) were developed further by Shomate (1954)* and
are now (often with more than three coefficients) called the Shomate equations. In
web resources like NIST (2020) and in databases that come with thermodynamic sim-
ulation software thermodynamic data are stored this way.

For ambient pressure p = 1bar, the Gibbs energy of a stoichiometric phase can be
calculated from c,(T) by (Harvey et al., 2020)

T T
C
G®(T) = H®(Tp) + J c,dT - T[S(D(Tref) + J %dT], (2.35)
Tref Tref

where H®(T,.) is the standard enthalpy of formation, which is typically negative,
because just the release of H?® is the reason why the phase @ is formed from its con-
stituents. The first two terms represent HCD(T), as shown in equation (1.19), and the
term in brackets is SG’(T); see equation (1.24). As an example, the reader is referred
to flhan et al. (2017), who derived the thermodynamic data AH = H(T) - H (Tyer) and
AS = S(T) - S(T ) for ceramic BaTa,04 samples from c,(T) data measured by dynamic
DSC. In their paper, an additional quadratic term was added to the fit function (2.34),
which results in expressions of the type

c,(T)=a+bT +cT*+dT™* (2.36)

41 Kenneth Keith Kelley (16 December 1901-28 September 1991).
42 Charles Howard Shomate (28 January 1915-28 January 1997).
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with four fit parameters a, b, c, d. The maximum deviation of a few single experimental
points from their fit equation was in the order of 2 % but was typically much smaller.
Besides, ilhan etal. (2017) compared their experimental cp(T) data with theoretical
values derived using the Neumann-Kopp rule (1.7) with the binary oxides BaO and
Ta,05 as basis. It turned out that the Neumann—-Kopp values are very close to the
experimental results only between room temperature (were measurements started)
and = 800K; otherwise, Neumann-Kopp data are systematically below measured
data. The difference reaches ~ 8 % at the maximum temperature of this investigation,
which is 1300 K. (The difference near room temperature was only 1.4 %.)

The first integral in equation (2.35) is the enthalpy increment AH with respect to the reference temper-
ature (usually, T,f = 298 K). The second integral in equation (2.35) is the entropy increment AS with
respect to T,s. If the function ¢y(T) is given in analytic form of the kind shown in equation (2.34), e. g.,
from fitted experimental data, then both increments can be derived from it.

By definition, for chemical elements under standard conditions, we have H lj’(Tr,ef) =0.
Leitner et al. (2010)*? showed that for the case that data for chemical compounds can-
not be found in the literature, the Neumann-Kopp rule often gives a good approxima-
tion for H®(T ) for most substances. However, Schick et al. (2019)** pointed out that
an uncritical application of the Neumann—-Kopp data can lead to errors.

The Neumann-Kopp rule was originally designed for the description of metallic
alloys and often fairly well describes systems with mainly metallic bonding. However,
deviations must be expected for systems where the bonding type of mixtures is sig-
nificantly different from the bonding type(s) of the pure components. Thomas (2015)
performed a thorough investigation of the system Li—Si, where the end members have
metallic or covalent bonds, respectively. For intermediate compositions, as much as
six lithium silicides with silicon concentrations = 0.19 < xg; < 0.5 are reported. These
compounds are Zintl*® phases with partially ionic character; consequently, their cp(T)
functions deviate significantly from the values obtained from data for Li and Si using
the Neumann-Kopp rule.

Vibrations of the crystal lattice represent for most substances the major contri-
butions to the specific heat capacity ¢, ~ ¢y, which was described in Section 1.1.3.
Consequently, we can expect that the validity of the Neumann-Kopp rule relies on at
least fairly similar interatomic forces between the atomic units of the components. We
must expect severe deviations from the Neumann—Kopp rule for these compounds,
because this is not the case for Li, Si, and different LiXSiy compounds.

43 Jindfich Leitner (born 11 September 1956).
44 Christoph Erich Georg Schick (born 16 March 1953).
45 Eduard Zintl (21 January 1898-17 January 1941).
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Figure 2.44 (b) demonstrates this for the example Li;;Si,, which has a cubic crys-
tal structure, like its constituents Li and Si. The unit cell of lithium (Fig. 2.44 (a)) is
body-centered cubic with metallic bonding. This means that all Li atoms are positively
charged and are embedded in a “sea of delocalized electrons”, which is responsible
for undirected binding forces between the atoms. The crystal structure of silicon, in
contrast, consists of a tetrahedral network with covalent Si—Si bonds. In the crys-
tal structure of the intermediate Li;5Si,, Si atoms are surrounded by 12 Li atoms in
a slightly distorted cuboctahedral symmetry. Consequently, Si—Li binding forces pre-
vail, which do not occur in both components. However, even for intermetallic com-
pounds, significant deviations from the Neumann-Kopp rule sometimes occur. Silva
et al. (2021) demonstrated this, e. g., for two iron-niobium compounds.

o iy 2%
(s )
a)&)d)b) c)

Figure 2.44: (a) 1 unit cell of Li (bcc structure, see Fig.1.17, undirected metallic bonds, F43m). (b) dis-
torted cuboctahedral [SiLi;,] building unit of Li;sSi, (143d). (c) 4 [Si—Si,] tetrahedra as building

unit of Si crystals (F43m). Drawn with crystal structure data from Wyckoff (1963) and Zeilinger et al.
(2013); green = Li, blue = Si.

For the estimation of thermodynamic data for chemical compounds from their constituents, it is pre-
ferred to obey similar atomic building units and binding forces for all phases. This means that, e. g.,
data for complex sulfides ABS,,, should be calculated from simple sulfides AS, and BS,, rather than
from the elements A, B, S. Whenever possible, also coordination numbers should be identical.

Sometimes, it is possible to derive thermodynamic data for a complex compound
ABX,,,, not simply by adding the data from its constituents (X stands for the anion)

AX, + BX, = ABX,,,, (2.37)
kmn kmn unknown

but rather a formal exchange reaction can be defined to derive it from an isotype phase
with similar ionic radii

AX, +BCX,,, = CX, +ABX,,,, (2.38)
known known k;gan unknown

which ensures that all requirements from the information box above are fulfilled. An
example is given in Section 3.3.5.
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2.8.1.2 Data for mixture phases

In Section 1.2.3.2, it was shown that the Gibbs energy of mixtures is a sum (1.26) of

three contributions:
G(T) is the weighed sum of the contributions of the pure components. For two
components, this is the straight dashed line in Fig. 2.45, which connects the G(T)
values of the pure components; see equation (1.27).
Gid(T) = -TS' < 0is the contribution of disorder, which reduces the Gibbs energy
of (true, on an atomic scale) mixtures, compared to a pure macroscopic mixture
with identical overall composition. sid depends only on the number of equivalent
“microstates” of the system (= different possible arrangements of atoms). Hence
it is only a function of the composition x but does not depend on the substances;
see equation (1.29) and the red dotted curve in Fig. 2.45.
G™(T) = H™(T) — TS®™(T) describes energetic (H**) and entropic (S%*) interac-
tions between the constituents. H** is the “heat of mixing”, which appears if the
components show some tendency to form chemical bonds or if repulsive forces
occur between them. Often, the influence of H** is more significant than that of
S, unless for very large molecules.

Deviations from ideal behavior tend to be small:

(1) athigh T, because then interaction energies between atoms are often weaker, and the entropic
contribution G'¢ = ~-TAS™* becomes more important.

(2) inthe liquid (or the more gaseous) state, because then stresses resulting from different sizes of
atoms or molecules are less relevant.

(3) if chemically similar species are mixed, because then energetic interactions are usually weak.

(4) if the mixed species are of similar size; here it is less critical if a “small” atom replaces a “large”
atom than vice versa.

Figure 2.45 shows for T = 1200 K (hence in the solid state) all three contributions for
the system silicon—germanium, which form solid solutions Ge,_,Si, for all concentra-
tions 0 < x < 1. It is obvious that already the sum G° + G gives a fairly reasonable
approximation for the total Gibbs energy G® of the mixed crystal. The small contribu-
tion G** shifts G® slightly upward. We can assume that the radius difference between
Siand Ge atoms increases the inner energy of the solid phase, which results in a slight
destabilization, compared to the ideal mixture. Such destabilizing effects can occur
in both solid and liquid phases, but for one specific system, they are usually weaker
in liquids, because there the atom positions are not fixed, in contrast to solids. If at-
tractive forces between components A and B are stronger than the average of the inter-
actions A—A and B—B, then H*™ becomes negative, and the function G®(x) is slightly
lower than G°(x) + G19(x).

The measurement of H** of liquids is not very difficult because it can be per-
formed in calorimeters by measuring the heat of mixing. Figure 2.46 shows experimen-
tal H** (x) data for mixtures of chloroform with cyclohexane (blue curve) and ethanol
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Figure 2.45: Functions G(x) at T = 1200 K for a mechanical mixture of silicon and germanium (GO)
compared to an ideal (G° + G'¥) and a real (G° + G'¢ + G™) mixture (= solid solution).

(red curve). It is obvious that both curves start and end for the pure components at
H® = 0, because there no interaction occurs. Cyclohexane shows with chloroform
always positive (repulsive) interaction, with a maximum value around 640 J/mol at
x = 0.5. For the interaction with ethanol, surprisingly, the interaction is exother-
mal (H®* < 0) on the ethanol-rich side and endothermal for chloroform-rich mix-
tures.

Depending on the chemical nature of the systems, different models were devel-
oped for an analytical approximation of experimental functions H**(x, T), and some
of these models are implemented in the corresponding software packages mentioned
above. Pelton (2019) gives a comprehensive introduction on this topic, and here we
only present the following polynomial expression of the excess Gibbs free energy in
binary systems with molar fractions of the components x;, x;:

GEX = X1X2 Z ]le(Xl - Xz)], (2.39)

j>0

which is often useful. The coefficients’L,, are independent of composition but may be
functions of temperature, e. g., 'L, = /L% +/LL, - T.

The functions (x; — xz)j are called the Redlich*®—Kister polynomials (Redlich and
Kister, 1948). The polynomials fulfill the condition G** = 0 for the pure components
(no interactions), because x; and x, = 1 - x; are factors in equation (2.39); this holds

46 Otto Redlich (4 November 1896-14 August 1978).
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Figure 2.46: Experimental H** data for mixtures of chloroform (CH;Cl) with cyclohexane (¢-C¢H,,,
blue curve, data from Nagata et al., 1980) and ethanol (C,H;OH, red curve, data from DDBST, 2021).
T =298.15K, x = 1is pure CH3Cl.

for all j. For j = 1, an additional zero-crossing appears for x; = x, = 0.5, and G* has
the opposite sign for x = 0.5, which allows a description of a behavior like shown
for CH5Cl-C,H;0H in Fig. 2.46. Figure 2.47 shows plots of the Redlich—Kister polyno-
mials for j = 0...2; it is obvious that a small contribution from j = 2 can adjust the
antisymmetric contribution from j = 1 in such a way that different absolute values for
x 2 0.5 are possible. It turns out that higher contributions j > 2 are seldom needed
for the description of real systems. Some combinations for the coefficients’L,, are as
follows:

Ideal solution: L, = 0 for all j, and hence G** = 0 (= Raoultian*’ solution).
Regular solution: Only °L;, # 0, and hence G** = xx,°L,, (black full line in

Fig. 2.47).
Subregular solution: °L;, # 0, 'Ly, # 0, and G = x,x, (°Ly; + 'L, (x; — X,)).

2.8.2 Simulation of thermoanalytic measurements

Harvey et al. (2020) presented examples where the calculated heat consumption dur-
ing heating of an aluminum alloy is compared to a measured DSC curve or where the
calculated mass loss during heating of the vitriol of copper (CuSO,, - 5H,0) is com-
pared to an experimental TG curve. It turns out that the calculations represent the ex-

47 Francois-Marie Raoult (10 May 1830-1 April 1901).
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Figure 2.47: Contributions from Redlich—Kister polynoms (2.39) to G** for the degreesj = 0,j = 1,
andj = 2. L; = 10,000 was set for all j.

perimental results fairly well, but both calculations result in rather abrupt (for the TG
curve step-like) curves, in contrast to the experimental results that are more smeared.
It will be shown in the next section that the smearing of DTA/DSC curves can be ac-
counted for using the thermal lag of the signals resulting from the finite rate of heat
conduction. In contrast, mass changes during thermal analysis are measured almost
immediately because they are directly registered by the balance. Nevertheless, also
TG steps are usually not sharp, which will be shown in Section 2.8.2.2 for the thermal
decomposition (“calcination”) of CaCOj; to CaO.

2.8.2.1 Simulation of DTA/DSC curves
The red curve in Fig. 2.48 represents DTA signals obtained upon heating of a pure bar-
ium chloride sample; it is from the same measurement shown as the uppermost curve
of Fig.3.30 (a) in Section 3.3.4. It is explained there that the first peak at 925.3 °C re-
sults from the transition between two modifications of BaCl,, and the second peak
with experimental onset at 958.5 °C marks the melting temperature.

Both processes are endothermal and result from a steplike enthalpy increment at
the corresponding transition points, like shown for sulfur in Fig. 1.7. On the other side,
the DTA or DSC signal is proportional to the difference of the heat flows to the sample
and to the reference (see Section 2). For a power compensation device, the DSC signal
is equivalent to the difference of the electrical heating power between sample and
reference.

The power P is the time derivative of energy (here enthalpy H), but for a constant
heating rate T, the time derivative can be replaced by the temperature derivative

OoH .o0H

P="=1

o 57 (2.40)
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Figure 2.48: Experimental DTA data (red curve) for BaCl, compared with numerical 0H/0T data (blue
curve) calculated from FactSage 8.0 (2020) data. The green dots and curve are the result of a numeri-
cal convolution of 0H/aT with the device function g(T), which is shown in the insert.

and this temperature derivative of the function H(T) for BaCl, is the blue function in
Fig. 2.48. Except at first-order phase transitions, H(T) changes only smoothly; conse-
quently, 0H/0T almost vanishes on the scale of the diagram. It is not so at the transi-
tion points where H(T) undergoes jumps with the height of the transition enthalpy AH.
(The derivative was calculated numerically with 1K steps, which results in finite spikes
of height AH at the transition points.)

It was explained in Section 2.5.3 that peaks originating from a “sharp” first-order
transition cannot be that sharp in the experimental DTA or DSC curve, because the
heat flow rate to sample and reference is limited. If we assume the thermal resistance
to be approximately constant, then the “transition rate” (e. g., for melting) is almost
constant until the whole sample is molten, because heat flows with an almost con-
stant rate into the sample. This results in a nearly linear slope of the first part of
the melting peak. Afterward, the sample temperature returns back to the baseline
with an exponential curve. (Actually, the heat flow rate is not exactly constant, be-
cause the furnace temperature continues to rise during melting. However, also the
distance between the crucible surface and the still solid parts of the sample center
grows.)

Such a shape can be observed for many experimental conditions if a pure sub-
stance is molten (see, e. g., Figs. 2.28 and 2.29) and can be considered as a “device
function” of the corresponding experimental setup (furnace, sample holder, crucibles)
with some typical time constants 7; that describe the time delay of the peaks; see equa-
tions (2.14) and (2.15). For the setup used in Fig. 2.48, this device function is shown in
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the insert with a linear first (dropping) and an exponential second (rising) part of the
peak. Also, there the dots mark 1 K steps, which means that the initial dropping part of
the peak extends over 7 K. With T = 10 K/min, this corresponds to the time T = 0.7 min
=42s.

The expected DTA signal ®™¢*%(T) is the convolution of the device function g with
®%™Ple(T) in a manner described by equation (2.13). If ®3™P¢ = ToH /9T and g is the
device function, then the integration is performed over T. In experiments the func-
tions are given numerically as time series, and the integral (2.13) is replaced by the
sum

DT(T) = @VP(T) x g(T) = Y D ™P(k)(T - k). .41)

k=—c0

For long data series, calculation (2.41) is elaborate but can be performed with soft-
ware packages like Mathematica® or Mathlab®. Besides, free internet resources like
mymathtables (2020) can be used.

For BaCl,, the convolution result (2.41) is shown as green dots and curve in
Fig. 2.48. The shape of the first (phase transition) peak is fairly well reproduced by
the convolution function, with the exception that the top of the DTA peak cannot be
perfectly met by the simple function g that was used there. In contrast to the exper-
imental DTA curve, both peaks are not overlapping in the convolution. This results
from the fairly high T; = 962 °C, assumed by FactSage 8.0 (2020), which results in a
better separation of the peaks. However, it should be noted that not only in Fig. 2.48
a lower melting point (onset 958.5 °C there) was found: Also, in the literature, often
values below 960 °C are reported. KoStenska (1976) observed T; = 955 °C for BaCl,,
and she reports the phase transition at 920 °C.

The result of the calculation in Fig.2.48 is comparatively obvious, because
®%™Ple(T) js almost a delta function, and any signal x(n) convolved with the delta
function is left unchanged, x(n) * 6(n) = x(n) (Smith, 1997). In fact, the two green
peaks are simple copies of the device function, which is shown in the insert.

Figure 2.49 shows an analogous treatment of data for one intermediate composi-
tion of the system LiCl-NaCl. For this composition, which is marked in Fig. 2.49 (b) by
a red dashed line, the difference between T, and Tj;q is 99 K. Correspondingly, the
melting process itself extends over the rather wide T range between the sharp dips of
the blue 0H/oT curve in Fig. 2.49 (a).

On the basis of the phase diagram in Fig. 2.49 (b), explain why the red DTA curve in Fig. 2.49 (a) has a
“double peak” shape! Hint: Use the lever rule (Section 1.5.1.1)!

The convolution function g(T) was determined here by melting an aluminum sam-
ple. The Al melting peak shown in the insert lies in the same T range like the melt-
ing peak of the (Li,Na)Cl sample. The shape of the Al melting peak is defined by the
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Figure 2.49: (a) Experimental DTA data (red curve) for a Li,Na;_,Cl mixed crystal (x = 0.3476) com-
pared to numerical 9H/0T data (blue curve) calculated from FactSage 8.0 (2020) data. The green
dots and curve are the result of a numerical convolution (2.41) of 0H/oT with the experimental melt-
ing peak of Al (insert), which was used as the device function g(T). (b) Calculated phase diagram
LiCl-NaCl; the composition that was investigated in the upper panel is marked by the red dashed
line.

function g(T), which also smears %™ (T)(see eq. (2.41)), because Al melts sharp at
660.3 °C. The green curve is the result of the numerical convolution and is in reason-
able agreement with the experimental DTA curve.

It is interesting to note that the first local minimum of 0H/0T near 590 °C
(=360 W/g) is slightly deeper than the second minimum near 690 °C (-353 W/g). In
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contrast, for the simulated and measured DTA curves, the second minimum is deeper,
which is a result of the delayed arrival of the enthalpy change at the DTA sensor.

2.8.2.2 Simulation of TG/EGA curves

As the result of thermodynamic equilibrium calculations, we obtain not only an ener-

getic balance of the corresponding process, which can be used, e. g., for the simulation

of a DTA curve. Moreover, also chemical conversions of the system are calculated. If
the gas phase contributes to these reactions, then changes of the sample mass and
hence TG effects have to be expected. Typical reasons for significant TG effects were

mentioned in Section 2.2.

The bottom panel of Fig. 2.50 shows two subsequent DTA/TG heating curves of a
commercial CaCO; powder sample, which is expected to decompose according equa-
tion (3.2) under the release of CO,. This decomposition corresponds to the large TG
steps = 750...905°C. We will discuss further in Section 3.1.1 that a much smaller TG
step =~ 400...416°C results from the decomposition of Ca(OH), impurities. Both reac-
tions are endothermal, which results in DTA peaks.

Changes of the sample mass act almost immediately on the balance that measures
the TG signal; hence a convolution on the time scale like described in the previous
Section 2.8.2.1 does not occur. Nevertheless, also TG steps are often smeared for the
following reasons, which can often hardly be separated:

— The underlying chemical reaction can be slowed down by kinetic reasons, be-
cause an “activation barrier” must be overcome.

— Inan equilibrium reaction like (3.2) the reaction rate is influenced by the concen-
tration of the products, in this case, of CO, gas. Hence the efficiency of gas removal
from the (solid or liquid) sample surface will influence the reaction rate measured
by DTA and TG. Experimental details like the gas flow rate, usage of a lid, or the
total pressure in the thermal analyzer can have a significant influence on the ex-
periment.

The quantitative observation of such experimental details in calculations is challeng-
ing. Besides, it is significantly easier to calculate a thermodynamic equilibrium situ-
ation (given amount of substances under defined conditions T, p) than to calculate
a process where T changes under permanent in- and outflow of rinsing gas. The top
panel of Fig. 2.50 shows two calculation where CaCO; with 3 % Ca(OH), added as “im-
purity” are heated in different amounts of the “rinsing gas” Ar. If m,, is the mass (in
gram!) of argon and my,, is the total mass of the gas phase, then Am = mg,, — my, is
the total mass of all gaseous reaction products (mainly H,0 and CO,, plus byproducts)
that emanate from the sample. This Am is plotted as the “mass loss” in negative direc-
tion on the ordinate of Fig.2.50 (top) for two different m,,, which are equivalent to
0.1mol (3.99 g) or 0.5 mol (19.97 g), respectively. Both calculated Am(T) curves are sim-
ilar to the experimental TG curve (blue dashed line in the bottom panel). As expected,
the calculated TG steps occur slightly earlier for the larger amount of Ar.
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Figure 2.50: Top panel: Calculated mass loss of CaCO; with Ca(OH), impurities, heated in differ-
ent amounts of Ar. One curve is slightly shifted downward for better readability, calculations with
FactSage 8.0 (2020). Bottom panel: DTA/TG measurement of commercial CaCO3 (99.999% nominal
purity) in flowing Ar, T = 10 K/min. First and second heatings run under identical conditions from
100°C to 1000 °C. See also Fig. 3.1.

2.8.3 Predominance diagrams

If a metal Me can form oxides with different valence, e. g., m and m + 1, then a redox
equilibrium reaction of the type

1
2Me0m/2 + 502 = 2MeO<m+1)/2 (2.42)
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describes the mutual transformation of both oxides. The Gibbs energy change of reac-
tion (2.42) can be written as

2
AG® = —-RTInK = —RTln<%> (2.43)

m/2Po,
with equilibrium constant K. Often, the partial pressures of the metal oxides can be
neglected with respect to the oxygen partial pressure p, , and (2.43) further simplifies
to

AG® = AH® - TAS® = RTInp,. (2.44)

The plots AG® = RTIn Po, vs. T are almost straight lines, because AH® and AS°
are constant. Such plots were introduced by Ellingham (1944).*® Pelton (1991) showed
that a series of Ellingham plots (or Ellingham diagrams) RT Inp (T) for a multitude
of oxidation states sets up a “predominance diagram”. This is a special type of phase
diagram where stability fields of different MeO, are separated by (mainly) straight in-
clined lines. Transitions between different phases of one compound, such as melting,
appear as vertical lines in the diagram.

Figure 2.51(a) shows an Ellingham-type predominance diagram for the system
Mn-0,. Under the given conditions, MnO, has the highest valency +4; other oxides
like an+07 are unstable (Glemser and Schrdder, 1953)* and cannot be found in
this equilibrium diagram. At ambient pressure, Mn assumes four different allotropic
forms Mn(s), Mn(s2), Mn(s3), Mn(s4), which are separated by vertical lines (Hafner
and Hobbs, 2003). Only the phase field of liquid manganese oxide MnO, is sepa-
rated by bent lines, which is typical for phases with variable stoichiometry in such
diagrams.

Predominance diagrams can be constructed not only for systems metal (Me)-oxygen (0,). Already in
the original publication, Ellingham (1944) pointed out that a similar discussion can be also performed
with sulfides instead of oxides. In fact, it is possible for every system with a less volatile chemical
element in equilibrium with another chemical element of higher volatility. This means that “Me” in
equation (2.42) can also stand, e. g., for C and that O, can be replaced by S,, N,, P,, or halogens. For
example, Klimm (2014) calculated the system Al-N,, which contains only one binary compound AIN.

The Ellingham diagram in Fig. 2.51 (a) has the disadvantage that only the upper bor-
der RTInpg (T) = O can be directly correlated to specific experimental conditions:
this is pure oxygen at 1bar pressure. For po, < 1bar, the atmospheric conditions can-
not be read very easily from the diagram, because the ordinate values are also scaled

48 Harold Johann Thomas Ellingham (1897-1975).
49 Oskar Max Glemser (12 November 1911-5 January 2005).
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Figure 2.51: Three types of predominance diagrams for the system Mn-0,. (a) Ellingham type, where
AG for the transformation between neighboring phases is the ordinate; (b) Oxygen partial pres-

sure as an ordinate, the po, (T) supplied by pure CO, or CO at 1bar shown as overlay; see Fig. C.22;
(c) TOMBE type with inverse temperature scale.
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by T. For the practical work, it is often easier to use the (common, decadic) logarith-
mic oxygen partial pressure directly as an ordinate value. Such a diagram is shown in
Fig. 2.51 (b) for the same T range and for a similar range of p,, . (Again, the upper bor-
der log[p,/bar] = 0 corresponds to pure oxygen.) The arrangement of phase fields,
which are now distorted, is identical. It is obvious from this representation that the
Po, where a specific oxidation state is stable depends significantly on T. As shown in
Section 2.6.2, it is practically impossible in thermal analyzers to reach oxygen partial
pressures pg, < 107 bar by simple pumping and rinsing with “inert” gas. Besides, for
metals with many possible valence states (here Mn®, Mn?", Mn>*, Mn*"), it is often
impossible to find any py, = const. that keeps the corresponding metal oxide stable
over an extended T range, e. g., during a thermoanalytic measurement.

Predominance diagrams log[po, /bar] vs. T for binary systems of many chemical elements with oxy-
gen can be found in Appendix C. These diagrams should be always checked in preparation of “critical”
measurements at elevated T > 500...800 °C to guarantee that the sensitive parts of the thermal ana-
lyzer (carbon protective tubes, sample holder, crucibles) and that the samples remain stable. Typical
critical situations are:

- Ppo, forthe given T is so high that parts of the analyzer or a sensitive sample are oxidized.

- Po, forthe given T is so low that the sample is reduced to metal, which alloys metallic crucibles.

Nair et al. (2018a,b) proposed a third type of predominance diagrams, shown in
Fig. 2.51(c) for the Mn-0, system. The name TOMBE is an abbreviation for “Thermo-
dynamics of MBE”, and it was used by these authors for a discussion of experimental
conditions for molecular beam epitaxy. The inverse temperature scale for the abscissa
in combination with the logarithmic pressure scale for the ordinate combines the ben-
efits of both other diagrams: the phase boundaries are preferably straight, and the
oxygen partial pressure can be read directly at the ordinate.
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3 Applications

3.1 Characterization of raw materials

3.1.1 Calcination of carbonates

As described in Section 2.1.1, DTA and TG measurements are often coupled to “Simul-
taneous Thermal Analysis” (STA). Figure 3.1 shows the thermal decomposition (cal-
cination) of a commercial CaCO; that was checked for purity. Depending on the CO,
concentration in the surrounding gas and on the heating rate, calcination according
equation (3.2) occurs at =~ 800...900 °C. CaCOj; is a convenient substitute for CaO in
many processes were calcium oxide is needed as component, because this reaction
runs completely to the product side. CaO (“quicklime”) is highly reactive already with
traces of H,0 and CO, in the atmosphere, and quantitative charging of this substance
is complicated.
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N =
95 - A >3
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Figure 3.1: Simultaneous DTA/TG of 86.29 mg commercial CaCO5 powder with nominal 99.99 % pu-
rity in flowing argon.

The TG curve of Fig. 3.1 shows a small step near 400 °C, which is accompanied by an
endothermal effect. The subsequent larger TG step is obviously the calcination, but
with a slightly smaller mass loss than expected. Detailed analysis shows that the fol-
lowing reactions subsequently appear:

74.09 g/mol 56.08 g/mol  18.01g/mol
Ca(OH), 400°C CaO + H,0 3.1
R

https://doi.org/10.1515/9783110743784-003
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100.09 g/mol 56.08 g/mol 44.91&m01
CaCO; 800°C CaO + CO, (3.2
_—

The mass losses by both reactions are 24.31% (3.1) or 43.97 % (3.2), respectively.
With the measured TG steps, from Fig. 3.1 we get as sample composition 0.38/24.31 -
100 % = 1.6 % Ca(OH), + 42.45/43.97 - 100 % = 96.5 % CaCO;. This sums up to 98.1 %;
the rest can assumed to be adsorbed humidity.

It seems surprising that a commercial chemical with 99.99 % nominal purity con-
tains > 1% of another substance, but this does not contradict the specification, be-
cause the purity of most chemical compounds is given “on metals basis”, and hence
nothing is said about anions. The presence of hydroxides in commercial carbonates is
an issue that occurs occasionally. We can speculate about the origin, and it seems fea-
sible that after wet-chemical precipitation, the raw materials are washed and dried.
If the drying is performed at too high temperature, then partial decomposition (3.2)
cannot be ruled out, and the highly hygroscopic CaO can subsequently react with hu-
midity from the environment.

The relationship between CaCOj;, Ca(OH),, and CaO can beillustrated with Fig. 3.2,
which is a predominance diagram in analogy to Section 2.8.3. For this calculation,
a constant absolute humidity of 1% was assumed for the gas phase, which is a typi-
cal value for air under ambient conditions. We can see that at low T and high p(CO,),
CaCO; is stable either as calcite or aragonite. Depending on p(CO,), the decomposi-
tion to CaO takes place at several hundred degrees centigrade. Only for low T and
at relatively low p(CO,), Ca(OH), is stable. (Indeed, the chemical reaction Ca(OH), +
CO, — CaCO; + H,07 is the “setting” reaction, where slated lime solidifies by carbon-
ation under the release of water.)

Commercial CaCO5 chemical is usually produced under aqueous conditions by
precipitation with CO, or alkali carbonates, and the wet material has to be washed
and dried subsequently. The question is under which conditions this drying process is
performed. If large batches of the wet product are handled, then the water steam can
drive out atmospheric CO, significantly below its natural value, which is the upper
limit of the gray region in Fig. 3.2. Then the phase boundary to the CaO phase field is
easily trespassed already at 350...400 °C. Once CaO is formed, it can be converted to
Ca(OH), by ambient humidity after cooling.

Bertram and Klimm (2004) report on the STA analysis of some other carbonates
where the procedure described above had to be modified. The reason was that the de-
composition temperature of some carbonates is so high that already the evaporation
of volatile oxides starts. For Li,CO;, some Al,0; was added to reach decomposition
before the evaporation of Li,0 becomes significant. Sulaiman et al. (2016) observed
by DSC of Li,CO5/Al, 05 mixtures exothermal peaks below 400 °C, which could be at-
tributed to the formation of lithium aluminates like LiAlO, and LiAl;Og under the re-
lease of CO,. The measurement of SrCO; was performed by Bertram and Klimm (2004)
in vacuum to shift the calcination equilibrium to the product side (Fig. 2.25).
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Figure 3.2: Calculated stability fields in the system CaO-H,0-CO,—Ar (total pressure 1bar, Ar ex-
cess, p(H,0) = const. = 0.01bar). The ambient atmospheric CO, concentration (415 ppm) corre-
sponds to the upper border of the grey bar.

3.1.2 Annealing loss of oxides

The oxides of different metals are often used for the production of constructive and
functional materials, e. g., as components for ceramics or for the growth of single crys-
tals. Accurate charging requires accurate data for the metal content (the “assay”) of
the corresponding material. This is often not straightforward, because manufacturers
give purity data usually “on metals basis”. In Section 3.1.1, it was already shown that
a commercial CaCO; with nominal 99.99 % purity can contain more than 1% hydrox-
ide without violating its specification.

Sometimes, it is claimed that working with oxides is easier, because they can be
annealed in air prior to the weighing of charges for production processes; these “dried”
oxides are expected to have exactly the expected metal assay. However, this is not
always true, because many oxides have a strong affinity to H,0 and CO,, which are
abundant constituents of ambient air and can lead to unexpected byproducts in the
commercial substances.

Some of the oxides of the rare-earth (RE) elements, which should include here
also scandium (Sc), yttrium (Y), and lanthanum (La), show a surprisingly high affin-
ity to both H,0 and CO,. Also, the RE elements themselves and other RE compounds
such as their salts tend to bind them under humid conditions; this was shown for
LaF; by Moritz et al. (2001). The affinity is extremely strong for La,05, which is demon-
strated in Fig. 3.3, where samples from two suppliers are investigated by simultaneous
DTA/TG measurements. It is useful to compare these measurement to the results with
La,(CO3)5 - nH,0, which were presented in Section 2.4.2.3.
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Figure 3.3: Simultaneous DTA/TG (NETZSCH STA409C, Al, 05 crucibles, 7 = 10 K/min, Ar flow) of two
La,03 batches (green curves: mg = 96.77 mg, blue curves: mg = 55.67 mg), both nominally with at
least 99.99% purity. For the blue TG curves also the 1t derivative DTG is shown.

Both samples in Fig. 3.3 show several TG steps, but the mass losses A m/m are signif-
icantly smaller for the green TG curve. At least the position of the first TG step (peak
in the DTG curve at 370.8 °C) is found for both materials. A second, strong step occurs
for the blue curve near 500 °C, but for the green curve, near 850 °C. Moreover, the blue
curve shows a last step >1200 °C, which is absent for the green curve.

The endothermal DTA peaks in Fig. 3.3, which are especially strong for the blue curve, are obviously
related to endothermal chemical reactions that result in the TG steps, because volatiles are released
from the sample. It is interesting to note that the strongest mass loss rate (DTG peak) appears slightly
before the DTA peak. This is normal, because the signal of the mass loss immediately reaches the
balance. In contrast, the DTA signal reaches the thermocouples with some delay At, because thermal
conduction needs time. From the observed peak temperature difference AT we easily calculate the
time delay with At = AT/T = 0.55min = 33 s, which is a typical value for DTA sample holders.

It is not straightforward to assign the subsequently appearing effects to single chem-
ical reactions, because a manifold of phases exists in the system La—O-H-C: Besides
La,05, La(OH);, and the ordinary carbonate La,(CO;)s, also La,(CO5); - nH,0 (see Sec-
tion 2.4.2.3), LaOOH, La,0,C05, and other compounds were reported in the literature
(see, e.g., Fiiglein and Walter, 2012; Shirsat et al., 2003), and their interactions are
complicated and partially kinetically influenced.

Not only La, 03, but also RE,03, MgO, and many salts tend to adsorb humidity and CO, from the am-

bient atmosphere in not well-defined amounts, which influences the assay value of these materials.

For accurate charging of such chemicals, prior to weighing, it is inevitable either

- to “dry” them (including the drive out of CO,) by heating to an appropriate temperature (this
temperature should be high enough to destroy the unintentional additives, but still so low that
melting, evaporation, or reaction with the container material is avoided) or
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—  to take them as they are, but to account for the additives by a correction factor derived for the
actual batch of this chemical by a TG measurement.

3.1.3 Stoichiometry of oxides

Many chemical elements, and especially the transition metals, form a variety of ox-
ides Me, O, with different metal valence 2y/x. Generally, for lower temperature T and
higher oxygen partial pressure py,, oxides with higher valence are stable, and vice
versa. Ellingham-type predominance diagrams introduced in Section 2.8.3 give an in-
structive impression on stability fields for different Me, O,. Figure C.24 in Appendix
shows this for the system Fe-0,.

According to this diagram, metallic iron (Fe®) can be oxidized to Fe(II)O,
Fe(IL,111);0,, and Fe(IIl),05. Another valance level Fe®" is not found in the diagram
because it is stable only under strongly basic conditions together with other metals as
ferrate(VI) ion, e. g., as BaFeO, (Gump et al., 1954). Iron(II) oxide (wiistite) is labeled
in Fig. C.24 as Fe,_, 0 because it is not only a berthollide (see Fig. 1.28) phase (this is
the case also for magnetite Fe;0,). Rather, for Fe;_, 0, we always find x > 0, which
means that the exact composition FeO is not included in the stability field of this
phase. Ganschow et al. (2016) could obtain Fe;_, O crystals with compositions ranging
from x = 0.017 + 0.005 to x = 0.096 + 0.003 by variations of the growth rate. Like in an
earlier study by Klimm and Ganschow (2005), iron(II) oxalate hydrate Fe(COO), - 2H,0
was used as starting material in an atmosphere of 85 % Ar + 10 % CO, + 5 % CO, which
stabilizes Fe?* over a wide T range.

From Fig. C.24 it is obvious that Fe,05; cannot be molten under atmospheric con-
ditions that are easily accessible. Even under 1bar of pure oxygen (log[po2 /bar] = 0),
it would lose oxygen according

1
3F6203 e ZFE304 + 502, (3.3)

which corresponds to a mass loss of 3.34 %. Depending on p , the resulting Fe;0,, is
expected to melt at ~1500...1600 °C.

Figure 3.4 shows another version for parts of the system Fe—0, in more detail. This
is a conventional presentation in the x — T coordinates. Additionally, gray lines and
labels show py, at equilibrium in Pascal units (1Pa = 10~ bar). The broad homogene-
ity (stability) fields of wiistite and magnetite are obvious. The “slag” phase at high T
is identical to “Fe0,(liq)” in Fig. C.24. The highest oxygen isobar p,, = 10° Pa = 1bar
corresponds to the top border in the predominance diagram Fig. C.24.

Figure 3.5 shows simultaneous DTA-TG measurements with Fe,0; powder from dif-
ferent suppliers. All measurements are baseline corrected. The red curves, measured

1 Blaise Pascal (19 June 1623-19 August 1662).
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Figure 3.4: FeO-Fe, 05 phase diagram, redrawn with data from the ACerS-NIST (2014) database,
entry 12340 based on calculations by Degterov et al. (2001). Gray lines and labels are O, isobars
in Pa.
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Figure 3.5: Simultaneous DTA/TG of Fe,03 samples with mg = 43...48 mg from different batches
with nominal purity >99% or 99.995%. (NETZSCH STA409 “F3”, Al,05 crucibles, 7 = 10 K/min, gas
flow 50 ml Ar or O,, respectively).

with a material of nominal purity >99 % in argon with 99.999 % purity, show the ex-
pected behavior: The mass remains almost constant until ca. 1200 °C. The following
TG step of —3.37 % is fairly good on the level expected from reaction (3.3). The blue
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and green TG curves, measured with a nominally much purer Fe,0; material, show a
significant initial mass loss of 0.32 or 0.38 %, up to ca. 400 °C. We should remember
that already in Section 3.1.1 it was written that purity data for inorganic chemicals are
usually given “on metals basis”. Hence nothing is said about contamination by an-
ionic impurities or volatiles. For Fe,03, we can assume that adsorbed water leads to
the partial formation of Fe(III) oxide hydroxide FeOOH. Different modifications of this
substance are known to lose water upon mild heating and convert to Fe,05 (see, e. g.,
Ishikawa et al., 1992; Musi¢ et al., 2004).

Also, the purer Fe,0; sample showed a mass loss at 1200 °C if measured in argon
(blue curve), almost of the same magnitude like the red curve, again accompanied
by an endothermal DTA peak. This marks the reduction of Fe,05 (hematite) to Fe;0,
(magnetite), shown in equation (3.3). If the measurement is performed in oxygen, then
the chemical equilibrium is shifted to the side of the educts, which results in a higher
decomposition temperature (green curve), compared to Ar.

The mass loss during the measurement in O, (2.60 %) is significantly smaller, com-
pared to the measurement of the same material in Ar (3.33 %). This difference can be
explained with the phase diagram in Fig. 3.4, because the homogeneity region of the
magnetite phase extends for the py, = 10° Pa isobar (pure oxygen) much wider to
the O-rich side, compared to the much lower Po, < 1Pa, which can be assumed as
rest impurities in Ar with 99.999 % purity. Besides, the broader homogeneity range of
magnetite at high p,, leads to a less accurately fixed stoichiometry of this phase and
hence to a less flat course of the TG curve after passing the TG step.

The liquidus maximum of Fe;0, in Fig. 3.4 marks its melting temperature T; =
1590 °C, and indeed all three DTA curves showed close to their end at 1600 °C a sharp
endothermal effect, marking the beginning melting process. It is interesting to com-
pare the corresponding TG curves there, which are shown at a larger scale in the insert
of Fig.3.5. The red and blue TG curves (in Ar) show a mass loss accompanying melt-
ing, whereas the green curve (in O,) shows a rising mass. Also, for this observation,
Fig. 3.4 gives an explanation: The pg, = 10° Paisobar in the “slag” phase (with variable
composition Fe0,) is situated right from the congruent melting point of Fe;0, in the
middle of the diagram. Consequently, the melting magnetite must absorb additional
oxygen to reach equilibrium. In contrast, the isotherms for the lower p,, present in Ar
are left from the “magnetite” field. Consequently, Fe;0, melting in Ar will further lose
oxygen, resulting in mass loss.

3.1.4 Hydrolysis of chalcogenides

Many metals have a strong chemical affinity to group 16 elements (chalcogens) and are
forming compounds, which are named oxides (with 0), sulfides (with S), selenides
(with Se), or tellurides (with Te). Oxides and sulfides are the most important con-
stituents of ores as sources of metals. Some of them tend to react under humid con-
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ditions with moisture, often under the formation of hydroxides. In the case of oxides,
this hydrolysis process is often reversible, because a reaction of the kind

MeO + H,0 = Me(OH), (3.4)

tends to proceed backward (to the educts) upon heating. In contrast, the hydrolysis of
sulfides like ZnS

ZnS + 2H,0 — Zn(OH), + H,S 1 (3.5)

is often not reversible; rather, hydrogen sulfide H,S leaves the material and leads to
the typical smell of rotten eggs, which is found for many sulfides. Upon heating, the
hydroxide can be converted to oxide, which corresponds to the back reaction of (3.4).
As a consequence, we must be aware that metal sulfides often may be contaminated by
impurities of the corresponding oxide or hydroxide. In the following, we will explain
why these oxidic contaminations can have a severe impact on the sulfide material.

Figure 3.6 shows a TG measurement of ZnS with simultaneous emanating gas anal-
ysis (EGA) by a quadrupole mass spectrometer (QMS, see Section 2.4.1). The TG curve
shows a continuous mass loss of 2.2 % from the beginning to ca. 600 °C, which contin-
ues weaker up to ca. 1000 °C. An increased signal for m/z = 18 (H,0) proves that the
initial mass loss can be attributed mainly to the release of water that is partially phys-
ically adsorbed and partially bound as Zn(OH),. Strong peaks appear around 600 °C
for m/z = 48 and m/z = 64. Data from NIST (2020) allow us to relate both signals to
sulfur dioxide SO,. For this gas, resulting from fragmentation, S, (m/z = 64) is the
strongest signal, and SO (m/z = 48) is the next signal, which is almost half as strong
as S,.
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Figure 3.6: Simultaneous TG/QMS of commercial ZnS powder in a NETZSCH STA409C (Al, 053 cru-
cibles, T = 10 K/min). QMS signals m/z = 48 (SO, from fractioning of SO,), m/z = 64 (S,, fractioning
of SO,; and isotope 647n), and m/z = 66 (isotope 667n) are shown.
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Sulfur dioxide is the result of a chemical reaction between the main component ZnS
and its oxide contamination,

ZnS +27n0 — 3Zn (1) + SO, T, (3.6)

where the gaseous product SO, is expected to quickly leave the sample. However,
metallic zinc has a high volatility too, because its boiling point is rather low, 2 900 °C.

Consequently, the significant mass loss at the end of the measurement, starting
at ca. 1000 °C, results only partially from the evaporation of the main component ZnS.
Figure 3.7 shows DTA/TG curves (green) for the same material that was used in Fig. 3.6
together with curves for samples with different admixtures of ZnO. It is evident that

the mass loss is drastically increased for samples with high contamination by ZnO.

— ]
700 800 900 1000 1100 T(°C) 1200

Figure 3.7: Simultaneous DTA (full lines) and TG (dashed lines) of the same ZnS powder that was
used in Fig. 3.6 under identical conditions. For two measurements different amounts of ZnO powder
were admixed to the samples.

Not only the evaporation, but also an endothermal DTA peak between 800 and 900 °C
becomes stronger for highly contaminated samples. The nature of this fairly broad
peak is not completely clear, but its relation to the ZnO content is evident. Possibly,
it marks the chemical reaction (3.6), where the energetic balance is not so straightfor-
ward: If the product Zn remains (as molten metal) in the sample, then the reaction
would be exothermal. If the metal evaporates, then the enthalpy of evaporation can
shift the energetic balance to the endothermal side.

Figure 3.8 shows an equilibrium calculation of an ZnS excess (0.8 mol) with ZnO
(0.2mol) in 1 mol argon. In nature and under ambient conditions, ZnS occurs in both
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Figure 3.8: Equilibrium of 0.8 mol ZnS + 0.2 mol ZnO during heating in an Ar atmosphere of p = 1bar.
Calculated with FactSage 8.0 (2020). The ZnO curve starts to drop at 850...900 °C. The enthalpy
balance 0H/aT (exo up) is shown without scaling by the gray curve.

modifications, sphalerite (= “zinchlende”) and wurtzite,? and in this calculation a
transition from wurtzite (at low T) to sphalerite is shown at the equilibrium tem-
perature T; =~ 1020 °C. However, it is known that the transition occurs (depending
on grain size and mechanical conditions) not always under equilibrium conditions.
Besides, a partial solubility of oxygen in ZnS and the formation of other phases like
ZnS0s, ZnSO,, and Zn;0(SO,), cannot be ruled out (Skinner and Barton, 1960; Lakin
et al., 1980; Schultze et al., 1995). These phases were partially discussed above in
Section 2.7.3.

The gray curve in Fig. 3.8 is the calculated energetic balance 0H /9T of the equilib-
rium calculations, which is proportional to the expected DTA signal. The sharp peak
resulting from the sphalerite/wurtzite transition can be misleading, because the cal-
culation assumes thermodynamic equilibrium. However, this condition may be not
fulfilled if both ZnS modifications coexist. The enthalpy change is smaller, because
then only a part of such metastable sample transforms. The second endothermal ef-
fect is connected with the emanation of oxygen (as SO,) and Zn from the contaminated
ZnS sample and is also observed in the experiments (in Fig. 3.7, especially, for the sam-
ple with the strongest contamination by ZnO).

Already Hedvall (1938)° pointed out that the chemical reactivity of solids is often
enhanced in the vicinity of phase transitions. Schultze et al. (1995) observed a higher

2 Charles Adolphe Wurtz, also Karl Adolph Wurtz (26 November 1817-12 May 1884).
3 Johan Arvid Hedvall (18 January 1888-24 December 1974).
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reactivity of sphalerite type ZnS with oxygen, in comparison to wurtzite, and claimed
that the Hedvall effect might be responsible for this difference.

Taking into account the uncertainties when the sphalerite/wurtzite transition
really takes place and often the parallel existence of both ZnS modifications (Skinner
and Barton, 1960), the onset of reaction (3.6) seems to be related to the transition
between both modifications. This reaction can affect the anion/cation balance of the
solid, because the sulfide anion S*~ and the oxide anion 0> combine to the very
volatile species SO,, leaving behind (at least in the first step, before Zn evaporates
too) the pure metal Zn.

3.1.5 Purification of fluorides

CaF, single crystals are often used as optical components such as lenses, because the
material is transparent down below A = 140 nm and dispersion on/oA is small (n — re-
fractive index). However, these beneficial properties are severely degraded by oxygen
impurities. Adding “scavengers” (typically, PbF,, Yonezawa et al., 2003; sometimes,
ZnF,, Ko et al., 2001) to the CaF, melt can significantly reduce oxygen concentration
because the reaction

CaO + MeF, — CaF, + MeO 1 (3.7)

removes it. (PbO and ZnO have high volatility, especially, as the growth process is often
performed under reduced pressure and under reducing conditions.) Figure 3.9 shows
results from a simultaneous DTA/TG/QMS measurement with CaF,+ZnF, in graphite
crucibles. CaF, melts near 1420 °C, but for clarity, here neither the DTA nor the TG sig-
nal are shown. A significant mass loss due to ZnF,/Zn0/Zn evaporation started around
1400 °C, close to the melting point. Natural zinc is a mixture of five stable isotopes, and
the most abundant are *Zn (48.6 %), °°Zn (27.9 %), and ®3Zn (18.8 %). These signals
were registered by the QMS, obviously, in the charge state +1. Parallel to the Zn signals,
also O (or CH,; both have m = 16) show weak peaks. However, the major portion of
the oxygen reacts with carbon from the graphite crucible or from the vitreous carbon
skimmer and is found as CO" (m/z = 28). We can conclude that ZnF, is an efficient
scavenger for the removal of oxygen from CaF,, but some overheating of the melt be-
yond the melting point is required to completely remove the scavenger.

CaF, crystals are usually grown in a Bridgman process inside graphite crucibles,
as described, e. g., by Molchanov et al. (2005). The presence of graphite results in
strongly reductive conditions, and from Fig. C.32 under these conditions, we read at
the red curve (CO, in equilibrium with C) Po, = 1071 bar. These conditions are similar
to the interior of the DTA/TG/QMS apparatus that was used in Fig. 3.9 (vitreous carbon
protective tube).

If the purification of CaF, melts according to equation (3.7) with ZnF, is successful,
then ZnO is expected to leave the melt quantitatively by evaporation (Fig. C.32), but the
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Figure 3.9: Simultaneous DTA/TG/QMS of 67.07 mg CaF, with 3.83 mg ZnF, additive as scavenger
(NETZSCH STA 409 with graphite furnace, vitreous carbon protective tube with skimmer and BALZ-
ERS QMS, Klimm, 2010a). For clarity, only mass spectrometer signals for five m/z ratios are shown.

abundant carbon environment reduces it according to
Zn0 (gas) + C — Zn (gas) + CO (gas) (3.8)

under the formation of carbon monoxide. Indeed, besides the simultaneous signals of
the three most abundant Zn isotopes, the signal m/z = 28 also shows a strong simul-
taneous 3-peak pattern. The area under the CO peaks can be evaluated and is different
for different CaF, batches. It turns out that this area quantitatively correlates with the
optical quality of crystals that were grown from the corresponding batch: a higher
concentration of oxide impurities in the material results in larger QMS peaks for CO
and in worse optical quality of grown crystals. (The smaller QMS signal for m/z = 16,
shown as ared curve in Fig. 3.9, is probably due to oxygen atoms resulting from partial
fragmentation of CO in the QMS, NIST, 2020.)

3.2 Measurement of thermodynamic properties

3.2.1 Melting points

If a crystalline phase is heated, then it will typically transform to the liquid phase
at some temperature T¢, which is called the melting point and denotes the fusion or
melting temperature. Melting is a first-order phase transition and hence accompanied
by the exchange of a certain latent “heat of fusion” AH;. The following exceptions may
occur:
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1. The substance can undergo chemical decomposition. This is the case for many
organics where the decomposition process is often irreversible. Also, peritectic
melting (see Section 1.5.2.2) is a kind of decomposition but is principally reversible
and appears at a well-defined temperature Tpg,.

2. If the triple point where solid, liquid, and gaseous phases are in equilibrium is
at some low py; < py = 1bar (p, — ambient pressure). Then the solid evaporates
directly, without forming a liquid. Examples are arsenic (p,; = 36.3 bar, Gokcen,
1989) and CO, (py; = 5.185 bar, NIST, 2020).

3. Some solid phases @ can become instable at some transition temperature T; with-
out melting; rather, another solid phase @' is formed, accompanied by the latent
“heat of transition” AH,. Three predominance diagrams in Fig. 2.51 demonstrate
that for the metal manganese, even four solid phases appear subsequently before
Mn(s4) melts: Mn = Mn(s2) = Mn(s3) = Mn(s4) = Mn(liq).

The exotic phenomenon of “inverse melting” where a disordered (amorphous or liquid) phase converts
into a crystalline phase on raising the temperature will be disregarded in this book. It was seen by
Rastogi et al. (1993) in a polymeric system and is also known for a few other substances like >He below
T = 0.3Karound p = 30 bar. Already Tammann (1903) speculated that inverse melting can occur if the
entropy of the crystal is higher than the entropy of the liquid phase.

For DTA and DSC, it is not important if the sample melts or if it undergoes another
first-order phase transition. In both cases the latent heat results in an endothermal
deviation of the DTA/DSC curve, which lasts until the corresponding transition of the
sample is finished. Subsequently, the curve returns nearly exponentially back to the
baseline, as described in Section 2.5.3.

The temperature where the first transition (between solid phases, or melting) oc-
curs can be obtained from heating curves with the “extrapolated onset” construction.
In Sections 2.6.3 and 2.6.4, it was shown that onset temperatures give a fairly objec-
tive and reproducible value for T;. The determination of extrapolated onsets can be
difficult if a second transition appears soon after the first one. The upper curve in
Fig. 3.10 demonstrates this for BaCl,. (The hydrate water has left the sample already
at much lower temperatures in the first heating run and is not shown there.) The first
peak relates to the low-T/high-T phase transition (see Hull et al., 2011), and its on-
set can be well determined. However, the second peak due to melting follows soon.
Consequently, no flat baseline appears between both effects, which makes the onset
construction somewhat vague. The lower (blue) curve in Fig. 3.10 was measured im-
mediately after the red curve with a significantly lower heating rate T = 2K/min. As
shown in Section 2.6.4, then DTA peaks become much smaller, which sufficiently sep-
arates both peaks. Now the determination of the extrapolated onset is possible also
for the melting peak.

It should be noted that also the heating run with 2 K/min was performed with the
same T correction file that was used for the 10 K/min heating, and this calibration
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Figure 3.10: Second and third DTA heating curves of 31.02 mg BaCl, - 2H,0 (corresponds to 26.44 mg
anhydrous BaCl,) with a NETZSCH STA 449“F3” in Al,05 crucibles and with flowing Ar atmosphere.
The second heating was performed with 10 K/min, and the third heating with 2 K/min. Compare also
with Fig. 2.24.

was performed with the typical DTA rate of 10 K/min, as described in Section 2.5.1.
This could be the origin of differences between the onset temperatures from both mea-
surements. Identical or at least similar rates in calibration and sample measurements
are generally better. Already Fig. 2.24 showed that also other changes of the technical
conditions, like crucibles or atmosphere, can lead to a better separation of proximate
effects.

The extrapolated onset temperature is found at the intersection of a linear baseline prolongation,
starting at the low T side of the peak with a tangent to the first inflection point of the peak (before
it reaches its maximum). The onset temperature often depends only weakly on experimental parame-
ters like heating rate, sample mass, or even crucible material.

Solid phases with congruent melting behavior (see Section 1.5.2.1) have a sharp melt-
ing point, and the width of the melting peak is only a result of device parameters, like
described in Section 2.5.3. This is the reason why solidus and liquidus lines in mixed
crystal systems meet at the end members at the melting point Ty = Ty, = Tjq. For
intermediate compositions of most phase diagrams (except at eutectic or azeotrope
points), the melting process starts at T, and terminates at Ty;q > Tsq)-

The thermodynamic simulation of the whole melting process in a manner de-
scribed in Section 2.8.2.1, and the optimization of the thermodynamic parameters to
meet the experimental results is one way to obtain reliable Tj;,. However, this proce-
dure is elaborate, and not always reliable data are available.

Another, often sufficient way is to measure first the melting peak widths AT, ;, of
the pure end members, which are often identical or at least only slightly different. We
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can take these AT, as a reasonable approximation for the broadening of every melt-
ing peak by the thermoanalytic device. Ty e(X) = Tso1(x) and AT;qi, (X) are measured
for all intermediate compositions x, too. Then

Tiiq(¥) = Tso1(0) + Tyyiaen(0) — ATy (3.9)

can be an approximation for the liquidus temperature.

Nevertheless, the accurate determination of the liquidus temperature from DTA
measurements is usually more challenging and less accurate than the determination
of the solidus: If a solid is heated, then it is usually guaranteed that the melting process
starts at Ty, which is found from the extrapolated onset. In contrast, Tj;q is almost
there where the melting peak “fades out”, and the DTA curve returns to the baseline.
We can think that Tj;; can be found from the onset of the crystallization peak in cooling
curves. Figure 2.21, as an example, shows that this assumption is not true: During
cooling, crystallization is often delayed and appears very often significantly below Tt
(for congruently melting substances, like the chemical element gold in Fig. 2.21) or
below Ty, for crystallization from mixtures.

Davenport and Bain (1970)*° introduced time-temperature-transformation (TTT)
diagrams where an isothermal annealing temperature is plotted versus the logarithm
of the time, which is required to perform a fixed degree of transition. In this original
publication, equilibria between y-Fe (austenite) and a-Fe (ferrite, not to be mixed up
with iron oxide-based compounds) + Fe;C (cementite) were described.

Meanwhile, TTT diagrams are used for the quantitative description of crystalliza-
tion kinetics in many systems, including “metallic glasses” discovered by Klement jun
etal. (1960).° Loffler et al. (2000)” performed isothermal DTA studies with a glass form-
ing Pd—Cu-Ni-P alloy by heating samples 350 K above Ty, = 823 K and by subsequent
quick cooling with -25 K/s = —1500 K/min to a selected temperature T. At that temper-
ature the samples were held isothermally until crystallization was detected by a tem-
perature rise owing to the release of heat of fusion. In a second series of experiments,
DTA cooling runs were performed with T = -1.35... - 0.20K/s = —-812... — 12K/min,
and in these experiments, no crystallization was observed for rates > 0.35K/s. For
lower rates, crystallization was observed between 690K (T = —-0.20K/s) and 670K
(T = -030K/s).

Figure 3.11 shows a TTT diagram obtained by Kriiger and Deubener (2016) from
DSC measurements of a single lithium disilicate (Li,Si,05) sample in several hundred

4 Edmund Sharington Davenport (born 1897).

5 Edgar Collins Bain (14 September 1891-27 November 1971).

6 William Klement (PhD thesis CalTec, Pasadena 1962, in the P. E. Duwez Lab.)
7 Jorg F. Loffler (born 1969).
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Figure 3.11: TTT diagram of lithium disilicate for a crystallized fraction of & = 107° (black solid
line), including homogeneous crystallization in the volume (blue dashed-dotted line, HOM) and
heterogeneous crystallization at the surface (red dashed-dotted line, HET). The critical cooling rate
isSR, = 73 K s7! (green dotted line). T = Tf = 1306 K is the melting point. Graph copied from Kriiger
and Deubener (2016) under the Creative Commons Attribution License (CC BY).

undercooling runs. If the material is cooled from T} at a constant rate, then the func-
tion T(1g[¢]) follows a path similar to the green dotted line; for higher cooling rates, the
function is steeper, and for lower cooling rates, it is flatter. Crystallization occurs only
inside the “double-nose” (almost c-shaped) area, and this area is trespassed only for
cooling rates below the “critical rate” R, = T, ~ 73Ks’. The “double-nose” shape re-
sults from the competition of heterogeneous crystal seed formation HET at the surface
of the DSC crucibles (which were made of Pt-Rh alloy) and homogeneous crystal seed
formation HOM in the volume of the melt. Of course, we have to expect a significant
impact of the crucibles used on the HET curve. Schawe and Loffler (2019)8 revealed
different branches in TTT diagrams for nucleation and growth in Au-based metallic
glasses. Therefore they have used “fast differential scanning calorimetry” (FDSC) with
cooling rates up to a value of —40,000 K s™! with a Mettler-Toledo Flash DSC 2+.

The crystallization behavior shown in Fig. 3.11 is typical also for other crystallization processes. The
crystallization willusually be observed at lower T < T,,, because the upper branch of the crystallization
curve approaches T, only asymptotically, a phenomenon called supercooling.

It turns out that the reliable determination of the liquidus temperature solely from
one DTA/DSC measurement is often not possible, especially for samples exhibiting
a strong tendency to supercooling and glass formation (e. g., silicates, phosphates,
borates). From Fig. 3.11 we see that the supercooling tends to become smaller for lower

8 Jiirgen E. K. Schawe (born 1959).
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cooling rates. This was exploited by Ferreira et al. (2010) for DSC measurements, e. g.,
in the system Li,0-B,0;. These authors extrapolated the end points of DSC melting
peaks obtained with different heating rates T =~ 5...20K/min to T = 0, which gave
consistent values for Ty,.

Repeated heating/cooling cycles between a fixed lower temperature T, < Ty,
and an upper temperature T’, which is increased stepwise by small increments AT,
like indicated in Fig. 3.12, can be an alternative way to reveal Tj;,. The idea behind is
that supercooling usually is significantly suppressed or even eliminated if seeds of
the crystallizing phase are present. However, this is the case in the two-phase field
between T, and Tj;,. For the temperature program shown in Fig. 3.12, the analysis
should be performed for the cooling segments, which present an exothermal crystal-
lization peak if they start from some T’ > T. The area A of this crystallization peak
increases with increasing T’ until T’ trespasses Tiig-

temperature

=3

Figure 3.12: Schematic temperature program for the determination of liquidus temperatures with
T(t) cycles between T, and a stepwise increased T/ = T, + nAT*"*P, n = 1,2,3,....

Figure 3.13 analyzes cooling curves obtained from a zinc sample. Of course, for this
congruently melting material, we have T, = Tj;q = T¢ = 419 °C. The upper two cooling
curves, starting from T' = 412 or 413 °C, respectively, show no sign of a crystallization
peak. For the last three curves, which start from T' = 417, 418, or 419 °C, the crystal-
lization peak is fully developed and has the same peak area. This peak area A can be
defined with a baseline starting from the left side, because this gives a well-defined
end, also on the right side of the peak.

The insert in Fig. 3.13 shows as dots the measured peak areas as functions of the
(upper) starting temperature T'. It turns out that Verhulst’s’ logistic function

ATY=—-% (3.10)

1+ exp[——T 7bT’“‘°‘]

9 Pierre Francois Verhulst (28 October 1804-15 February 1849).
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Figure 3.13: DTA cooling curves obtained from 18.77 mg Zn in Al,03 crucibles, measured with a NET-
ZSCH STA 449 “F3” in flowing Ar, T' increased stepwise by ATS'®P = 1K, T = —1K/min. The peak area
A as a function of the temperature T’ where cooling starts is shown in the insert, together with the
transient width AT a,6-

can well fit the rise A(T'). The curve starts from 0, reaches a/2 at the midpoint Tr'nid,
and goes to its maximum a. The width AT,,,,s of the transient region scales with el.
A finite width AT, = 1.5K is found for the example in Fig. 3.13, because the thermal
resolution of the device is limited.

The cycling method described here gives fairly reliable data only on the width of the melting range,
Tiiq = Tsol- However, as shown in Fig. 3.13, the temperatures themselves are often not well reproduced.
These differences result mainly from two circumstances: (1) Thermal calibration of the device is per-
formed with heating runs, but here cooling runs are analyzed. (2) The calibration is usually performed

with a standard heating rate of, e. g., 10 K/min, but due to the typically small AT**P, the rates of the
analyzed cooling segments are much smaller.

Figures 3.14 and 3.15 are examples from the binary system CsCl-KCl, which shows,
according to Sangster and Pelton (1987), unlimited mutual solid miscibility with an
azeotrope point x,,,(KCl) = 0.36, T,,. = 815 °C. The composition measured in Fig. 3.14,
x(KCl) = 0.4039, is not far from x,,,. It shows a transient width AT, ;s = 5.0 K. (AT ;ans
tends to become larger for higher cooling rates.) A repetition of the Zn measurement
from Fig. 3.13 with T = 2K/min and AT***P = 2K resulted for this material in ATy, =
2.9 K. Comparing both values, we can conclude that the difference between liquidus
and solidus for the sample in Fig. 3.14 can be estimated to a very small value 5.0K -
29K = 2K.

If the sample does not evaporate or is otherwise altered, then during the ex-
tended temperature programs necessary for the cycling measurements, the method
can be used also at high temperatures, where the accuracy and temperature resolu-
tion of thermoanalytic devices generally become worse. An example was given by
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Figure 3.14: DTA cooling curves obtained from a mixture of 83.64 mg CsCl + 25.10 mg KCl (mg =
108.74 mg, x(KCl) = 0.4039), AT'®P = 2K, T = —2K/min.
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Figure 3.15: DTA cooling curves obtained from 49.76 mg CsCl + 41.26 mg KCl (m; = 91.02mg,
x(KCl) = 0.6518), AT*'*P = 2K, T = —2K/min. The asterisks mark crystallization peak onsets Ty
for some curves, and the corresponding labels stand for 7" — Teryst- Thick lines show preliminary
heating/cooling curves performed with a standard rate of +10 K/min.

Szysiak et al. (2011) for the pseudo-binary system NdA10;-YAIO; with Ty, ~ 1880...
2100 °C. Both components show large but limited mutual solubility (= 30 %) in the
solid phase, and all compositions Y;_,Nd, AlO; with O < x < 0.35 have narrow melt-
ing peaks with onsets in the range 1880...1900 °C. Szysiak et al. (2011) performed
thermal cycling with samples in this concentration range and found the narrowest
ATans = 4K for a sample x = 0.20, which was interpreted as an azeotrope point on
the YAIO; side of the system.

For very broad crystallization peaks with large difference Tj;q — Ty, it is some-
times difficult to determine a reliable baseline, and measurements of the peak area A
are vague. Nevertheless, then also thermal cycling can be helpful. Figure 3.15 shows
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another example from the CsCl-KCl system with KCl concentration higher than that
used in Fig. 3.14. From Sangster and Pelton (1987) we read for this composition Ty, =
628 °C and Ty;, = 667 °C (difference 39 K). Figure 3.15 shows cooling curves with T =
—2K/min, starting from T' = 600 °Cup to T’ = 678 °C with step AT**P = 2K. Addition-
ally, a heating and a cooling curve of the same sample measured with T = +10 K/min
are presented.

The direct comparison makes obvious that crystallization peaks for T = -2 K/min
start to occur for upper temperatures T’ almost there, where the blue heating curve
(for T = +10K/min) has its extrapolated onset. However, in the green cooling curve
measured with T = —10 K/min, the crystallization peaks starts too late: In the uppet-
most cooling curves from the cycling measurements crystallization starts earlier, with
a maximum value 666.9 °C for the red curve that began at T' = 674 °C. A remarkable
crystallization peak area appears first for the olive cooling curve starting at T’ = 606 °C
(4th curve from the bottom), and the difference Tiiq — Tso1 = (666.9 —606) °C=~ 61K can
be estimated at this composition. This are ca. 20 K more than estimated from the pub-
lication by Sangster and Pelton (1987).

3.2.2 Specific heat capacity ¢,

As already introduced in Section 2.3.2.2, a ¢,(T) measurement by DSC relies basically
in the comparison of three subsequent DSC curves, which are measured under identi-
cal conditions and with identical crucibles:

1. The baseline is measured with two empty (reference and sample) crucibles.

2. The standard measurement where a reference sample of known cp(T) resides in-
side the sample crucible. Often, crystalline a-Al,05 (“sapphire”) is used as refer-
ence if (small) bulk samples have to be measured. For powdered samples, Al,05
powder as standard is often better.

3. Thesample measurement where the sample under investigation replaces the stan-
dard.

Different modifications of such measurements were developed, which can be used if
appropriated thermal analyzers are available and if the sample type makes this useful.
T-step method. Mraw and Naas (1979) compared in their study of the mineral pyrite
(FeS,) the “scanning method” with continuous heating for ¢p(T) measurements
mentioned above, with an alternative they named “enthalpy method”. In this pro-
cedure, which is now often described as “step heating” or simply step method, T is
raised stepwise between isothermal segments, as depicted in Fig. 3.16. It turns out
that the area of the DSC signal over the dashed interpolated baseline, in the tran-
sient between subsequent isothermal segments T;,;; and Ty, is proportional to
the enthalpy increment AH;,,., = Hgpa) — Hipit.- AHjper. Can be quantified by com-
parison with a standard sample, such as sapphire. Then ¢, = AHj,., /AT (AT =
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Figure 3.16: Schematic heat flow (= DSC signal) versus time during the step method where T is
raised from an initial isothermal segment to a final isothermal. The shaded area is proportional to
the enthalpy increment between both equilibrium states. Drawing adopted from Mraw and Naas
(1979).

Tanal — Tinit) is the average specific heat capacity in the interval. Claudy et al.
(1988) investigated glass transitions in T-step mode and separated their thermo-
dynamic and kinetic features. Recently, Silva et al. (2021) measured the functions
cp(T) of Fe-Nb intermetallic compounds with a Setaram Tian—Calvet calorimeter
(see Section 2.3.1). They used large samples of approximately 1g and temperature
steps AT = 35K. The heating rate between steps was 3 K/min, and the isothermal

holding time at each step was 90 min.

Temperature-modulated DSC (TM-DSC). Here T fluctuates for several minutes
with an amplitude of typically a few 0.1 K around some mean temperature T;, T, . . .
(Fig. 3.17). Correspondingly, the DSC signal fluctuates with the same frequency.
Like in the T-step method, the strength of the DSC signal depends on the heat

capacity of the sample. A reference sample with known ¢, (T) (e. 8., sapphire) is
measured separately, and by comparison ¢, (T) for the sample under investiga-
tion is obtained. In contrast to the T-step method, where an average q overan T
range is measured, TM-DSC gives one accurate c, value for each temperature step
T; where fluctuations are performed.

Fast Differential Scanning Calorimetry (FDSC). “Flash DSC” devices from dif-
ferent manufacturers allow the performance of DSC measurements with ex-
tremely high heating rates, from < 10K/min over several 1,000 K/min up to
3,000,000 K/min. Such rates are possible only with very small sample masses
in the order from pg down to nanograms, which allows time constants < 1ms
(Mettler Toledo, 2021). The sample is placed for such measurements directly on a
chip that bears resistance heater elements with sets of thermocouples surround-
ing the sample. FDSC allows the investigation of fast kinetic processes (see, e. g.,

Grassia et al., 2018). Quick et al. (2019) discuss the application of FDSC for c,
measurements.
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1 1 1 time (min)

Figure 3.17: For ¢, measurements by TM-DSC, T is raised stepwise by ATS®P from T, to Ty, T, ... At

every step, T fluctuates (almost) harmonically by an amplitude of typically several 0.1K.

3.2.3 Athermodynamic dataset

Lanthanum indate LaInO; is a substance that crystallizes in an orthorhombically dis-
torted perovskite structure. The structural and chemical properties make this material
a potentially interesting substrate for the epitaxial deposition of BaSnOj; layers, which
possess very high electron mobility and electrical conductivity (Prakash et al., 2017).
Galazka et al. (2021) demonstrated that the growth of LalnO; single crystal in substrate
dimensions is possible.

Almost no thermodynamic data for LalnO; are available from the literature; just
the melting temperature T; = (1880 + 15) °C was measured pyrometrically during crys-
tal growth from the melt by Galazka et al. (2021). This section describes a basic ther-
modynamic characterization of the substance by thermal analysis.

As a first point, we have to accept that, unfortunately, DTA up to the melting point
— and this way the more accurate measurement of T; and, moreover, AH; — is techni-
cally not possible so far: The predominance diagram Fig. C.37 shows that In,0; and
hence also LalnO; are stable as condensed phases only in atmospheres containing
> 1% 0,. To reduce evaporation, Galazka et al. (2021) used an atmosphere containing
9...14 % 0, with iridium crucibles as melt containers. Unfortunately, this is not possi-
ble for DTA, because all commercial devices have carbon and/or tungsten in the hot
zone.

As a first step, the high-temperature specific heat capacity was measured by DSC.
This was done as described in Section 2.3.2.2, by comparison of heating curves (each
4 runs with 20 K/min from 40 °C to 1000 °C in lidded Pt crucibles) of a-Al,0; powder
as standard with a ground part of single crystalline LaInOs. Typically, the first heat-
ing curves deviated remarkably from the second to fourth heating. The data points in
Fig. 3.18 show the average of runs 2, 3, and 4. Some points in the beginning deviate
from smooth behavior because some transition time was required to settle on a con-
stant heating rate. Also, above 1100 K, experimental points deviate from the expected
smoothly rising trend. Only the black points were fitted to a polynomial of the kind
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Figure 3.18: ¢,(T) measurement of a powdered LalnO; crystal sample with Al,05 powder as stan-
dard; see Section 2.3.2.2 (DIN 51007 /ASTM E1269/IS0O 11357). Only the black data points were fitted
by a polynomial ¢, = a + bT + d/T? with a = 136.8228, b = 5.8324 x 10>, d = ~1.847436 x 10° (in
J/(molK)).

(2.6), just the term ¢ - T? was not needed in this case to satisfactorily describe the ex-
perimental data.
The formation enthalpy AH; from the component oxides

AH;
%La203 + %111203 — LaInOs (3.11)

was obtained from the DTA measurements in Fig.3.19. However, the preparation of
a useful sample is not straightforward in this case. Only In,0; can be easily charged
by weighing the substance on a laboratory balance. La,05, in contrast, is hygroscopic
(see Fig. 2.7), which makes accurate weighing of small quantities in the laboratory al-
most impossible.

To circumvent this problem, the sample powder for the measurements in Fig. 3.19
was prepared with a small excess of La,03, and scaling of the DTA signal is given there
in milliwatt, rather than the typical W/g (or mW/mg, like used by some manufactur-
ers). Under such conditions, we can assume that the In,0; component reacts com-
pletely, and from the known mass share of In,05 and the corresponding my it is pos-
sible to calculate AHf1628 at the reaction temperature. (T;Sflfmi“ =1355.1°C = 1628.25K
was used as the reaction temperature.) The exothermal reaction peaks in Fig. 3.19 are
rather small and can be determined only at sufficiently high rates T > 20 K/min.
The shift to higher T for higher T is typical for thermally activated kinetic processes;
see Section 2.7.
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Figure 3.19: DTA heating runs of La,03/In,05 powder mixtures with La,03 excess. The sample

masses were: for 10 K/min: 85.84 mg; for 20 K/min: 73.29 mg; for 40 K/min: 93.45 mg. (NETZSCH
STA 449 “F3”, DTA/TG sample holder, Ar/0, flow, Pt crucibles).

It is usual to give formation data for standard conditions and from the chemical ele-
ments; in this case,

3 . AH
La+In +§O2 — LaInO;. (3.12)

Fortunately, AH; for La,0; and In,0; are found in the FactSage 8.0 (2020)
databases. Thus the Born—-Haber cycle as in Fig.3.20 can be constructed. The left
enthalpy data for the heating of the component oxides from standard condition to
T;g;i/mi“ result from a simple and reliable FactSage calculation. The exothermal re-
action enthalpy 192.73 J/mol was calculated from the peak area of the blue curve in
Fig.3.19. The right enthalpy is released upon cooling LalnO; back to standard con-
ditions and can be calculated by equation (1.19) from the experimental cp(T) data.
For the simple polynomial expression given in the caption of Fig. 3.18, the integral
is easily calculated by hand. More complicated expressions can be calculated, e. g.,
using WolframAlpha (2021). The formation enthalpy of LaInO; from the component
oxides is the difference from these three values, and hence AH; ~ —13.9 k]/mol.

A Born—-Haber cycle as shown in Fig.3.20 will give AH; from the components that were used in the
measurement, which here are the component oxides. If AH; from the chemical elements is requested,
then the standard heats of formation of these component compounds from the elements have to be
added. They are typically negative and correspond to the H values given, e. g., in Table 1.3. NIST (2020)
is a valuable resource for such data.

A thorough thermodynamic characterization of a phase would require additional data
forits entropy. If ¢, can be measured down tolow T > 0K, then Sis easily calculated by
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AH, =7 A
R 20815

endo 170,688.2J
exo 184,398 ]

exo 192.73J] R
3 Laz05 + 3 In20g | ————— 1162825 K

Figure 3.20: Born—Haber cycle for the formation enthalpy of LalnO5 from the component oxides:
AH; = 170,688.2)/mol — 192.7 J/mol — 184,398 J/mol ~ -13.9 k]/mol.

equation (1.24). Except for a very few “frustrated systems” (e. g., “spin ice”, Ramirez
et al., 1999), cp(T) = cy(T) vanishes as T — 0 quickly with T 3, Consequently, the
contributions to S at the lowest T are usually small and can be reasonably estimated.
Different authors described ¢, measurements at low-T by adiabatic calorimetry, e. g.,
Venero and Westrum (1975)!° and Konings et al. (1998), or more recently with a “Phys-
ical Property Measurement System” (Shevchenko et al., 2017).

If experimental data for the calculation of S are not available, then the values for
a complex compound can be estimated simply as the sum of data from binary com-
pounds. This is the way used, e. g., by FactSage 8.0 (2020) in the “Compound” module
if a new phase is constructed numerically, and often such estimation is not bad. La-
timer (1951)!! published tables with contribution of many simple and complex ions
and shows that the entropy of a complex compound can often be well approximated
by the sum of its constituents. Estimations for high melting carbides were presented by
Worrell (1964)," for oxides by Wu et al. (2017), and for organic compounds by Benson
and Buss (1958)">'™ and Domalski and Hearing (1993).

3.3 Determination of phase diagrams

For the experimental determination of binary phase diagrams without intermediate
compound, it is often sufficient to measure ~ 10 DTA or DSC curves, and usually heat-
ing curves are preferred, because then the observed thermal effects occur with high
accuracy and reproducibility at their equilibrium temperatures. Certainly, we should

10 Edgar Francis Westrum, Jr. (16 March 1919-7 May 2014).

11 Wendell Mitchell Latimer (22 April 1893-6 July 1955).

12 Wayne L. Worrell (25 October 1937-18 February 2012).

13 Sidney William Benson (26 September 1918-30 December 2011).
14 Gerald Hatten Buss (27 January 1933-18 February 2013).
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always inspect cooling curves too, but with some care: Supercooling is a quite com-
mon phenomenon and can lead to crystallization events that occur significantly (often
several 10 K) below their equilibrium temperature.

Heating curves are preferred for the determination of phase diagrams, because then phase transitions
including melting occur usually at their equilibrium temperatures. Often, a heating rate 7 = 10 K/min
is a good compromise for T, < 1500 °C. As outlined in Section 2.6.4, for lower rates, DTA peaks are
narrower, which allows better separation of nearby effects, but unfortunately then the peaks are also
smaller, and weak effects can be overseen. The sensitivity of thermal analyzers drops significantly for
very high T (see Section 2.5.2), and thus higher 7 = 15...20 K/min can be useful.

Often the thermal effect that occurs first in the corresponding heating/cooling pro-
gram can be seen best. For heating, in a phase diagram, this is often the solidus or
a phase transition below it. Vice versa, in cooling curves, usually, the liquidus is the
first effect. Indeed, liquidus temperatures Ty, can be recognized sometimes better in
cooling curves than in heating curves. But as written above, we should consider Tj;q
values from cooling curves as a downward estimate: For sure, the observed value is
not too high, but possibly too low as a result of supercooling. Sometimes, even almost
perpendicular exothermal “jumps” can be observed on cooling curves after some su-
percooling and the following “delayed” crystallization. In such cases the measured
thermal effect is with high probability below Ty, as shown for the crystallization of
gold in Fig. 2.21. On the other side, supercooling leads to temporary nonequilibrium
and may enhance the strength of the first crystallization — and may make it at least
visible, even if it appears below Tj;q.

If the phase diagram must be measured up to the formation of a melt, then an elab-
orate sample preparation is often not necessary. Instead, we can start the measure-
ments with one pure component and perform a DTA measurement up to its melting
point. This is demonstrated in Fig. 3.21 (a) for pure KCl in the top curve. Then for the
determination of the LiCl-KCl system, step by step LiCl was added to the crucible of
the first measurement, and the molar fraction of LiCl was added as a label to all curves.
All these subsequent measurements (and, if possible, also the first one with the pure
component) must contain at least two heating segments, because not before the first
heating above Tj;, the sample is homogenized in the molten state, and useful data are
obtained in the next heating. It may be useful to add even a third heating segment
to check if homogenization was successful; in this case the curves from heating seg-
ments 2 and 3 should be almost identical.

If this way ca. 4...5 measurements are performed, then we can start a second series
in the same way. This is shown in Fig. 3.21 (b) for pure LiCl (top curve) with subsequent
additions of KCl. At least for the pure components, a TG curve should be measured:
Some substances lose mass due to evaporation volatiles like water (crystal water or
just humidity) or carbon dioxide (from the decomposition of carbonates at high T).
Then a reduced mass has to be used for the calculation of the sample composition.
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Figure 3.21: 11 DTA heating curves (7 = 10 K/min, second heating) of x LiCl + (1 — x) KCl samples.
The molar fraction of LiCl is given as parameter. (a) Started with pure KC|, LiCl added subsequently;
(b) started with pure LiCl, KCl added subsequently.

3.3.1 Eutectic system: LiCl-KCl

The two panels in Fig. 3.21 show the measurements that were performed to investigate
the system (1 — x) KCl + x LiCl. Both pure components show just one sharp melting
peak at 7679 °C (KCI) or 599.7 °C (LiCl). Immediately after adding small amounts of the
other component (6 % LiCl in Fig.3.21(a); 11% KCl in Fig. 3.21 (b)), an endothermal
peak appears at an almost constant T, ~ 347 + 2°C. (The average value is given
here, and the maximum deviation holds for the experimental error.) The value for the
x = 0.89 curve should be handled with care, because there the deviation from the
average is significantly larger than for all other samples.

It was explained in Section 1.5.1.3 that in a eutectic system, melting starts at Ty =
const., and continues up to Ty, (x). However, the rate of this melting process is not con-
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stant: From the lever rule (1.33) we can derive that the onset of melting is always strong
at T, especially for compositions close to x,,;. Then the melting rate (per minute or
per Kelvin, which is the same for T = const.) becomes smaller, and grows again as
T — Ty, especially for compositions close to the pure components. This enhanced
melting process can be seen for the samples x = 0.06 and x = 0.24 in Fig. 3.21(a), and
on the other side of the phase diagram for x = 0.89 and (significantly less pronounced)
for x = 0.77 in Fig. 3.21 (b). Sometimes, besides the “eutectic peak” at T, this second
effect is called the “liquidus peak”. This is, however, not really correct. Instead, we
have a continuous melting process that starts strong at T, and prevails up to Ty,
where the whole sample is liquid.

Often, only the determination of T, is straightforward and accurate, because it
is the extrapolated onset of the eutectic peak (see Section 2.6.3). Without performing
a detailed numerical simulation of heat flows inside the thermal analyzer, it is not so
easy to determine Ty, except for the pure components where Ty is just the onset of
the melting peak (curves x = 0 and x = 1in Fig. 3.21). The gray insert in Fig. 3.21 (a) for
x = 0.06 demonstrates two extrema, which can be reasonable estimations for different
systems, and one compromise:

— The “extrapolated offset” is an upward estimate for Tj;. This is the intersection of
the prolongated baseline (coming from high T) with the tangent at the inflection
point of the “liquidus peak” that returns to the baseline.

— The “peak temperature” of this “liquidus peak” is a downward estimate for Ty;,.
Until there the melting process becomes stronger, and what follows is basically
the return of the thermal signal to the baseline, which is significantly determined
by the thermal resistance of the measurement system; see Section 2.5.3.

—  Often, the inflection point itself is a reasonable compromise between the extrema
given before. If such an inflection point can be found be the analysis, then it could
be chosen for Ty,

Nevertheless, it should be taken into account that the determination of liquidus

temperatures by thermal analysis is usually less accurate than the determination of

solidus temperatures. (This holds also for most phase diagrams found in the liter-

ature.) Especially for samples near X, Tjiq is so close to T, that both cannot be

separated. In Fig. 3.21 (b), this is the case for x = 0.59 and x = 0.49. (Indeed, no exper-

imental Ty, points are shown in the phase diagram in Fig. 3.23.) For an approximate

description of a eutectic system, the following questions have to be answered:

1. Whereis T,,;? — There the horizontal eutectic line must be drawn.

2.  Where are the melting points of the component? — From these points at x = 0
and x = 1 the liquidus lines start downward.

3. Where is x,,;? — This is the point where both liquidus curves must meet on the
level of Tey.
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The first questions are easily answered with measurements of the pure components
(question 2) or with the onsets of the eutectic peaks that appear at T, in the measure-
ments of nearly all mixtures (question 1). The answer for question 3 can often be found
with Tammann plots introduced in Section 1.5.1.1. For the current system, such a plot
is shown in Fig. 3.22. The areas A of the eutectic peaks were obtained with an asymp-
totic baseline. This means that the peak area is limited to the top by a line that starts
parallel to the DTA (DSC) curve from both sides of the peak. At intermediate points,
this limiting line is on a position that changes proportionally to the partial area of the
peak that is already passed. Such a construction has two benefits over a straight line
between both ends of the peak:

1. The absolute position of the DTA (DSC) signal is a function of ¢, (T) for the sample
(see Section 2.3.2.2). However, during passing the eutectic peak, a major portion
of the sample changes it aggregation state from solid to liquid, which may signifi-
cantly change c,,. This change from CI(JSOD to cgiq) is smooth and proceeds almost in
the same manner like the consumption of heat of fusion, and hence to the partial
peak area.

2. Moreover, there is a practical aspect: If the limit of the peak area starts asymptot-
ical to the thermal signal, then the position where the area measurements starts
and ends is not so important, because the main contribution to A comes from the
positions where the peak is strong. This is not so for straight limits: There the (of-
ten arbitrary) choice of start and end positions contributes significantly more to A.

A (Jig)

150

100

50 A

KCI 0.2 0.4 0.6 0.8 LiCl

Figure 3.22: Tammann plot (Tammann, 1905) with the eutectic peak areas A from Fig. 3.21. The func-
tions A(x) are linear with maximum at the eutectic composition xg;.

Figure 3.22 shows that the functions A(x) rise linearly from both sides, approaching
a maximum at their intersection at x,, as expected from the lever rule (1.33). The
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value of x,,;; can be easily calculated from the linear fit functions given in the figure.
For an ideal eutectic system, both linear fit functions should pass the level A(x) = 0
for x = 0 and x = 1, respectively. It is unphysical that in Fig. 3.22, we have A > 0 for
x = 1instead, but this discrepancy can be understood from the weak experimental
basis on this side: There the fit function is defined by just two experimental points.
The experimental basis seems better on the KCl side, where the fit could be performed
through six experimental points. Nevertheless, also here the point A = 0, x = 0 is not
met. It is not possible to decide on the basis of the current data if this deviation is also
the result of experimental scatter or if, indeed, a small solubility of LiCl in solid KCl
exists. In this case, it would be natural that we find A(x) — 0 as x — xLEKO jf ¥ LiKCl g
the maximum solubility of LiCl in solid KCl.

If a mutual solubility of the components exists for the solid phases in eutectic systems, then this sol-
ubility has often its maximum near the eutectic temperature. In any case, it must vanish at the melting
pointand must become smaller for low T, because the entropic contribution to the Gibbs energy (1.29)
shrinks.

Figure 3.23 compares the experimental points that were read directly from the DTA
curves in Fig. 3.21 and x,,; that was obtained from the Tammann plot in Fig. 3.22 with
atheoretical phase diagram, which was calculated with assessed thermodynamic data
from commercial databases that come with the FactSage 8.0 (2020) package. It should
be noted that data on a significant solubility of LiCl in solid KCl are not available in
these databases.

o
L FactSage
~ O DTA
700
600
500 -
400 +
O

300 T T T T

KCI 0.2 0.4 0.6 0.8 LiCl

Figure 3.23: With FactSage 8.0 (2020) calculated phase diagram LiCl-KCl (lines) and experimental
points derived from Fig. 3.21. The eutectic composition x,,; = 0.58 obtained from the Tammann plot
in Fig.3.22 is indicated by an arrow.
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However, it should be taken into account that at least a minor mutual solubility of
the components of a eutectic system will always exist. For drawing a phase diagram,
it is just a question of whether minor solubilities can be shown on the scale of the
concentration axis. If a minor solubility can be represented graphically, then this is
sometimes called a “rim solubility”. If the mutual solubility fields are large and in the
order of the two-phase region, then this two-phase region is called a “miscibility gap”,
an example of which will be given in the next section.

3.3.2 Eutectic system with rim solubility: KCl-KI

Thermal analysis of the system KC1-KI was first reported by Le Chatelier (1894), and
the results of a FactSage 8.0 (2020) calculation were shown above in Fig.1.23. The
partially contradictory results in the literature were reviewed by Sangster and Pelton
(1987).

Figure 3.24 shows a reevaluation in two series of DTA measurements. For each se-
ries, first, a pure component (KCl or KI, respectively, ca. 30 mg) was measured in Ar
flow. Subsequently, small amounts (starting with ~1 mg) of the other component were
added, and two heating/cooling runs were performed with this sample. In the first
heating/cooling cycle the sample was molten and homogenized, and the second heat-
ing runs are shown in Fig. 3.24. In Fig. 3.24 (a), we see that starting from pure KCl, the
melting peak drops in temperature and becomes broader down to x = 0.60...0.71. Be-
low x = 0.60, all peaks have an onset near 595.5 °C. Fig. 3.24 (b) shows initially a sim-
ilar behavior for the KI side: The melting peak drops and becomes broader. However,
already at x = 0.08 the same effect with onset at 595...596 °C appears. (We can “guess”
it already for x = 0.04.)

There are only a few thermal effects that can occur in binary systems always at
the same temperature, independent of composition (see Section 1.5.1.1). One of them
is a eutectic (see Section 1.5.1.3). An explanation can be given also with the upper red
phase boundary in Fig.1.23: The shape of the two-phase field “liquid + solid” in a
mixed crystal system is determined by the equilibrium of G and G*°'. If for both
phases, the term G*™* in (1.26) is negligible, then the system is ideal, and the two-phase
field has the typical lens shape (Fig. 1.22). Interaction forces between the species in a
phase are the origin of Gibbs excess contributions G**. In liquids, such interactions are
usually weaker, because atoms or molecules move quite freely. It is not so in solids,
where binding forces try to fix the atoms in their given positions. Principally, such
binding forces can be attractive (and thus reduce G) or repulsive (and increase G), but
in the case of strong attractive interactions, it is rather realistic to assume that true
bonds and a new intermediate compound are formed. Hence repulsive interactions
with G** > 0 are more realistic than the opposite case.
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Figure 3.24: DTA heating curves (7 = 10 K/min) of 13 x KCl + (1 — x) Kl samples, the molar fraction of
KClis given as a parameter. (a) Started with pure KCl, Kl added subsequently; (b) started with pure
Kl, KCl added subsequently. (Note that the T scales are slightly different for both pictures, because
KI melts higher than KCL.)

If an azeotrope occurs in a mixed crystal system, then it can principally be a common maximum or a “
common minimum of liquidus and solidus. However, it is more typical that the solid phase has positive
excess Gibbs energy, which destabilizes this phase. Then the two-phase field is bend downward, and

the azeotrope point is a minimum.

A crossover from a mixed crystal system to a eutectic system with “rim” solubility can
occur if G is very large (positive). Then the miscibility gap phase boundary may be
shifted so high that it achieves the solidus. In Fig. 1.23, this corresponds to the upper
dotted red line. Between the intersections of the solubility gap and the solidus a hor-
izontal tie line can be drawn, which is the eutectic line. Below this line, we have the
phase field “K(CLI)4(I) + K(ClL,I)i(I)”, and above it, we have two-phase fields “lig-
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uid + K(CLI)”. This K(CL1I) is Cl-rich on the right side and I-rich on the left side. We
can conclude that the KCI-KI system is such a eutectic system with broad mutual mis-
cibility, especially on the KCl side, because there the eutectic peak appears not before
x = 0.71. This means for the diagram in Fig. 1.23 that the calculated blue miscibility gap
is surely too low; rather, the upper red dotted curve approaches the truth. (However,
it expresses not satisfactorily the obvious asymmetry of the solubilities.)

The experimental results in Fig. 3.24 are in excellent agreement with the phase
diagram in Fig. 3.25.

Figure 3.25: KCI-KI phase diagram, redrawn with data from the ACerS-NIST (2014) database, en-
try 7804, based on data by Sangster and Pelton (1987).

. It is not always possible to count simply the minima or maxima in DTA or DSC curves and to at-
tribute them to singular phenomena in the phase diagram. For instance, the bottom three curves in
Fig. 3.24 (b) have one peak with onset 595...596 °C and a second “peak” between 650 and 735 °C. This
second “peak” just marks (almost) the end of the melting process, the liquidus Tjq. Nevertheless,
melting continued over the whole T range from T, to Tjjq. Also, for the bottom curves in Fig. 3.24 (a)
with always only one peak, continuous melting occurs between Tg,; and Tjjq; just the determination of
Tiiq is not so straightforward.

3.3.3 System with intermediate compound: LiF-YF;

Thoma et al. (1970) reported that for the heavier rare-earth elements RE = Eu...Lu,
and Y, the systems LiF-REF; contain an intermediate phase LiREF,, which crystal-
lizes in the tetragonal scheelite! structure. The stability of the LiREF, phases becomes

15 Carl Wilhelm Scheele (9 December 1742-21 May 1786).
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larger for heavier RE metals, and for RE = Tm...Lu, the scheelite phases melt congru-
ently. In contrast, for RE = Eu...Er, peritectic decomposition under the release of solid
REF; occurs. Crystals can be grown from the melt, because the compounds undergo
no solid state phase transitions. Isomorphism of all LiREF, allows doping with an-
other RE/, and their thermophysical properties (high optical transmittance, low ther-
mal lensing) make doped LiREF, crystals interesting for laser applications. Ranieri
et al. (1996) demonstrated homogeneous RE dopant concentrations in LiYF,. More re-
cently, Fedorov et al. (2002) mentioned that also for RE = Sm, the intermediate scheel-
ite is formed but undergoes decomposition already below the liquidus into LiF(sol)
and SmF;(sol).

Thermal analysis of fluorides is difficult, especially if the corresponding metal has
a high valence state > 3. The situation is very complicated for the REF;. Such fluorides
tend to undergo hydrolysis already with traces of water, e. g., from the gas flow in the
thermal analyzer under the incorporation of oxygen and the release of HF. With a few
(= 1...6) per cent oxygen, solid solutions of the kind REF;_,,0, are formed. Some of
these berthollide oxide fluorides are eutectoids, and their formation can be confused
with solid state a — -transitions of the REFj; itself. Others melt congruently or peritec-
tically, and their melting can be misinterpreted as the melting of the REF;. For details,
the reader is referred, e. g., to Sobolev et al. (1976).16

Estimate the mass of gaseous water that flows during a 6 hours measurement through a thermal ana-
lyzer if the device is rinsed by Ar (50 ml/min) with 99.999 % purity having a typical humidity of 3 ppmv?
(ppmv = “parts per million in volume”). Which amount of terbium fluoride can be hydrolyzed by this
water to oxyfluoride if the reaction equation TbF3 + H,0 — TbOF + 2HF T is assumed?

Sobolev et al. (1976) gave some experimental results for their DTA measurements: The
REF; compounds were prepared from commercial RE,0; by chemical reaction with
the gaseous decomposition products of teflon, which contain significant amounts of
HF (see Fedorov et al., 2002). Furthermore, for thermal analysis, there was used a non-
commercial setup, with Ni or Mo crucibles, a heater system without ceramic parts (to
reduce the introduction of humidity), and tungsten/rhenium thermocouples, which
were calibrated with the melting points of different fluorides, such as CaF,, SrF,,
BaF,. The sample mass was larger than in typical contemporary devices, in the range
1...2.5g. The large sample mass certainly affects the resolution of nearby DTA peaks,
but it has the advantage that minor water traces have a relatively smaller impact on
the sample.

As another method to overcome hydrolysis related problems, Sobolev et al. (1976)
performed DTA in a static helium atmosphere, which avoids the permanent introduc-
tion of oxygen and/or humidity by a gas flow (see the question above this paragraph).

16 Boris Pavlovich Sobolev (born 26 March 1936).
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Figure 3.26: LiF-YF3 phase diagram, redrawn with data from the ACerS-NIST (2014) database, entry
1477, based on data by Thoma et al. (1961). x = 0 is LiF.

Additionally, remaining impurities were gettered by heated Ti sponge inside the ther-
mal analyzer. The authors reached this way low oxygen contamination levels around
0.04 wt% in the samples.

The LiF-YF; phase diagram shown in Fig. 3.26 is in good agreement with the ex-
perimental results of most authors (cf. Thoma et al., 1961, 1970; Fedorov et al., 2002)
and also with a thermodynamic assessment of the system by Dos Santos et al. (2012).
Figure 3.27 shows a series of DTA curves with compositions spanning the whole sys-
tem from pure LiF (top) to pure YF; (bottom). Already on a first glimpse, we recognize
from top to bottom three types of peaks that appear at almost constant T for a certain
range of compositions:

1. Peak1occursat T < 700 °C; it is visible for LiF-rich compositions 0 < x < 0.4798,
and is strongest around x = 0.2. It is not related to LiF itself (otherwise, it would be
present also for x = 0). Obviously, peak 1 is related to the LiF/LiYF, eutectic and is
strongest at x.,; = 0.2. The exact value of x,,,; can be determined with a Tammann
plot, like in Fig. 3.22.

2. Peak2at T =~ 820°C seems to start already around x = 0.3829, but at lower T
there. Then it moves upward and reaches its final value 820 °C near x = 0.5. It
remains there for all other samples (except pure YF;, x = 1) but becomes contin-
uously smaller. Its maximum strength at x = 0.5 indicates that it is related to this
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Figure 3.27: DTA heating curves (second heating, T = 10 K/min) of 28 binary mixtures ranging from
LiF (x = 0.000) to pure YF3 (x = 1.000). NETZSCH STA449C “Jupiter”, Pt95/Au5 crucibles,
atmosphere flowing Ar 99.999%.

pure

composition and hence to the intermediate phase LiYF,; because the onset tem-
perature is constant for all x > 0.5, this phase melts peritectically at this onset
temperature Ty, ~ 820 °C. The continuous rise of the onset for x < 0.5, which
starts already from a shoulder for x = 0.2672, marks the LiYF, liquidus between

Xeyt and Xper = 0.5.

Peak3at T = 1050 °C appears only for very YF;-rich compositions x 2 0.92, includ-
ing pure YF; (x = 1). Indeed, this peak is related to a solid state transition between
an orthorhombic B-YF; structure, which is stable at room temperature and a not
well-defined trigonal a-YF; structure at high T (Ranieri et al., 2008). The peak ap-
pears only in the narrow concentration range where solid YF; is present, because

it relies on the solid phases of YF3.
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We see from the original curves in Fig. 3.27 that it is typically considerable easier to
identify effects that occur for different compositions at the same temperature. Here
these are a eutectic, a peritectic, and a solid state phase transition. A monotectic is
another effect, which appears over a certain concentration range at constant T.

The temperature of a solid state phase transition is only required to be constant if the composition
of this phase is fixed (daltonide). If a berthollide phase with variable composition undergoes a phase
transition, then the temperature of this transition can be a function of concentration. Carruthers
et al. (1971) demonstrated this for LINbO3, where the ferroelectric transition temperature lies between
1020 °C and 1080 °C, depending on the Li:Nb ratio, which is not exactly 1.0.

3.3.4 System with intermediate compound: KCl-BaCl,

Since decades, the book edition “Phase Diagrams for Ceramist” (now, electronically,
ACerS-NIST, 2014) offers a convenient and well-referenced source for a first look on
several thousands of phase diagrams, with focus on oxide and halide/salt systems. For
the system KCl-BaCl,, the collection offers two entries shown in Fig. 3.28. Obviously,
an intermediate compound exists, which is placed in Fig. 3.28 (b) at a molar fraction of
BaCl, x = %, corresponding to the composition K,BaCl,. This phase even has an entry
in the ICDD (2020) file, however, without indexing the X-ray reflections. The authors of
Fig. 3.28 (a) did not draw in the compound itself, but obviously an intermediate phase
K,BaCl, was assumed too, with peritectic melting at 656 °C.

The situation becomes even more confused with a paper by Krogh-Moe et al.
(1967), who claimed that “it is possible that even non-stoichiometric ratios of KCl
and BaCl, may occur”. In contrast, Hattori et al. (1981) measured the heat of fusion
of K,BaCl, by DSC without mentioning deviations from the K:Ba = 2:1 stoichiometry.
Also, Gasanaliev et al. (1982) reported congruent melting of K,BaCl, with eutectics
to both sides at 648°C and 638 °C, respectively. More recently, Vinogradova et al.
(2005) and Moiseeva (2019) grew crystals of “K,BaCl,” by the Bridgman method,
where the melt inside a silica ampoule was moved out off the hot zone with a rate of
1.5..2mm/h. Both authors observed that only the first few centimeters of the grown
crystal appeared optically clear, but the parts that solidified later were opaque and
polycrystalline. This observation is a hint that
1. either the compound melts peritectically, as in Fig. 3.28 (a), or that
2. some congruently melting composition deviates from the composition of the start-

ing material for the crystal growth experiments, x = %

Thermal analysis of the KCl-BaCl, system helps us to decide which option is true. In
a first step the true assay of the pure component chlorides was checked by TG. Prior
to the measurements shown in Fig. 3.29, a “correction measurement” with empty cru-
cibles was performed, which results in flat TG curves if no mass loss occurs (compare
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Figure 3.28: Two variants of the KCl-BaCl, phase diagram, redrawn with data from the ACerS-NIST
(2014) database. Blue lines were added for completeness; x = 0 is pure KCl. (a) Entry 1262, based
on data from 1932: the compound K,BaCl, (x = 0.3333) was not explicitly drawn, but the peritectic
melting at 656 °C is obvious. (b) Entry 3053, based on data from 1955: K,BaCl, shown with congru-
ent melting at 654 °C.

to Fig. 2.6, which was measured without such a correction). KCl shows only a minor
mass loss of 0.11 %, obviously resulting from the release of humidity traces at the sam-
ple surface. As pointed out by Haase and Brauer (1978)," barium chloride, in contrast,
forms at least two hydrates BaCl, - H,0 and BaCl, - 2H,0. The latter is the conventional
commercial product, which was used for the measurements.

The red curve in Fig. 3.29 shows well the two TG steps of almost identical height,
which result from the stepwise release of the two water molecules per formula unit.

17 Georg Brauer (11 April 1908-26 February 2001).
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Figure 3.29: Thermogravimetry of the pure starting materials KCl and BaCl, - 2H, 0, which were used
for the DTA measurements of Fig. 3.30. Prior to these TG measurements, a “correction” measurement
with empty reference and sample crucibles was performed to eliminate buoyancy effects.

The observed Am/m = —14.80 % is slightly higher than the theoretical value —14.75 %,
and again, the small difference is probably due to adsorbed humidity. The measured
Am/m were used to calculate exact concentrations of DTA measurements for the KCl-
BaCl, system.

Figure 3.30 (a) gives an overview (not all measurements are displayed there) for
the whole concentration range from x = 0 (KCl) to x = 1 (BaCl,). The experimental
melting point 771.9 °C for KCl agrees very well with the FactSage 8.0 (2020) value 771 °C,
and from there the “melting peak” moves down toward some peak T, = const. BaCl,
shows a double peak resulting from a first-order phase transition between a-BaCl,
(low T, space group Pnam) and B-BaCl, (high T, space group Fm3m, Hull et al., 2011)
at 925.3°C (in agreement with FactSage 8.0, 2020). It is difficult to reveal the exact
melting point of BaCl,, because the transition peak and the melting peak are partially
overlapping. Nevertheless, the value 958.5 °C from Fig 3.30 (a) is in fairly reasonable
agreement with 962 °C from FactSage 8.0 (2020). Also, from there the liquidus drops
with KCI addition, however, to a different peak at T; = const.

The curves in Fig 3.30 (a) are compatible with both phase diagrams in Fig. 3.28.
Hence a series of additional measurements was performed, where the transition be-
tween the peaks at T; and T, is expected to occur, and where a potential intermediate
compound is expected to exist. The curves in Fig 3.30 (b) show that T; ~ 647 °Cappears
for x > 0.33684 and T, =~ 657 °C appears for x < 0.28633. The curve x = 0.30523 is in-
teresting: There one peak appears at slightly (but significantly) higher T; = 660.5 °C.
Such behavior, with a local maximum of the liquidus temperature, is compatible only
with a congruently melting intermediate compound, similar to Fig. 3.28 (b). Then the
curve x = 0.31965 marks the drop from the liquidus maximum to T;.
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Figure 3.30: DTA heating curves (T = 10 K/min) of (1 — x) KCl + x BaCl, samples, the molar fraction
of BaCl, is given as parameter. (a) Top: 5 curves started with BaCl,, KCl added subsequently; bot-
tom: 4 curves started with pure KCl, BaCl, added subsequently. (b) 11 samples around the expected

composition of “K,BaCl,”, x = %, of the same system.

It seems surprising that the congruent melting point was found not at the expected
X = % = 0.33333, butat x’ = 0.3, which corresponds to a composition of approximately
K;Ba;Cl3. Such a phase is not yet described in the literature, but certainly a sound
description of it would require an accurate X-ray investigation of the crystal structure,
which is still lacking. However, it should be emphasized that the slightly different sto-
ichiometry of the intermediate phase in the KCl-BaCl, system explains very well the
recent experimental observations by Vinogradova et al. (2005) and Moiseeva (2019).

3.3.5 Missing data for a complex compound: Y;Al;0,,

Klimm et al. (2007) described the isopleth section Y;Al;0,,-Nd;Al;0;, of the concen-
tration triangle Y,05-Nd,05-Al,05, which has technical relevance because solid solu-
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tions (Nd, Y;_,);Al;0;, (“Nd:YAG”) are one of the most important laser host materials.
They crystallize in the cubic garnet structure (space group Ia3d), where the cations
are coordinated by [4], [6], or [8] oxide ions. Most RE,05—-Al,0; (RE = rare-earth ele-
ment or yttrium) systems contain, besides the garnet phase, phases REAIO; (distorted
perovskite) and/or a monoclinic RE,Al, 04 phase, some of them also the “f-alumina”
phase REAL;;Oy5.

Wu and Pelton (1992) gave a thorough description of these systems, and the ther-
modynamic parameters are included now in the FactSage 8.0 (2020) databases. Unfor-
tunately, the authors did not include Y,05-Al,0; in their investigations. Klimm et al.
(2007) estimated, in analogy to equation (2.38), data for the missing Y;Al;0,, phase
from the formal reaction scheme

known known known unknown

Figure 3.31 shows that the calculated data for Y;Al;0;, are in excellent agreement
with experimental ¢, (T) data by different authors. This is very beneficial, because thus
the extrapolation of the calculation beyond the experimentally observed temperature
range (Tp,x = 900K by Konings et al., 1998) is justified. The main reasons for this
good agreement are:

1. Thecrystal structures on both sides of equation (3.13) are identical: the RE,05 crys-
tallize in the cubic bixbyite18 structure (“C structure, Zinkevich, 2007), and both
complex oxides are garnets.

¢, (J/mol-K)

400 -

® Konings (1998)
e Sato (2021)
—— calculated

300 -

200 : :
0 500 T(°C) 1000

Figure 3.31: Specific heat capacity ¢, of Y3Al;0,; calculated from FactSage 8.0 (2020) data with
eg. (3.13) compared to experimental data from Konings et al. (1998) and Sato and Taira (2021).

18 Maynard Bixby (28 June 1853-18 February 1935).
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2. The ionic radii of Y>* (104.0 pm) and Ho>* (104.1 pm) in octahedral coordination
after Shannon (1976) are almost identical.
3. Holmium and yttrium are chemically very similar.

As a consequent of these points, the exchange of Ho>* by Y>* does not influence the
phonon spectra of the solids much, and hence not this most significant contribution
tocy; see Section 1.1.3.1. (It should be noted, however, that the difference of the relative
atomic masses between Y (M = 89) and Ho (M = 165) is large, but, obviously, the
influence of this difference on c,, is not very strong.)

Thermodynamic properties for substances that are experimentally not available can be calculated by
combining its components data using Hess’ law (Fig. 1.9, and eq. (2.37)). However, if possible, the
calculation of unknown parameters by a substitution reaction of the kind (2.38) gives more accurate
results.
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Quantity Symbol Unit
atomic mass unit u=1.661x10"% kg
Avogadro constant Np = 6.022 x 103 mol™?
Boltzmann constant kg =1.38 x 10723 J/K
crystal lattice parameters a,b,c,a,B,y A, nmor°, resp.
degrees of freedom F -
enthalpy H J/mol
of fusion AH; J/mol
of vaporization AH, J/mol
entropy S J/(mol K)
formula units per unit cell V4 -
gas constant R=28314 J/(mol K)
Gibbs free energy G J/mol
heat energy Q J
inner energy U J/mol
molar fraction X -
at solidus line x5! -
at liquidus line xla -
molar mass M g/mol
molar volume Vi m?>/mol
mass m kg
sample mass mg mg
reference mass m, mg
mass density 0 kg/m>
number of components C -
number of moles n -
number of phases P -
power (electrical, thermal) w /s
pressure p bar
sensitivity (of thermal analyzer) K V/W
specific heat capacity c J/(mol K)
at constant p p J/(mol K)
at constant V cy J/(mol K)
temperature T K (or°C)
melting temperature T K (or °C)
phase transition temperature Ti K (or °C)
eutectic temperature Teut K (or °C)
peritectic temperature Tper K (or°Q)
monotectic temperature T K (or°Q)
azeotrope temperature Taze K (or °C)
solidus temperature Tsol K (or °C)
liquidus temperature Tiig K (or°C)
time t s, min,orh
volume 1% m3

https://doi.org/10.1515/9783110743784-004
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B Answers to problems

Page 3: Timet = Q/W =369.45s =~ 6 min 9s.

Page 10: ¢}, depends linearly on T, and the main contribution c; according to the
Debye theory (1.15) depends on T° for small T, which means that then cy grows
much weaker than cj,.

Page 14: AH{ ™0 = AH!” — (] - ci)AT; AH{'” = 6001 - (76 - 36) - 10; AH{'”) =
5601]/(mol K) which means that the heat of fusion of water drops with T (see fig-

ure below).
’7 _A O ’
li i
(:p'qA T c'pceA T

‘7AH§10) —‘

Page 19: Foridentical concentrations, we havex; = x = % Hence G'9 = R-T-C-x-Inx =
R-T-lnx=-R-T-InC; C =6, T =1000K: G' ~ -14.9kJ/mol.

Page 31: The functions G(T) for both phases can be regarded linear at the melting
point, and both G values are equal there. Hence H*! - T;5%! = H!9_ 7,19 T;AS; =
AH; = 28.158 kJ/mol.

Page 32: By the Gibbs phase rule P + F = C + 2 the sum of phases P and degrees
of freedom F is restricted to the number of components C plus 2. Under isobar
conditions, one degree of freedom is “consumed”, and one for the binary system
has P + F = 3. Hence P = 3 means that no degree of freedom is left, which applies
only to singular points (e. g., eutectics, cf. Section 1.5.1.3), but not to an area. For
C =1, we have F = 2, and for C = 2, F = 1. This means that with every movement
along one axis (x or T), all other conditions of the systems are fixed.

Page 46: The Gibbs phase rule P + F = C + 2 for a system with C = 2 components says
that the number of phases P and degrees of freedom F must sum up to 4, and for
p =const., they must sum up to 3. Congruent melting: Solid (fixed composition,
F = 0) and melt (variable composition, F = 1) are in equilibrium, but changing x
will also change T of the equilibrium (= P = 2,F = 1). Peritectic melting: B(sol),
AB(sol), and melt are in equilibrium, but there is no degree of freedom because T

is fixed to T}, and the melt composition to x,e, (= P = 3,F = 0).
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Page 49: The sections are depicted below. 450 °C is below the ternary eutectic point E
in Fig.1.33, and only solids exist. The line LiCsF,—NaF separates the two-phase
fields. At 800 °C, nearly the whole system is molten, and only in the vicinity of the
highest melting components, two-phase fields “LiF+melt” or “NaF+melt”, respec-
tively, appear.

LiF
848°C

CsF+NaF+LiCsF,

NaF+melt

CsF
703°C 996°C
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Page 53: The initial composition (80 % LiF, 10 % NaF, 10 % CsF) is marked by a red
dot, which is located in the primary crystallization field of LiF. (1) From the
isotherms we can estimate that crystallization of pure LiF starts near 740 °C and
the crystallization path goes in the opposite direction downward. (2) At ca. 570 °C
the next primary crystallization field is reached, and NaF crystallizes together
with LiF down to the peritectic point P at 462 °C. There a peritectic reaction LiF +
melt — LiCsF, takes place, which is the back reaction of (1.40), and LiF disappears
under equilibrium conditions. (3) From P to the ternary eutectic point E, LiCsF,
and NaF are crystallizing together, and at point E (455 °C) the rest of the melt
crystallizes as a ternary eutectic mixture with approximate composition 35 % LiF,
10 % NaF, 55 % CsF.

CsF NaF
703°C 08 06 04 0.2 996°C

Page 58: The reason is simply mechanical: It is easier to put the “too small” Li* ion
on the Na* site than to put the “too large” Na* ion on the small Li* site.

Page 67: The molar masses are 274.2 g/mol for gehlenite Ca,Al,Si0; and 272.6 g/mol
for akermanite Ca,MgSi,0,. The molar fraction of dkermanite is

732 /< 732 2638

N = = 0,
¥ 726 272.6+274.2> 0.733 (= 73.3%).

(The difference between mol-% and mass-% is negligible, because both molar
masses are so similar.)
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Page 74: The last emf values in Table 1.4 are 38.289 mV (2200 °C) and 40.223 mV
(2400 °C). (40,223 - 38,289) uV/200K = 9.67 uV/K. The DTA signal never exceeds
~ 45 V. Hence 45 uV/9.67 uV/K = 4.7 K is the maximum difference, an acceptable
error at such high temperatures.

Page 80: DTA and the more DSC require constant heating rates. This can only be
obtained at the (empty or with an inert reference material filled) reference cru-
cible. The sample crucible, in contrast, is heated slower, e. g., during a melting
event.

Page 92: Zn melts between 400 and 500 °C, and the thermovoltage changes between
both T by ca. 1mV and hence ca. 10 uV/K. The magnitude of the DTA signal ist
~ 0.4uV/mg, which means, with m; ~ 10mg, a signal strength of 4 uV. The T
change that results from melting is % K=0.4K.

Page 84: Energy below the peak = peak area xm. Ar: —181]/g x 0.06447 mg = -11.67 J;
0,: 428]/g x 0.06245mg = 26.73]. Efficiency of heat transport = % =
0.317 = 31.7 %.

Page 86: The density of Ar (molar mass 40) and hence its gas density (=~ 1.8 g/dm>)
are somewhat higher than those of air (average molar mass = 29). It follows that
the mass of Ar, which is occupied by the sample carrier, is ~ 1.8 mg. The gas equa-
tionp-V = R- T says that doubling T must double also V, because R and p = 1bar
are constant. Doubling V will halve p = m/V, and, consequently, the buoyancy
will be lowered from 1.8 mg to 0.9 mg. (This order of magnitude can indeed be
seen in the beginning of Fig. 2.6.)

Page 105: On the T scale the width is ca. w = 60K. From T = 10K/min we obtain
t =w/T ~ 6min.

Page 117: DTA peaks can often be approximated by exponential functions; see equa-
tion (2.14). 37 % is a reasonable measure, because 1/e = 0.367879....

Page 151: The graph below reproduces the phase diagram from Fig.2.49 (b) with
11 tie lines (isotherms) between Ty, = 587°C and Tj;; = 686°C in identical
distances AT = (686 — 587)/10 = 9.9 K. These tie lines are passed in constant
time intervals At = AT/T = 0.99min = 59.4s, because the heating rate is con-
stant. The green numbers represent the fraction of material, which is solid at
each tie line. (This fraction is the right “lever” of the tie line divided by its total
length.) The blue numbers are the differences between subsequent numbers of
the green column, hence the share of material molten between passing the cor-
responding tie lines. The composition of “just molten” material and T does not
change drastically. Hence its heat of fusion will remain approximately constant.
As a result, the thermal power needed for melting will be almost proportional
to the numbers in the blue column. This column, however, starts at low T with
a relative “melting rate” of 10 %, then slows down to 8 %, and finally rises to
15 %.
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600

500

NaCl 0.2 0.4 0.6 0.8 LiCl

Page 191: 50 ml/min gas flow = 0.054 ml H,0(gas) during the measurement. Under
standard conditions, this is ca. 0.043 mg H,0. With molar masses 216 g/mol for
ThF; and 18 g/mol for H,0, we obtain 0.52mg ThF;, which can be hydrolyzed
according the given reaction. (It should be noted that also other TbF;_,, O, phases
with significantly smaller x ~ 0.04 « 1 exist; see Sobolev et al., 1976. x = 1 for
ThOF.) Then even more TbF; can be destroyed by hydrolysis with this amount of
water.
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C Stability of oxides

This chapter contains a collection of predominance diagrams (for the total pressure
of p = 1bar, calculated with FactSage 8.0, 2020, black lines) for > 40 binary systems
El-0, in coordinates log[poz/bar] vs. T; 0 < T <2500 (in °C), -20 < log[po2 /bar] < 0;
see Section 2.8.3. It should be noted that the total pressure p = 10~%° bar is extremely
low and is found, e. g., in space in the altitude of geosynchronous orbits (35,786 km).

“El” stands for an arbitrary chemical element, preferably for a metal.

— The predominance diagrams are overlayed by a red curve, which shows the p,, (T)
produced by pure carbon monoxide. Below this line, free carbon is formed (“car-
burization”). (The optional formation of carbides with some metals is neglected.)
The blue curve additionally shows the pg,(T) produced by pure carbon diox-
ide.

- The upper boundary of the diagram corresponds to p,, = 1bar and hence to pure
oxygen of ambient pressure. Dry air (20.946 % O,) corresponds to log[p,/bar] =
—0.6789, a horizontal line very close to this upper boundary. Even very pure
“inert gases” like commercial nitrogen or argon with 99.999 % purity usually
contain a few ppm (parts per million) oxygen and water, which results in typical
log[po,/bar] > -5. This value defines also the practical lower limit of py,, which
can be obtained by rinsing a thermoanalytic device by any gas containing no
“reductive” components like CO or H,.

- “Oxygen traps” with getter materials like zirconium (Fig. C.17, Section 2.6.2) are an
alternative way to reduce py,. Such traps can be installed either in the gas supply
line, or getter parts can be placed inside the thermal analyzer, close to the sam-
ple.

— Dashed green and purple lines in the diagrams mark the limits where the sum
Y. p; of the partial pressures p; of all species carrying the corresponding element E1
exceeds 107 bar or 10~ bar, respectively. For Y p; < 107 bar, evaporation of the
corresponding element practically does not occur, and as a rule of thumb we
can assume that even long-term experiments under such conditions (po,, T) do
not result in significant evaporation of the element El itself or of its oxides ElO, .
For Y p; > 1072 bar, however, evaporation starts to become large, which in open
systems can lead to concentration shifts of the sample and to pollution of the
device. The position of these lines on the T axis can drastically change for differ-
ent pg,, e. 8., by >1500 K in the case of W-0, (Fig. C.21). Such strong dependency
is observed if the different oxidation states possess very different vapor pres-
sures. For W-0,, this means that the metal itself almost does not evaporate,
but already with small concentrations of oxygen, it forms WO;, which is very
volatile.

— The phase field limits for the different oxidation states are calculated for binary
El-0, systems and can be slightly different for ternary EI-E1'-0, or for even

https://doi.org/10.1515/9783110743784-006
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more complicated systems. Fortunately, the formation enthalpy of most binary
compounds from the elements is much higher than the formation enthalpy of
a ternary compound from its binary components. The data below demonstrate
this for the system Lu-Al-0,, which contains the binary oxides Al,0; (stable
modification is a-Al,05 = corundum) and Lu,05 (stable modification bixbyite,
space group Ia3, Guzik et al., 2014). These end members form the ternary (inter-
mediate) phases Lu,Al,O4 (monoclinic, space group P2,/c, Simura and Yamane,
2020), LuAlO; (distorted perovskite, space group Pnma), and Lu;Al:;0,, (gar-
net, space group Ia3d). The monoclinic and garnet phases melt congruently, the
influence of py, on the peritectically melting LuAlO; was discussed by Klimm
(2010b) and controversially by Petrosyan et al. (2013). From the FactSage 8.0
(2020) data below we see that the formation enthalpy AH of these ternary ox-
ides from the simple oxides is much smaller, compared to the AH of these sim-
ple oxides from the chemical elements. This holds even more if the AH were
scaled by the number of atoms, which is larger for the monoclinic and garnet
phases.

2Al1+150, — a-Al,05 AH = -1675.700 k] /mol
2Lu+150, — Lu,04 AH = -1878.198 k] /mol
Al 03 +2Lu,05 — Lu, AL, 09 AH = -84.121k]J/mol

0.5AL0; + 05Lu,05 — LuAlO;  AH = -23.417K]/mol
25A1,05 + 1.5Lu,05 — LuzAlsO;, AH = —194.099 kJ/mol

As a result, also the stability ranges of ternary (or more complicated) oxides with
unknown thermodynamic data can usually be estimated from the data of the
binary oxides of the elements, which are often known. Figure C.1 demonstrates
this for the Lu-Al-0, system; the fixed metal ratio Lu:Al = 3:5 corresponds to
the garnet phase. For this system, the thermodynamic data for all binary and
ternary oxides are contained in the FactSage 8.0 (2020) databases and were used
to calculate the blue lines of the correct predominance diagram. We see that for
log[pg,/bar] = —-15, Lu3Al;0,, melts at 2043 °C to a “lig. ox.” liquid oxide melt.
For lower oxygen partial pressure, Al,05 is partially or completely lost from the
condensed phases, and subsequently Lu,Al,Oq or Lu,0; are formed. Lu, 05 is only
reduced under extremely low oxygen partial pressure, and then all components
are gaseous.

The red dashed lines result from a calculation where the existence of all ternary
oxides is suppressed; hence a-Al,03+Lu,05 coexist at low T. The two vertical
lines at 1850...1900 °C represent the onset (T,,;) and the end (Tliq) of melting for
the Al,05/Lu,03; mixture. We cannot expect here realistic data for the melting
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'
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Figure C.1: Predominance diagram of the system Lu—Al-0, (Lu:Al = 3:5 = garnet composition). Blue

lines and labels: the existence

of the ternary phases (garnet LusAl;0,,, perovskite LuAlO3, mono-

clinic Lu,Al,0,) is taken into account, LuAlO5 and “lig. met.” (liquid metals) coexist in the narrow
field without label around 1900 °C. Red lines were calculated neglecting these ternary phases: Re-
duction to “liq. met.” starts at slightly higher pg, (ca. 0.5...1 order of magnitude).

temperature of Lu;Al;0,,, because the garnet phase is lacking in the calcula-
tion. However, also the red curves show reduction of Al,0; for too low oxygen
partial pressure, and the slope is similar to that for the correct blue phase bound-

aries. It is interesting to note that the oxide mixture is calculated to be slightly

less stable with respect to reduction than the compound Lu3Al;O,,. This differ-

ence has its origin in the small but remarkable AH of the garnet, which is given

above.

The stability limits of oxidation states in multinary systems are often only weakly influenced by com-
pound formation and are almost an overlay of the binary El-0, diagrams for its constituents.

Solid carbon (e. g., as graphite or vitreous carbon) is stable only below the red curve shown in all
stability diagrams in this chapter. Thus this line sets an upper limit of po,(T), which can be main-
tained inside a thermoanalytic device containing parts made of carbon (crucibles, protective tube,
skimmer). Under such conditions, however, many metal oxides are not stable and are reduced to
metals. A less stringent po, (T) limit is set in the system W-0,; see Fig. C.21. This makes tungsten

parts for high-T measurements with oxides sometimes superior, because then the conditions are not

so harshly reductive.
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Group 1: Alkali metals

o

gas
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Figure C.2: The system Li-0,.
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Figure C.3: The system Na-0,.
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Figure C.4: The system K-0,.

Group 2: Alkaline earth metals
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Figure C.5: The system Mg-0,. MgO: T; = 2825 °C.
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Figure C.6: The system Ca—0, CaO: T; = 2572 °C.
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Figure C.7: The system Ba-0,.
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Group 3: Scandium, yttrium, rare-earth metals, actinides
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Figure C.8: The system Sc-0,.
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Figure C.9: The system Y-0,. Navrotsky et al. (2005) report T; = 2382 °C for Y, 05.
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Figure C.10: The system Ce-0,.
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Figure C.11: The system Nd-0,.
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Figure C.12: The system Sm-0,.
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Figure C.13: The system Lu-0,. Lu,05: T; = 2510 °C.
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Figure C.14: The system Th—0,. ThO,: T; = 3220 °C.
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Figure C.15: The system U-0,. UO,: T; = 2842 °C.
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Figure C.16: The system Ti—-0,. Magnéli phases Ti,0,,_; have mixed Ti
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3+/4+ valency; see Magnéli

and Oughton (1951). [Arne Magnéli (6 December 1914-22 July 1996)].
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Figure C.17: The system Zr-0,; cf. Fig. 2.27.
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Group 5: Vanadium group
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Figure C.18: The system V-0,.
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Figure C.19: The system Nb-0,. Sakata (1969) reports for NbO, a phase transition near 800 °C.

EBSCChost - printed on 2/14/2023 12:35 PMvia . All use subject to https://ww.ebsco.confterns-of -use



C Stability of oxides = 221

Group 6: Chromium group
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Figure C.20: System Cr-0,. For CrO,, see Bate (1978). Cr50;, is Cr(lll) chromate(VI), also Cr(VI) per-
oxide CrO(0,), (Buchera et al., 2005) and Cr(l1,11l) oxide Cr;0, (Lin et al., 2009) are found.
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Figure C.21: The system W-0,. W: T; = 3407 °C.
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Group 7: Manganese group
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Figure C.22: The system Mn-0,, cf. Fig. 2.51.
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Figure C.23: The system Re-0,. Re: T; = 3180 °C.

EBSCChost - printed on 2/14/2023 12:35 PMvia . All use subject to https://ww.ebsco.confterns-of -use



C Stability of oxides =— 223

Groups 8-10: Iron, cobalt, nickel, platinum metals
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Figure C.24: The system Fe-0,.
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Figure C.25: The system Co-0,.
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Figure C.26: The system Ni-0,.
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Figure C.27: The system Pd-0,.
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Figure C.28: The system Ir-0,.
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Figure C.29: The system Pt-0,.
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Group 11: Copper group
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Figure C.30: The system Cu-0,.
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Figure C.31: The system Ag-0,.
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Group 12: Zinc group
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Figure C.32: The system Zn—-0,. ZnO: T; = 1975 °C under pressure.
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Figure C.33: The system Cd-0,.
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Group 13: Boron group

o

log [po,/bar]
T

B,O;

-20 1 1
0 500 1000

1 1
1500 2000 T(°C) 2500

Figure C.34: The system B-0,.
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Figure C.35: The system Al-0,.
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Figure C.37: The system In-0,.
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Group 14: Carbon group
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Figure C.39: The system Ge-0,.
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Figure C.40: The system Sn—-0,. Controversial data for T; of SnO, were reported by different au-
thors: 1630 °C (Barczak and Insley, 1962); 2000 °C (Cahen et al., 2003); Galazka et al. (2014) proved

>2100°C.
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Figure C.41: The system Pb-0,.
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Group 15: Bi (pnictogen) and S (chalcogen)
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Figure C.43: The system Ca-S-0, ([Ca] : [S] = 9 : 1). The calcium excess stabilizes condensed phases
containing sulfur, which would otherwise evaporate as an element or SO,.
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thermodynamic simulation 142
thermovoltage 19

Thomson effect 19
Tian—Calvet 89

tie line 32,34, 54,58

time constant 81, 90, 110, 127
time modulated DSC 95
TM-DSC 90

TOMBE 157

topology 37

TraGMin 142
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transfer line 98 vitriol 148
transition metal 162 Viviani 48, 63
triclinic 25 volatile 82, 84, 161
trigonal 25

triple point 29 washer 115

TTT diagram 172

water 31
tungsten 79, 114, 211 wavenumber 8
typeS 21,78 weight 180

wetting 115

uncertainty 94
unit cell 24
upward diffusion 38

wurtzite 70
wurtzite structure 71
wiistite 119, 162
Wyckoff position 64

vacancy 15

vacuum 95,117

van der Waals 38 X-ray 24,64, 69,70,197
vibrational chain 7 X-ray microanalysis 67
viewing direction 25

viscosity 23, 85 zinc 168

vitreous carbon 211 zirconium 209
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Ag 2,11,103, 226

Ag,0 12

Agl 10

AgN; 12

Al 2,104,106, 112, 152, 228

Al,05 41, 43, 46,78, 92,108, 112,197

AIN 155

Ar 11, 83, 86

As 113

Au 22,103,104, 106, 111, 125
Au,05 12

B 228

B,03; 42

Ba 214

BaCl, - 2H,0 116
BaCl, 149,171,194
BaCO; 103

BaF, 191

BaO 144

BaS 26

BaSn0O; 179
BaTa,0¢ 143
BaTiO; 6

Bi 113, 232
Bi,Tes 22

BiF; 40

C 85

C,H;0H 22,148

CeHqp 148

Ca 214

Ca,Al,Si0; 67
Ca,MgSi, 0, 67

CaAlF; 54

CaCO3 27,98,127,129,158
Ca(C00), - H,0 83,97
CaF, 10,54, 91,168, 191
Ca0 41, 44, 82,159
Ca(OH), 159

CaSc,0, 86

CaSiO; 44
CaS0, - 2H,0 84

Cd 227

Ce 216

CF, 96

CHsCl 148
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CH30H 22

CH, 168

Cl, 12,96

Cl,0 12

Clo, 12

CO 82,83

Co 223

CO, 83,96,158
Co0O 70,71

Cr 221

CsCl 26, 31,141
CsF 50

Cu 2,26, 85,113, 226
Cu,0 85

CulnS, 4,5

CuO 70,71, 85
CuSO, - 5H,0 148
CuZn 30

Er,05 41
Er;Al;05, 41

Fe 5, 84,172,223

Fe,_,O 162

Fe,0; 163

FesC 172

Fe;0, 84,162

Fe(C00), - 2H,0 119, 162
FeO 119, 163

FeS, 177

Ga 103, 229
Ga,03 31

GaAs 44
GdCa,0(BO3); 42
Gd(PO3); 6

Ge 2,230
Geq_,Si, 147

H, 98

H,0 12, 14,79, 96, 103
H,S 165

He 86, 89,170

Hf 36

Hg 103

Ho,05 198

Al use subject to https://ww.ebsco.conlterns-of-use


https://doi.org/\global \c@doi \c@pseudochapter \relax \global \advance \c@doi \c@parttext \relax 10.1515/9783110743784-008

256 —— Formulaindex

In 103, 106, 229 Nd 216
In,05 135,180 Nd,0; 64,73,197
Ir 103, 225 Nd;Al;0,, 197
NH,Cl 6, 84
K 213 Ni 4,22,103, 104, 106, 113, 224
K,BaCl, 194 NiO 70,71
K,Cro, 103 NO, 96
KCl 37, 40, 189, 190, 194
Kl 37,189,190 0, 12, 83,96, 98
KMno, 43 b 113
KNO; 103 P, 155
Pb 22,231
La,(C0O3)3 - nH,0 101, 160 PbF, 168
La,05 64, 88,180 Pd 103,104, 106, 224
LalnO3 179 PrScO; 62
Lalu0; 36 Pt 4,22, 78,103, 113, 225
LaScO3; 36, 62
Li 2,12, 144, 212 Re 222
LiysSiy 145 Rh 103
Li,CO5 159
LisAlFg 54 S 5,11, 113, 232
LIAlO, 10 S, 155
LiCaAlFg 54 Sh 22,113
LiCaGaFg 55 Sc 215
Licl 59,153 Sc,05 64,87
LiCsF, 53,205 Se 22
LiF 40, 50, 54, 59, 191 Si 2, 4, 89, 113, 144, 230
LiNbO; 30 Si0, 6,29, 41, 44
LiYF, 191 Sm 217
Lu 211, 217 SmF; 191
Lu,03 64 Sn 103, 104, 231
S0, 96,132,165
Mg 213 SrAlF5 55
Mg,Ni 43 SrCO5 118, 159
MgGa,0, 93 SrF, 55,191
MgO 14, 26, 70, 71 5r0 31
Mn 155,222
Mn,0, 155 F;ng 1:‘64
MnO, 155 273
ThAl;0,, 46
ThAIO; 46
e
NaZCC;3 40,100 TbOF 191
’ Th 218
::280132. 10H,0 84 Ti 219
2 TiN 26
NaCl 12, 18, 26, 31, 59, 141, 153
NaF 50, 59 U 218
NaPO; 6
Nb 220 V 220
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W 2,26, 78,106, 221 Zn 81,103, 104, 106, 123, 175, 227
InF, 168

Y 215 Zno 70,71, 89, 132

Y,0; 42,73,75,197, 198 Zn0(znS0,), 133

Y;Al;0,, 197 ZnS 132,165

YCa,0(BO;); 42 Zr 36,122,219

YF; 192 710, 10,75
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