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Introduction

Few disciplines are as fascinating and rewarding as that of chemical process devel-
opment. At times it can also seem like one of the most frustrating occupations, but
that is in its nature. The highs would not be as high were it not for the lows. A good
process development chemist has to straddle many disciplines. In addition to a
sound knowledge of synthetic chemistry, he or she will need to learn something
about chemical engineering, statistics, analytical chemistry, costing, patent law,
quality assurance and hazard evaluation. There is always something new, for pro-
cess development does not stand still. One project will follow another and new
techniques and regulatory requirements appear all the time. However, those that
stay the course will eventually have the satisfaction of being able to point to a phar-
maceutical, fragrance, industrial chemical or agrochemical product and say, ‘Our
process made that’.

Process development is a team effort. That is not to say that individual flashes
of genius cannot make a huge difference, but today’s industry requires diverse
teams of people with different skills and responsibilities working cooperatively to-
wards a goal. Once a project is successfully carried out and the product from the new
process goes into commercial production, it is amazing how many people (some
more deservedly than others) feel their contribution was the one that mattered. It has
been said that success has a thousand fathers, but failure is an orphan – that is the
way of the world.

This book will concentrate on process development in the pharmaceutical, ag-
rochemical and fragrance/flavour industries. However, many of the techniques de-
scribed are equally applicable to bulk chemical manufacturing. Of course, some
pharmaceuticals and agrochemicals are made on a very large scale, and so could be
considered ‘bulk chemicals’, but there are clear differences in the regulatory regi-
men applied. Paracetamol (acetaminophen) is an example of a simple pharmaceuti-
cal compound produced on a huge scale, but the regulations and analysis required
for it are quite different to that used for other non-pharmaceutical bulk aromatics.

Typically, a process development project starts with a compound previously made
on a small scale in a research laboratory. Thus, a few grams of material may have been
made on a number of occasions using small laboratory flasks. The synthetic route used
to make the compound may well have been chosen as the most convenient route to
make hundreds or thousands of analogues (indeed, the initial chemistry may have
been chosen because it is the most amenable to synthesis by robotic systems). How-
ever, the process development chemist will be lucky indeed if the initial route is the
cheapest and most amenable to scale up. Tempting as it is to persevere with what is
‘known to work’, this is often a costly mistake. There is a great saving in time and
money to switch to the ‘best’ route sooner rather than later. However, since very
tight deadlines for material delivery are often given, the development chemist
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may have little choice but to make the first development batches by a research
route that is unlikely to be the final route of choice. The scouting of alternative
routes and reagents to make a compound is often referred to as process research,
and larger companies may have separate process research groups distinct from
process development groups. Generally, however, the same team that looks at dif-
ferent routes will aim to carry the final process through until a production process
is reached.

Process development projects may also start with a compound that has been in
production for many years. This is the case with generic pharmaceuticals or agro-
chemicals. Here, the constraints may be existing patents: the patent on the com-
pound may have expired, but process patents, intermediate patents, polymorph
patents, etc. can still be in force. The route used in the original patent for the com-
pound may not be easy to scale up, or may be more costly than other routes. Patent
holders will be out to make your life as difficult as possible, so sometimes novel
synthetic routes are required even with long-established compounds.

Once a route is found, typically the cheapest route that looks capable of deliver-
ing a high-purity product, then optimisation and scale-up can begin in earnest. The
optimisation of conditions is often carried out using statistical methods such as ex-
perimental design (D of E). Automation has made optimisation less tedious and less
prone to error. Variables such as temperature profile, pH and addition time of re-
agents can be tightly controlled and optimised. The chemist’s skill comes in knowing
which variables are likely to be important and what values of variables are likely to
give sensible outcomes. These issues will be discussed in depth in later chapters.

As a process is scaled up, the hazards involved become more significant. A tiny
exotherm on a small-scale reaction may be quite capable of turning a plant into a
heap of twisted metal when a large batch is prepared. Safety evaluation is an essen-
tial part of process development. Sometimes, development chemists are criticised
for being too cautious, but better be cautious than dead.

Processes, typically, start as small-scale laboratory processes – ultimately, the
goal is to run them on a full-scale plant. This raises the question as to whether a
particular reaction should be run on an intermediate scale. A plant can be mim-
icked, to some extent, using relatively small-scale laboratory equipment, such as
jacketed vessels and small pumps. Sometimes this is referred to as a mini-plant.
Data on exotherms, separations and so on can be gathered at this point, and the
reaction optimised. However, generally, the reaction will then be carried out on
large-scale glass equipment (the facility where this occurs may be referred to as a
kilo-lab, although various other names are used in different companies) and/or in a
pilot plant containing smaller versions of plant vessels and equipment. It is a de-
batable point as to whether it is desirable to go straight from small-scale laboratory
vessels to the full-scale plant. Most chemists prefer to see a reaction working at a pilot
plant scale, regardless of the quantity of laboratory data that has been gathered, be-
fore scaling up to a full-scale production plant. There is always a possibility that
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something has been missed. In practice, kilo-lab and pilot plant batches are often
needed to provide material for toxicology testing, clinical trials, field trials, etc.,
so in these cases the process chemist gets to look at reactions on an intermediate
scale before full plant production is required.

Last, but not least, process chemists need to have environmental considera-
tions in the forefront of their minds. Processes that initially involve chlorinated sol-
vents or heavy metals may well have to be replaced with more benign alternatives.
It should be noted that it is not enough to simply remove heavy metals from a prod-
uct; they have to be demonstrably removed, with all the regulatory and analytical
costs involved – far better not to use them in the first place. A related consideration
in the pharmaceutical field is the control of potentially mutagenic compounds.
Again, there are significant regulatory and analytical costs involved in demonstrat-
ing their removal – far better to avoid their formation.

Learning is an ongoing process for any professional process development chem-
ist. It is worthwhile attending some of the excellent training courses, webinars and
conferences run by the Scientific Update organisation in a number of countries. A
useful annual process development symposium is run by the Society for Chemical In-
dustry (SCI) in Cambridge, UK.

Finally, I would like to thank all my former colleagues at PPF/Quest, Schering/
AgrEvo/Aventis Cropscience and Resolution Chemicals for putting up with me over
the years. In particular, I would like to thank Parveen Bhatarah and Mike Pollard
for their invaluable help with the preparation of this book.
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Chapter 1
Route, reagent and solvent selection

1.1 Basic route selection

There are always a huge number of ways in which you could conceivably make any
reasonably complex molecule, and the methods that have been used previously are
not necessarily the most efficient. Certain guidelines are useful in planning a syn-
thesis. Firstly, we can consider the two synthetic routes below, both forming the
final product D:

A → B → C → D
and

E → F; G → H; F + H → D

Both reaction schemes consist of three reactions. If each step has a molar yield of 90%,
the top linear reaction scheme would give an overall molar yield of 72.9%, while the
lower convergent synthesis would give an overall molar yield of 81.0%. Usually, it is
best to disconnect larger molecules into two or three roughly equal portions in order to
maximise yields, rather than continually extend a starting material a little at a time.

All syntheses must start from commercially available starting materials, the
cheaper the better. A knowledge of which molecules are relatively inexpensive is
very useful. For chiral products, it is often beneficial to select starting materials that
have the correct chirality ‘built in’ – the so-called chiral pool.

The obvious basic building blocks are the starting materials for many synthe-
ses, but other starting materials are less evident. For example, furfural (Fig. 1.1),
which is isolated from farm waste such as corn cobs and oat husks, is a relatively
inexpensive starting material.

However, even the putting together of ‘simple’ building blocks may not always be
straightforward. Consider the formation of a ‘mesityl oxide portion’ of a larger mole-
cule, which might be required as an intermediate for a pharmaceutical or fragrance
compound. Here the obvious synthetic method (Fig. 1.2) is the aldol condensation
of a methyl ketone (a) with acetone, to give the hydroxyketone (b), which readily
dehydrates with acid to give the mesityl oxide analogue (c). However, simply react-
ing (a) with acetone in the presence of a base gives a complex mixture of products,
since both compound (a) and acetone can react with themselves and also react with

Fig. 1.1: Furfural, a useful starting material.
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each other in more than one way, giving large quantities of various unwanted con-
densation products. The literature [1] suggests the reaction is carried out using lith-
ium diisopropylamide (LDA) as base at low temperatures, giving the kinetic enolate
of (a), and then slowly adding acetone. Such a procedure gives good yields of (b),
but is very expensive to implement on a plant scale, where temperatures below
those obtained with chilled ethylene glycol (around –15 to –20 °C in practice) are
difficult to reach in standard vessels. Also, LDA, though available in solution in
bulk metal drums, is a relatively expensive reagent to use.

A totally different approach would be a Friedel-Crafts acylation (Fig. 1.3) between the
acid chloride (d) and isobutylene in the presence of a Lewis acid, to give a mixture of
(c) and the chloride (e), which readily loses HCl in the presence of a base to give (c).
Isobutylene has a boiling point of about –7 °C and is a useful reactant in Friedel-
Crafts reactions with acid chlorides [2], which can be carried out at –10 to –20 °C.
Isobutylene does form dimers to some extent, but these octene compounds are read-
ily distilled out, unlike acetone condensation products. Such reactions might require
a stoichiometric amount of a Lewis acid (TiCl4 or AlCl3 are likely candidates) and
would require a solvent that is compatible with such acids. Dichloromethane is an
obvious choice, but chlorinated solvents are frowned upon nowadays for environ-
mental reasons.

Other routes to (c) involving metal coupling reactions or via various enol com-
pounds are also possible, but the point is that even a ‘simple’ transformation may
not be straightforward on a plant scale, and careful consideration of the likely capi-
tal, raw material and running costs are needed, along with an examination of the
environmental and safety factors, in order to choose the best route for the process.

Fig. 1.2: Aldol condensation of a methyl ketone with acetone.
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1.2 Syntheses from chiral starting materials

A number of naturally occurring terpenoid compounds are inexpensive, and some
act as a useful source of chirality. For example, (R)-limonene (Fig. 1.4) is readily
available from orange peel, etc.

(R)-Limonene (Fig. 1.5, f) has been used in cannabinoid syntheses. Conversion to the
key intermediate p-mentha-2,8-dien-1-ol (g) was initially accomplished using a rose-
bengal photosensitiser to generate singlet oxygen [3], but the use of the latter species is
challenging on a large scale. However, a recent paper [4] described a version of this
reaction using tetraphenylporphyrin, rather than rose bengal, as photosensitiser in a
continuous reactor. A selectivity of 66% was achieved with 55% conversion and an out-
put of around 66 g/day. Further development might lead to a commercial process.

A longer synthesis (Fig. 1.6) was devised by Firmenich chemists [5], avoiding the
use of singlet oxygen. Initial oxidation of (R)-limonene (f) gave the epoxide (h),
which was selectively reacted with thiophenol to give the sulfide (i). Hydrogen perox-
ide gave the sulfoxide (j), which underwent elimination to (g) on heating at 425 °C.

Reaction of the intermediate p-mentha-2,8-dien-1-ol (Fig. 1.7, g) with olivetol (k)
gives a mixture of different cannabinoids, the predominant species present depending

Fig. 1.3: Acylation of isobutylene.

Fig. 1.4: Limonene, a useful chiral starting material.
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on the conditions [3] employed. Mild acids give mainly cannabidiol (CBD, l), stronger
acids, such as p-toluene sulfonic acid (p-TSA), give mainly Δ8-THC (m), while reacting
with boron trifluoride and magnesium sulphate in dichloromethane at 0 °C gives
mainly Δ9-THC (n), the psychoactive constituent of smoked marijuana.

A related scheme of reactions (Fig. 1.8), producing CBD (l) first from (g) and (k)
(or related compounds) with metal triflate catalysts, followed (if required) by the
conversion of CBD (l) to Δ9-THC (n) with aluminium alkyls, was described in a pat-
ent [6] from Albany Research.

Other terpenoid starting materials are more obscure than (R)-limonene. For exam-
ple, sclareol (Fig. 1.9, o), isolated from the clary sage plant (Salvia sclarea), is used to

Fig. 1.6: Preparation of p-mentha-2,8-dien-1-ol (g) via sulfoxide elimination.

Fig. 1.5: Preparation of p-mentha-2,8-dien-1-ol (g) using singlet oxygen.
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make the important amber fragrance compound Ambrox® (p) (ambroxide); a number
of routes are reported in the literature [7, 8]. A good knowledge of the various branches
of natural product chemistry can sometimes be helpful in devising new synthetic
pathways.

Some fairly complex molecules are cheap since they are produced in bulk for
another use entirely, but can be used as starting materials. An example is ascorbic
acid (vitamin C) (Fig. 1.10), which is a convenient source of chirality.

Various sugars, amino-acids and compounds derived from them are useful start-
ing materials [9] for chiral organic syntheses, and their use can eliminate difficult res-
olution steps.

Fig. 1.7: Conversion of p-mentha-2,8-dien-1-ol (g) to cannabinoids using acids.
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Fig. 1.8: Conversion of p-mentha-2,8-dien-1-ol (g) to CBD (l) with metal triflate.

Fig. 1.9: Ambrox® (p) is made from sclareol (o).
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1.3 Examples of convergent syntheses (prostaglandins)

An interesting example of convergent organic synthesis is a Scinopharm patent [10]
detailing the synthesis of the synthetic prostaglandin travoprost (Fig. 1.11), which is
used to treat glaucoma. The same patent describes an analogous synthesis of the
related compound bimatoprost.

These prostaglandin compounds are extremely active and are used in doses of a
few micrograms. Chromatographic separations are also required to give adequate
purity, since the final products and most of the intermediates are oils that do not
crystallise. Production batch sizes therefore tend to be unusually small, typically
only 1 or 2 kg of the final product. The key step in the synthesis (Fig. 1.12) is the
Michael addition of a lithium cuprate compound to the cyclic enone (q), to give the
protected prostaglandin structure (r). The cuprate (presumably unstable) is formed
from the tin derivative (s) in situ.

Fig. 1.11: Travoprost, a prostaglandin used to treat glaucoma.

Fig. 1.10: Ascorbic acid (vitamin C), another useful chiral starting material.
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The starting material for the five-membered ring is our old friend furfural,
which is elaborated to give the intermediate (Fig. 1.13, t). The latter compound is
rearranged with zinc chloride to give a mixture of the required ketone intermediate
(u) and the unwanted isomer (v).

Separation of (u) and (v) was carried out by column chromatography on the chlo-
ral adducts. Subsequent enzymatic resolution gave the required enantiomer of (u). Al-
though this route is a good example of convergent synthesis, the use of tin (a heavy
metal with adverse environmental effects) is an issue that should be addressed if the
process is to be used for production.

Traditionally, prostaglandins such as bimatoprost, latanoprost and travoprost are
produced from the so-called ‘Corey lactone’ (Fig. 1.14, w), where R1 is a protecting

Fig. 1.12: Scinopharm prostaglandin synthesis (Michael addition).
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group, typically benzoyl or 4-phenylbenzoyl [11, 12, 13]. The lactone is commer-
cially available, but expensive. The trans double bond can be added using a
Horner–Wadsworth–Emmons (HWE) phosphonate reaction (after the oxidation of
the free alcohol to an aldehyde, x) – addition of the phosphonate (y) gives a lac-
tone (z), containing the ‘lower’ chain.

The cis double bond is formed later in the synthesis (Fig. 1.15) using a conven-
tional Wittig reaction, in which the lactol compound (aa) (protected at this point
with silyl or tetrahydropyranyl groups, R2) is reacted with the phosphonium salt
(ab) to give a precursor (ac) to the final product. In contrast to the HWE reaction,
which strongly favours the trans double bond, the Wittig reaction of an unstabilised
ylide can be optimised to give the cis double bond with very little trans isomer.

Thus, the conventional prostaglandin synthesis uses three portions, the central
Corey lactone, the upper chain and the lower chain. One interesting variant from Chi-
rotech [14] reacts the tricyclic compound (Fig. 1.16 ad) with the cuprate (ae), which
provides the lower chain, to give the ketone (af). Subsequent Baeyer–Villiger rear-
rangement gave the crystalline lactone (ag). This is analogous to the lactone (z) used
in the traditional synthesis, differing only in the OH group forming the lactone, and
can be carried on to the final product in a similar manner.

Fig. 1.13: Scinopharm prostaglandin synthesis (rearrangement).
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Fig. 1.14: Traditional prostaglandin synthesis (lower chain addition).
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Fig. 1.15: Traditional prostaglandin synthesis (upper chain addition).
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1.4 Rearrangements in synthesis

GSK’s PPAR-α agonist GW641597X (Fig. 1.17, ah) is another example of convergent
synthesis – the central phenyl ether being produced from the phenol (ai) and the
chloride (aj) by a simple substitution in the presence of sodium hydroxide [15].

The phenol compound (ai) could in theory be produced by the alkylation of
2-methylhydroquinone with a compound such as ethyl bromoisobutyrate. However,

Fig. 1.16: Chirotech prostaglandin synthesis.
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in practice, both phenol groups would react with an alkylating agent, and any pro-
tecting group would be unlikely to be installed in a selective enough manner to be
useful. However, since many substituted acetophenone compounds are readily
available, it is much easier to start with the compound (Fig. 1.18, ak), alkylate the
phenol to give the ether (al) and then employ a Baeyer–Villiger rearrangement to
make the phenyl acetate (am).

Initially, the key Baeyer–Villiger rearrangement was carried out using 3-chloro-
peroxybenzoic acid (MCPBA). However, this peracid is known to be relatively unsta-
ble, and there are restrictions on the transport of large quantities in many countries.
In addition, MCPBA has poor ‘atom-economy’, with only the oxygen atom being in-
corporated into the product out of the 16 atoms in the reagent. Sodium perborate is a
more stable and cheaper oxidising agent. If acetic acid is used as a solvent, the perbo-
rate forms peracetic acid in situ – the latter compound carrying out the rearrange-
ment. Peracetic acid is unstable, but can be safely used when produced in such a
manner. A nitrogen purge was employed to remove any oxygen formed.

In general, it is important to be able to visualise rearrangement reactions as
well as obvious disconnections when planning syntheses. Studying examples of re-
arrangements can help develop an ability to spot such transformations, just as a

Fig. 1.17: GW641597X synthesis, phenyl ether formation.
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chess player learns to spot advantageous sacrifices of pieces or a bridge player op-
portunities for unusual bids.

Another useful rearrangement involves the synthesis of 2,6-difluorinated anilines
and related compounds. The fluorination of aniline is unselective, as is the nitration of
polyfluorinated aromatics. However, compounds such as 2,6-difluorobenzonitrile and
2,3,5,6-tetrafluorobenzonitrile are available and can be converted to the anilines by ini-
tial hydrolysis to the amide, followed by a Hofmann rearrangement. A Lanxess patent
[16] describes the Hofmann rearrangement of 2,3,5,6-tetrafluorobenzamide (Fig. 1.19,
an) to 2,3,5,6-tetrafluoroaniline (ao) using aqueous sodium hydroxide and bleach. The
authors note that chlorine or bromine could be used in conjunction with sodium hy-
droxide, forming the hypohalite reactant in-situ.

Similarly, an older Hoechst patent [17] describes the conversion of 2-benzyloxy-
6-fluorobenzamide (Fig. 1.20, ap) to 2-benzyloxy-6-fluoroaniline (aq) using sodium
hydroxide and chlorine gas in the presence of excess benzyl alcohol (the benzyl alco-
hol presumably limits side reactions by reacting with the excess chlorine and may

Fig. 1.18: GW641597X synthesis, Baeyer–Villiger rearrangement.
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also limit cleavage of the benzyl group). Catalytic hydrogenation of the product gave
3-fluoro-2-aminophenol (ar), which has been used as an intermediate for various ag-
rochemical and pharmaceutical compounds.

Sigmatropic rearrangements, such as the Cope and Claisen rearrangements, are
commonplace in the synthesis of fragrance compounds. For example, the key inter-
mediate, 6-methyl-5-hepten-2-one (sulcatone) (Fig. 1.21, as), can be made by the
Claisen rearrangement of the enol ether (at) [18]. In general, the Claisen and its
many variants are a quick method of accessing carbonyl compounds with unsatura-
tion at the gamma-delta bond. Further elaboration, such as metathesis, hydrobro-
mination or epoxidation, can give rise to many useful intermediates, not solely
confined to fragrances.

Fig. 1.20: Hofmann rearrangement (Hoechst patent).

Fig. 1.19: Hofmann rearrangement (Lanxess patent).
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1.5 Listing all possible routes – brainstorming or programs?

For any target compound, the team has to ask themselves whether they have thought
of every useful synthetic route. Traditionally, this involves a literature search, fol-
lowed by a ‘brainstorming’ session with a whiteboard or flipchart (with biscuits, if
you are lucky). However, nowadays computer synthetic software has advanced to a
point where it can provide useful inputs to the process. Just as games such as chess
and Go have succumbed to computing power, so the ability of software programs to
devise practical synthetic routes can only increase. At the time of writing, the Chema-
tica/Synthia™ program [19, 20] has shown a significant ability to devise synthetic
routes, but the field is rapidly progressing, and it may be that other programs will be
the market leaders in the future.

Since there are a huge number of conceivable pathways for all but the simplest of
molecules, modern synthesis programs are able to highlight routes that are likely to
give higher yields. For example, they can present convergent syntheses rather than the
unrealistic linear routes often produced by older programs. Likely costs can also be
included, so the program can highlight the more cost-effective routes. If a particularly
expensive reagent has to be used, but can be employed either near the beginning or
towards the end of a multi-stage synthesis, it is usually best to use it later, where less
is required. Such considerations can be accounted for, so the program is able to avoid
coming out with a large number of routes that will never be competitive.

1.6 Example of reagent selection – stereoselective reduction
of ketones

Once a route is decided upon, reagent selection is required. Ease of handling, safety
profile, environmental effects, cost and product yield are all important considerations.
In some cases, supported reagents or catalysts on polymeric resins, clays, silica, char-
coal or MWCNTs (multi-walled carbon nanotubes) can give better yields or purities
than conventional reagents [21, 22, 23]. Their ease of filtration can make work-up and

Fig. 1.21: Formation of 6-methyl-5-hepten-2-one via a Claisen rearrangement.
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potential regeneration much simpler. One word of warning: silica gel can cause too
much abrasion to glass-lined reactors, so diatomaceous silicas, such as Celite® and
Celatom®, are preferred for plant use.

The stereoselective reduction of ketones to alcohols is an interesting example
of a transformation where a number of different reagents can be used. BINAP metal
diamine complexes (Noyori catalysts, Fig. 1.22 and analogous compounds) can se-
lectively catalyse [24] the chiral hydrogenation of a variety of organic ketones and
have been used for industrial synthesis of some pharma compounds. Both R and S
catalysts are available, but expensive, so industrial use requires good conversion at
low catalyst levels combined with successful recycling. The recovery of the catalyst
is important both from the economic point of view and in order to minimise the
contamination of the product with traces of ruthenium. Variants on standard Noyori
conditions worth investigating include the use of diguanidinium- or PEG-modified
BINAP catalysts, which give high e.e. values in polar solvents such as methanol
and ethylene glycol [25]. The catalysts can be easily precipitated by the addition of
a suitable non-polar solvent. Another potentially useful modification is Ru com-
plexes constructed with BINAP on silica gel [26], where the catalyst is easily filtered
off for re-use. However, consideration has to be given to the potential abrasive ef-
fects of silica gel on glass-lined reactors.

Due to the expense, scarcity and toxicity of heavy metals, much research effort has
been expended in devising iron complexes that can carry out chiral reductions of
ketones [27, 28]. Although high e.e. (enantiomeric excess) values are far from gen-
eral, they can be obtained in some cases, such as the reduction of acetophenones,
and these complexes are clearly worth investigating, where applicable.

Non-chiral reduction of ketones can be accomplished by sodium borohydride or
lithium aluminium hydride (LAH), and various chiral auxiliaries have been devised
that make such reductions stereoselective [29, 30]. Such methods are not general, but
can give high e.e. values in some cases, such as the reduction of acetophenone deriva-
tives and related compounds. Sodium borohydride is much safer to handle than LAH,
since its reaction with water is less violent, so it is preferred for industrial use, but LAH

Fig. 1.22: Noyori catalyst for stereoselective hydrogenation of ketones.

20 Chapter 1 Route, reagent and solvent selection

 EBSCOhost - printed on 2/14/2023 6:43 AM via . All use subject to https://www.ebsco.com/terms-of-use



can be purchased in THF-soluble bags to ease handling dangers. LAH is more expen-
sive than sodium borohydride, and also produces large quantities of lithium and alu-
minium salts, so the environmental impact of the large-scale use of this reagent needs
to be considered.

A widely applicable method for asymmetric ketone reduction is the use of borane
(typically, as the disulfide complex) in combination with oxazaborolidine catalysts.
2-Methyl-CBS-oxazaborolidines (Fig. 1.23, au) and 2-methoxy-oxazaborolidines
(av, the latter produced either ‘in situ’ or shortly before the reduction from chiral
amino alcohols and trimethylborate) are the main catalysts used [31, 32, 33], both
isomers being available. The oxazaborolidines give enantioselective reduction of
a wide range of ketones. This method has the advantage of not involving heavy
metal catalysts. The use of the borane dimethyl sulfide complex creates an un-
pleasant odour, as the dimethyl sulfide is freed during the reaction, and a bleach
scrubber may be necessary on a large scale to absorb this highly volatile liquid.
The typical precursor to the oxazaborolidines is R or S α,α-diphenylprolinol (aw,
also known as α,α-diphenyl-2-pyrrolidinemethanol). Unfortunately, this com-
pound, being somewhat psychoactive, is occasionally abused, despite its serious
side-effects [34]. The misuse of the compound has led to increased regulation and
subsequent intermittent supply problems in some countries.

A number of biotransformation reactions have been used for stereoselective ketone
reduction. Isolated enzymes can be employed, although relatively expensive cofac-
tors, such as NADPH, are needed. Cofactor recycling can be accomplished by the use
of another enzyme, such as a glucosedehydrogenase (GDH). The latter enzyme has

Fig. 1.23: Oxazaborolidine reduction catalysts and α,α-diphenylprolinol (aw).
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been used [35] in combination with a ketoreductase (KRED) to convert a β-ketoester
(Fig. 1.24 ax) to a chiral alcohol (ay) with 99.9% e.e.; the KRED reduces the keto group
while glucose is simultaneously oxidised by the GDH to enable efficient NADPH recy-
cling by regenerating this cofactor.

Recombinant enzymes can also be used for reductions, such as modified ketoreduc-
tases (KREDS)[36], and these have been tailored to reduce ketones where native en-
zymes fail, greatly extending the scope of biotransformation methods.

Whole cell methods are typically more robust than isolated enzymes and can
give good yields without the need for added cofactors. The reduction [37] of simple
β-ketoesters to give (S)-β-hydroxyesters using baker’s yeast has been known for
over a century, but is far from general. The reaction has been extended to various
ketones containing an aryllsulfone, arylsulfoxide or arylsulfide group at the α-position
[38]. Yeast cells are often encapsulated in a suitable matrix, such as sodium alginate,
in order to give easier separation from the product. The stereoselectivity of yeast can
be increased or even reversed by genetic modifications [39]. Other genetically modified
organisms, such as E. coli, can be used to reduce various ketones to chiral alcohols
[40, 41].

The above survey of stereoselective ketone reduction is not comprehensive, but
shows the main options that would need to be considered for accomplishing this
transformation. If more than one of these methods shows initial promise in the lab-
oratory, a detailed comparison involving cost, yield, product purity, environmental
considerations, etc. would need to be carried out. Such comparisons between meth-
ods apply to most transformations; there is seldom only a single reagent that does
the job, and one that gives too many side-products or is awkward to use on a large
scale can delay process development. Such delays may eat into the patent life of a
new compound, which can severely affect a company’s profitability. Robustness
and ease of development are important considerations, even trumping the theoreti-
cal possibility of increased yield on occasions. With an existing compound, where
price is the determining factor, there may be more of an opportunity to spend time
exploring more ‘unusual’ methods or reagents, if there is a promise of an eventual
overall lowering of costs.

Fig. 1.24: Ketone reduction with a KRED enzyme.
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1.7 Solvent selection

Once a reagent has been chosen, a suitable solvent is often needed, although some
reactions involving liquid reactants and products (or low-melting stable solids that
can be used above their melting points) may not need a solvent at all. When a sol-
vent is required, industrial reactions are typically run at relatively high concentra-
tions, in order to minimise solvent costs and distillation time, while maximising the
output from a given reactor. Starting material concentrations in the range of 10%
w/v to 30% w/v are typical.

Some laboratory solvents are rarely used on a large scale. For example, diethyl
ether, with a boiling point of around 35 °C [42], is likely to end up as a gas on hot
summer days. It can easily be ignited by hot objects or surfaces, even without a
flame being present. To make matters worse, it also has a potential to form explo-
sive peroxides. Higher boiling ethers such as THF, 2-methyl-THF and diisopropyl
ether (DIPE) are preferred, but peroxides may still be a problem, and testing is re-
quired to avoid the dangers of an explosion (particularly likely when removing an
ether by distillation, since the peroxides become concentrated in the distillation
pot). Stabilisers are often added to commercial ethers to inhibit peroxide formation,
but can contaminate products, particularly when large quantities of solvent are
used for chromatographic separations.

In addition to low-boiling solvents, water-miscible solvents tend to be avoided
if non-miscible alternatives can do the job. Work-up is easier if washing with water
is feasible, and in many cases the product does not need to be isolated, but can be
carried on in solution to the next reaction stage, after suitable washes to remove inor-
ganic compounds and unwanted impurities. Common immiscible solvents include tol-
uene, xylenes, isopropyl acetate (i-PrOAc), n-butanol and 2-methyl-THF. All of these
form azeotropes with water, so will remove traces of water when distilled off during
work-up, thus avoiding the need for drying agents. Such solvents are used in a vast
array of industrial processes and can be recycled by distillation, if necessary, decreas-
ing the overall cost and the environmental impact of the process.

Polar aprotic solvents such as DMF, DMSO and NMP are required for some trans-
formations. Such solvents are water miscible, so the addition of a second immiscible
solvent is required if washing with aqueous phases is needed at the end of the reac-
tion. Distillation of DMF and DMSO from reaction mixtures raises stability issues [43]
and requires a high vacuum, so the recycling of these solvents is less common.

Chlorinated solvents are frowned upon due to their undesirable environmental
properties, although there are a number of reactions, such as chlorinations of het-
erocycles with PCl5 or Friedel-Crafts reactions, where they are hard to avoid. Many
laboratory solvent-free methods are not suitable for use on a large-scale due to poor
heat removal. In some instances, the starting material can be used as a solvent,
such as Friedel-Crafts reactions with toluene or xylenes, but this is only practical
with a few substrates. The use of methane sulfonic anhydride enables the acylation

1.7 Solvent selection 23

 EBSCOhost - printed on 2/14/2023 6:43 AM via . All use subject to https://www.ebsco.com/terms-of-use



with carboxylic acids (via the mixed anhydride, which is formed in-situ) of some
simple aromatics, such as toluene or mesitylene, with neither a Lewis acid catalyst
nor solvent being required, other than the aromatic reactant [44]. However, this
method is not general, and there is no universal method for the avoidance of chlori-
nated solvents in Friedel-Crafts reactions. Nitro compounds, such as nitromethane or
nitrobenzene, have been used in some cases although they are not recommended,
since nitromethane is explosive [45] and nitrobenzene highly toxic [46].

Water is considered the ideal solvent, although most starting materials are not
soluble enough to avoid the formation of a two-phase system, which often leads to
slow rates of reaction. Phase-transfer reagents can speed up reactions in water, but
may complicate work-up. Even when reactions can be carried out in water, the
work-up is often far from straightforward and may require the addition of a solvent
to enable the recovery of the product without loss of yield, thus negating the envi-
ronmental advantages of using water. Salting-out procedures may be helpful for
product isolation from water.

Ionic liquids can be used to carry out a variety of reactions, sometimes giving
superior yields to conventional organic solvents [47, 48]. Ionic liquids are typically
expensive, so practical recycling procedures are required to make their use econom-
ically viable. Being non-volatile, there are no losses of ionic liquids by evaporation
or any danger from harmful or flammable vapours. Of course, significant losses
may occur when removing the product or impurities by extraction. Ionic liquids
generally have a low solubility in alkanes, so an alkane extraction can be used to
remove non-polar impurities or products. However, their solubility in water can
lead to unwanted contamination of aqueous washes, giving rise to environmental
problems of disposal.

1.8 Costing

Potential synthetic routes need to be costed and compared. Bulk prices for starting
materials and reagents are nearly always lower than laboratory catalogue prices,
often by a factor of 10 or so [49]. Quotes from manufacturers are needed for more
accurate estimation of costs. A ‘feel’ for likely yields is useful for costing estimates:
a simple esterification could be estimated to be likely to give a 90% yield, while for
an oxidation with a variety of likely impurities, 70% might be a better guess. Once
some laboratory work has been carried out, more accurate yields should be avail-
able. Capital costs have to be considered, and they greatly depend on which vessels
are required. A process that can more or less fit into existing plant will clearly have
lower capital costs than one in which a complicated special plant needs to be con-
structed. Other costs such as labour, overheads and energy can vary widely be-
tween countries, and these differences may be crucial in decisions regarding the
siting of plants. Close collaboration with chemical engineers is vital in order to
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obtain reasonably accurate costings. Spreadsheets are normally used for cost esti-
mates, since they can be easily updated as prices and yields change. Table 1.1
shows a typical rough initial costing calculation for a single stage using hypotheti-
cal compounds and prices. The calculation assumes 90% of the solvent is recycled
and reused in the next batch. Without solvent recycling, the cost contribution of the
solvent increases from £0.71 per kg of product to £7.13 per kg of product, greatly
adding to the overall cost.

Once a suitable route has been chosen and shown to work in the lab, your thoughts
can turn to scale up. The first consideration needs to be the potential hazards in the
scale-up of the resulting process; it’s always wise to consider these upfront rather
than have them forcefully shown to you, either by your colleagues or by the reac-
tions themselves, some months down the line. These hazards will be discussed in
the following chapter.

Tab. 1.1: Initial rough costing for a single (hypothetical) stage.

Molar ratio Mol. wt. kg used per
kg prod.

Price £/Kg Cost per
kg prod.

Reactant A . . . £. £.

Reactant B . . . £. £.

Catalyst . . . £. £.

Product . .

Molar yield %

Solvent Solvent % Unrecycled Unrecycled

L/kg React. A Recycled L/kg A L/kg product Price £/L

. % . . £. £.

Capital £.

Other costs £.

Cost/kg prod. Total £.
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Chapter 2
Scale-up hazards

2.1 Overview of hazards

As reactions are carried out on a larger and larger scale, the potential dangers also
increase. Identifying hazards and reducing the associated risk is a vital part of pro-
cess development. Neglect of plant safety has sadly led to many preventable inju-
ries and deaths, so this is a topic that all process chemists should understand in
depth. However, on the whole, the safety of chemical processes has improved over
the years. For example, in the 1950s, ICI (at that time the leading chemical company
in the UK) ran fluorination processes [50] that became extremely unstable if the
temperature was too low (a not uncommon occurrence). Such processes would be
avoided at the design stage today, where processes are devised to ‘fail-safe’, so that
any removal of heat, stirring, cooling, etc. will not lead to a serious incident. Nowa-
days, most process development chemists go through their careers without experienc-
ing a large-scale fire or explosion. Large companies often have a dedicated process
safety laboratory (PSL), which has overall responsibility for process safety, but in
many establishments it is part of the job of the process development chemists design-
ing the process, in collaboration with chemical engineers, analytical chemists and
plant managers, to carry out the necessary studies in order to ensure process safety.

Broadly, process hazards can be divided into explosions, over-pressurisation,
fires, toxicity and corrosive hazards, all of which have to be assessed during the
risk assessment of a process. Some hazards are not immediate, such as the slow
corrosion of a vessel or pipework, which can lead to catastrophic failure after sev-
eral batches, and may not be apparent from laboratory runs in standard glassware.
In some cases, hazards can be avoided by the substitution of a less toxic or unstable
reagent. Where it is not practicable to avoid hazardous reagents or intermediates,
the amount present at any one time can sometimes be reduced by the use of contin-
uous reactors. Whatever the plant set-up, suitable personal protective equipment
(PPE) is essential for minimising risks. Apart from hazards associated with pro-
cesses, other hazards, such as those due to manual handling, electricity and trip-
ping, exist on plants and should not be neglected. Back injuries due to lifting can
easily arise in plants, particularly when inexperienced staff try to move heavy ob-
jects without proper assessment of the risks.

https://doi.org/10.1515/9783110717877-003
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2.2 Exothermic reactions and calorimetry

Exothermic reactions are one of the greatest hazards that need to be considered on
scale-up. The heat produced from a reaction increases in proportion to the volume,
while the cooling from a jacket increases in proportion to the surface area. Since
the volume of a spherical reactor is proportional to the radius cubed, while the sur-
face area is proportional to the square of the radius, the ability of a cooling jacket to
remove heat decreases as the size of a reactor increases. Consider a laboratory
spherical flask of radius 0.1 m – the volume will be (4/3)πr3 = 0.0041888 m3, the
surface area 4πr2 = 0.12566 m2 and the ratio of volume to surface area will be
ca. 0.033. For a pilot plant reactor of radius 1 m, the volume will be 4.1888 m3, the
surface area 12.566 m2 and the ratio of volume to surface area will be ca. 0.33, ten
times greater. This is a simplified model, but it shows that increasing the scale
makes a cooling jacket less and less effective. Overheating is particularly dangerous
when unstable substances are present, or when the reaction mixture reaches the
boiling point of the solvent, causing sudden over-pressurisation. Reactors are typi-
cally fitted with a ‘bursting disc’, which is designed to break under pressure, avoiding
catastrophic destruction and instead ignominiously depositing the reaction mixture
into a suitable overflow tank (also known as a catch tank or dump tank).

Initial examination of thermal hazards often involves running differential scan-
ning calorimetry (DSC) on starting materials, reagents, products and isolable inter-
mediates [51]. In DSC, a weighed sample of a few milligrams is sealed in a small
metal ‘pan’. An empty reference pan is used for comparison. The two pans are grad-
ually heated in the instrument, and a graph is produced showing the differences in
heat flow between the two pans against temperature. The scan will show the tem-
perature of any melting (endothermic peak if no decomposition), other phase tran-
sition or exotherm. Figure 2.1 shows a typical (hypothetical) endothermic melting
point peak trace.

Fig. 2.1: DSC (hypothetical) of a melting point.
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DSC examination of solids should be carried out both in the dry form and when
wet with the solvents used. Such studies are particularly important before any large-
scale drying is carried out. Phase transitions between different polymorphic forms
are not uncommon on heating solids and may be both exothermic and occur signifi-
cantly below the melting point. Any significant exotherms at temperatures relatively
close to the temperature of operation are a cause for concern and should trigger a
much more detailed investigation, or even a change of route. It should be noted that
the onset of an exotherm in a DSC typically occurs at a somewhat higher temperature
than in the bulk solid, due to the very small size of DSC samples. Figure 2.2 shows a
typical (hypothetical) exotherm trace.

Accurate measurement of the magnitude of significant reaction exotherms is vital
and needs to be carried out on the actual reaction mixtures. Simply mixing the reac-
tants and looking at the temperature rise will lead to underestimation of exotherms,
due to heat losses to the environment. However, there are a number of commercial
laboratory reaction calorimeters available, such as Syrris’s Atlas HD Reaction Calo-
rimeter, Mettler Toledo’s RC1mx or H.E.L.’s Simular I Heat-Flow Reaction Calorime-
ter. These will give accurate thermodynamic data, including heats of reaction, if
used according to the manufacturer’s instructions. Such calorimeters can be used
for heat flow calorimetry (HFC), in which the heat flow through the reactor wall is
measured. Calibration runs are required, so the process can be lengthy. An alterna-
tive is power compensation calorimetry (PCC), which is supported by some reaction
calorimeters. In this mode, a heater is used to maintain isothermal conditions by
compensating for the cooling effect of the jacket. This avoids the need for calibra-
tion runs, but there can be problems from hot spots around the heater. Some con-
sultants and academic laboratories offer calorimetric services if a company does not
possess the necessary equipment.

If necessary, rough estimates of heat losses to the environment can be made by
carrying out a reaction where the heat of reaction is known (such as adding an acid
to an alkali) on the same scale and in the same equipment in which the reaction of

Fig. 2.2: DSC (hypothetical) of an exotherm.

28 Chapter 2 Scale-up hazards

 EBSCOhost - printed on 2/14/2023 6:43 AM via . All use subject to https://www.ebsco.com/terms-of-use



interest is tested. Such methods do not give very accurate results, but are better than
simply guessing.

As well as the reaction exotherms that arise during normal processing, the adia-
batic temperature rise [52] is also of interest. This is the temperature produced with
no heat loss to the environment and all the initial starting materials and reagents
being present from the beginning (no controlled addition of reagents). Such a temper-
ature rise gives a worst-case scenario, with all the inputs added to the vessel and the
cooling having failed, and is useful to flag up reactions that need detailed evaluation.
Small adiabatic temperature rises of less than 50 °C are generally considered of low
severity (except when the rise would take the reaction mixture above the boiling
point of the solvent), while an increasing degree of concern is generated as the rise
moves above this point [53]. The adiabatic temperature rise can be estimated experi-
mentally or calculated. Where potential runaway reactions are flagged up by DSC or
reaction calorimetry, accelerating rate calorimetry (ARC), which gives more detailed
quantitative information on onset temperatures, heat generation and potential pres-
sure changes under adiabatic conditions, can be advantageously carried out.

Intrinsically unstable compounds have a self-accelerating decomposition tem-
perature (SADT), which is the temperature at which the bulk solid starts heating
of its own accord. The SADT needs to be determined for safe operation. For exam-
ple, using a variety of methods, including the direct heating of large samples and
theoretical calculations based on DSC data, the SADT of the azo initiator AZDN
(AIBN, 2,2ʹ-azobisisobutyronitrile) (Fig. 2.3) was determined as being between 47
and 55 °C for the bulk solid [54]. This is not one for heating in the oven.

For batch reactions, exotherms are typically controlled by the slow, controlled addi-
tion of a reagent or starting material, sometimes referred to as a ‘semi-batch’ reac-
tion. Clearly, this addition is more easily carried out if the substance to be added is
a liquid, which can be pumped in or added from a graduated glass header vessel.
Solids are conveniently added in solution, although in some cases this is not possi-
ble. Various screw feeders have been devised for the slow addition of solids, but
none are immune from blockages. In practice, solids may have to be added via the
vessel manway, with the operator suitably attired in an air suit. If this procedure is
adopted, great care is needed to ensure that minimum foaming occurs; otherwise,

Fig. 2.3: AZDN (AIBN), an unstable azo initiator.
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the vessel contents may escape via the manway. I know of one instance, many dec-
ades ago, where a somewhat bulky chemist prevented such an escape by putting
their full weight on the manway cover, while their colleague quickly bolted it into
place. Such procedures are not recommended.

The slow addition needed to control exotherms adds considerably to reaction
time, so an addition that is carried out in minutes in the laboratory becomes hours
in the pilot plant. Obviously, a prolonged addition time may affect the chemistry,
so it is vital that such times are estimated prior to pilot plant runs and laboratory
experiments carried out to ensure that the chemistry is not adversely affected.
Again, collaboration with chemical engineers is vital. Looking at how long other
exothermic reactions have taken in a particular pilot plant vessel can also help with
achieving reasonable estimates for addition time.

It might be thought this the highest possible cooling should be used on exother-
mic reactions, but this is not always the case. There is a particular danger of a reac-
tion becoming so slow that dangerous amounts of reactants build up. The eventual
reaction can now be far harder to control than a steady reaction at a higher temper-
ature. Reactions that do not necessarily start immediately, but instead have an in-
duction period, are particularly hazardous. The formation of Grignard reagents on a
large scale requires particular care. Typically, the organic halide is slowly added to
a slurry of magnesium turnings in a suitable solvent, often THF or 2-MeTHF. All
sorts of catalysts, such as traces of iodine, dibromoethane or iodomethane, have been
used to ensure the smooth formation of Grignard reagents, but the most reliable
method is to add a catalytic amount of the required Grignard reagent that has been
previously formed in the laboratory. Often, this is added after a small fraction of the
halide has been added to the magnesium. Careful attention to reactor temperature
traces should show an exotherm when a Grignard reagent begins to form. The bulk of
the organic halide should not be added until such an exotherm is noted.

Occasionally, emergency actions are required to control unexpected exotherms
on a pilot plant, provided the rise in temperature is not rapid enough to warrant im-
mediate evacuation. Such exotherms may occur if there is a failure of the cooling sys-
tem or a change to the usual course of a reaction (such as an oil unexpectedly turning
solid and making the mixture too viscous). It is sometimes possible to reduce the tem-
perature by adding additional solvent. If the solvent is at a lower temperature than the
reaction mixture it will tend to have a cooling effect, while in most cases the increased
dilution will also tend to slow the rate of reaction. This procedure is only useful if the
reactor is not already full, so it is a good argument for allowing plenty of space above a
reaction mixture, which also allows room for some foaming to occur. It is not good
practice to run pilot plant batch reactions with completely full reactors. Water can also
be pumped into a reactor if none of the substances present react or give exotherms. An
emergency quench may also be employed, in which the reaction mixture is dropped
into a larger reactor containing a large excess of a suitable quench medium, such as
water or an alcohol, as appropriate.
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Effective mixing is essential for the control of exothermic reactions, and it’s im-
portant to use the correct agitator. For a batch reaction involving solids that tend to
sink to the bottom of the reactor, a ‘U-shaped’ anchor agitator is typically preferred,
with minimum ‘dead-space’ in which solid can accumulate. For a reaction involving
the rapid mixing of liquids, a fast propeller-type agitator would normally be better.

Some exothermic reactions are better controlled by using a continuous reactor,
particularly where reactions are fast and do not involve solids, which may lead to
blockages. Due to the smaller size of continuous reactors, much greater cooling is
possible. Some reactions can be carried out in metal tubes, where the liquid re-
agents mix as they are pumped through and external cooling is employed. For
other continuous reactions, an actual vessel is needed, but sufficient mixing can be
obtained by the fast injection of gas (either as a reactant, such as chlorine, or an
inert gas, such as nitrogen) to make an agitator redundant. Without the need to ac-
commodate an agitator, internal metal cooling pipes can be used, greatly increasing
the available cooling. Such a reactor is shown in Fig. 2.4, with chlorine and liquid
reactant entering through the bottom of the reactor, and the liquid chlorinated
product overflowing into an outlet tube at the top of reactor, while hydrogen chlo-
ride gas is vented from the top. The diagram shows only two cooling tubes for clar-
ity, although more would be used in practice. These would be made of tantalum,
which is relatively resistant to a mixture of chlorine and hydrogen chloride. Hori-
zontal baffles might also be used to ensure efficient mixing.

Fig. 2.4: Chlorination in a vertical continuous reactor.
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2.3 Unstable reagents, catalysts, intermediates and by-products

Reagent and catalyst stability are just as important as those of reactants and prod-
ucts. Hydrogenations and other metal-catalysed reactions are particularly notorious
for causing fires, the dry catalysts being liable to cause ignition of hydrogen or sol-
vent vapours. Filtration of the catalyst after the completion of the reaction is often
the most dangerous stage, since the catalyst may dry out on the filter if care is not
taken. Keeping the catalyst wet with water and under a nitrogen atmosphere during
and after its filtration helps prevent ignition. I find running a video of the Hinden-
burg disaster on a control room computer helps focus minds on safety during
hydrogenations.

Sodium and lithium metals are typically used in Birch reductions, but both
react with water (very vigorously in the case of sodium) and tarnish in air. For some
Birch reductions, less reactive calcium metal can be used instead [55]. Liquid am-
monia is used as solvent in Birch reductions, and this toxic substance requires care-
ful handling. Recent laboratory work from the Baran group [56] has demonstrated
an electrochemical alternative that does not require liquid ammonia and reduces a
wide range of substrates, such as phenylethanol (Fig. 2.5), although it remains to be
seen if this method will be commercialised.

Diborane is a highly flammable, toxic gaseous reducing reagent, which is normally
used as its more stable dimethyl sulphide complex, although the THF adduct is also
sometimes employed. Both complexes are commercially available in solution, giving
reagents that are much safer to use than the neat gas. The auto-ignition temperature
(AIT) for pure diborane in air was recently measured as 136–139 °C [57].

There are cases in which both the reactant and product are reasonably stable,
but the reaction proceeds via an unstable intermediate. One common case is the
reduction of aromatic nitro compounds to anilines, which goes via an unstable hy-
droxylamine compound [58]. Careful optimisation of the reaction conditions is
needed to prevent accumulation of the hydroxylamine derivative (Fig. 2.6).

Ozonolysis reactions on double bonds lead to the formation of unstable ozo-
nides, which are then decomposed, usually by being reduced to carbonyl com-
pounds or alcohols (Fig. 2.7). However, incomplete decomposition of the ozonides
can lead to explosions during work-up. Ozone itself, which is normally produced in
oxygen by an ozone generator, is an extremely hazardous gas, unsuitable for bulk

Fig. 2.5: Electrochemical reduction of phenylethanol.
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batch reactions. Continuous flow reactors have been used to reduce the dangers of
ozonolysis by companies such as Lonza [59].

Diazonium salts are another group of unstable intermediates, which are usually formed
in situ, below 5 °C, prior to undergoing further reactions to give a wide variety of prod-
ucts. Tight control of the operating conditions is essential [60]. A number of explosions
have been reported over the years, both in laboratories and on plants [61–63]. Continu-
ous flow methods can minimise the amount of diazonium salt present at any one time
[64–66]. The latter reference involves two unstable intermediates, the diazonium salt
(Fig. 2.8 a) and the azide (b), both kept at low levels by the use of flow chemistry.

Unstable compounds may occur as unwanted by-products and must be safely
removed. An example is during aromatic nitration, where typically mononitration
is desired, but traces of unstable di- and tri-nitro compounds may form. Subse-
quent distillation of the mononitro compound can lead to dangerous concentra-
tions of the di- and tri-nitro species. Such a procedure was the cause of the 1992
Hickson and Welch disaster, in which five people lost their lives. Tarry residues
from a nitration distillation still had been allowed to accumulate over many years.
An attempt was made to remove the residues using steam softening and a metal
rake, which eventually led to a jet fire, as two immense jets of burning vapours
projected out of the vessel [67]. Such incidents can be avoided by proper safety

Fig. 2.6: Nitro reduction via unstable hydroxylamine.

Fig. 2.7: Ozonolysis via unstable ozonide.
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evaluations before any work is carried out and the regular removal of distillation
residues, so that they are not allowed to accumulate.

2.4 Solvent hazards

The stability of solvents needs to be carefully considered. There are no totally inert
solvents: all will undergo reactions under some conditions. Even when a solvent is
stable under the reaction conditions, decomposition can occur during work-up or
recovery for recycling.

The decomposition of DMSO [68, 69] has been the cause of a number of labora-
tory and plant incidents over the years. Acid-catalysed autocatalytic decomposition
can occur at temperatures below its boiling point even under an inert atmosphere.
The decomposition can give rise to formic, acetic, methanesulphonic and sulphuric
acids, which serve to increase the rate of decomposition. Strong bases remove a pro-
ton from DMSO to form the dimsyl anion, which has a number of synthetic uses.
However, the reaction of sodium hydride and DMSO can cause a run-away exotherm
and the explosive formation of gases [70]. Similar hazards can occur with sodium

Fig. 2.8: Continuous formation of diazonium salt (a) and azide (b).
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hydride and DMF or DMAc. Although most process chemists are aware of the danger
of such mixtures, a few large-scale reactions are still reported in the literature.

Acetonitrile is sometimes assumed to be an inert solvent, possibly because of
its widespread use in HPLC. However, it can react with nucleophiles under condi-
tions of both high and low pH. Acetonitrile and aqueous sodium hydroxide react
exothermically and have the potential for a runaway reaction [71]. Under acidic condi-
tions, alcohols can add to acetonitrile, giving an alkyl imidate salt via the Pinner reac-
tion (Fig. 2.9). Subsequent hydrolysis can lead to the rapid evolution of ammonia.

Ether solvents, such as THF, dioxane and diisopropyl ether readily form unstable
peroxides, as do a few hydrocarbons, such as cumene. Peroxides are particularly
hazardous when the solvent is removed by distillation, where the peroxides become
concentrated and can explode. Commercial THF and diisopropyl ether are typically
sold with butylated hydroxyl toluene (BHT) as an inhibitor. However, BHT can po-
tentially contaminate products, particularly when they are isolated as an oil or
when large quantities of solvent are removed following purification by preparative
column chromatography. Inhibitor-free tetrahydrofuran is available, but should be
tested for peroxides and always used fresh. This is not something you want to leave
at the back of the warehouse for your next pilot plant campaign.

Small amounts of solids in solvents can lead to the clogging of filters and other
equipment, which can be a particular problem with continuous processes. For ex-
ample, small amounts of poly(THF) impurity from a particular batch of THF have
blocked flow equipment on a plant-scale process [72]. Solids, including product,
can sometimes drop out of solution on standing, particularly if drums containing
solids in organic solution are left outside on cold winter nights.

In most plants, the flammability of solvents is controlled by the nitrogen inert-
ing of vessels. The use of inert gases undoubtedly makes processes safer, but can
lead to dangers, including asphyxiation when workers enter confined spaces con-
taining an inert gas, which can happen during vessel maintenance or due to leaks
in small rooms. Permit to work systems should dictate that the nitrogen supply to
a vessel is blanked off and the vessel purged with air, prior to entry into the vessel.
In addition to inerting procedures, solvent fires in plants are also prevented by

Fig. 2.9: Pinner reaction of acetonitrile.
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reducing the likelihood of sparks. Antistatic measures, such as earth (grounding)
connections on drums and pumps during solvent transfer and wearing antistatic
boots, are essential safety precautions. Plant electronic equipment needs to be ‘Ex-
rated’ (i.e. designed to appropriate specifications, so as not to be a source of sparks).
As well as solvents, dusty organic solids can also pose an explosion risk and require
similar precautions.

2.5 Incompatible substances and unintended gas formation

It is important that the substances and solvents used in a reaction and work-up are mu-
tually compatible. Some incompatibilities are obvious, such as acids and bases. Less ob-
vious ones include acetone and chloroform, which interact with a large exotherm in the
presence of base, where dichlorocarbene can be formed and goes on to react with the
acetone. Even in the absence of base, there is some exotherm due to hydrogen bonding
between the hydrogen in the chloroform and the oxygen of the acetone.

Hypothetical scenario 1

After running a chromatography column, a chemist ends up with 100 L of mixed
dichloromethane and acetone. They add this to an empty waste drum and label it
as ‘waste chlorinated solvent’. The drum sits out in the yard for a while. A second
chemist adds a further 80 L of chloroform, followed by a few litres of chlorobenzene
contaminated with aqueous sodium hydroxide. They tighten up the drum cap and
walk away, narrowly avoiding shrapnel from the exploding drum.

Such dangers show the need to actually list the contents of waste drums, as
general ‘chlorinated solvent’ or ‘non-chlorinated’ solvent labels are not appropriate
when large quantities of waste are being disposed of.

‘Bretherick’s Handbook of Reactive Chemical Hazards’ [73] is an invaluable
source about chemical incompatibilities, and should always be consulted by pro-
cess development chemists. It is available both in book form (currently on its 8th
edition) and online. Another useful volume is Stoessel’s ‘Thermal Safety of Chemi-
cal Processes’ [74], which covers the thermal hazards associated with different
types of reactors, while also including numerous case studies.

Some reagents, such as hydrogen peroxide, give rise to oxygen gas. This can be
diluted to a safe level with a strong nitrogen flow and slow reagent addition. Oxy-
gen meters on the reactor and gas outflow line ensure that levels are kept low.

Although the reaction of carbonate salts and acids seems straightforward, in
practice, it can be delayed due to slow reactions of weak acids [75] or suspensions
of undissolved carbonate.
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Hypothetical scenario 2

A reaction is carried out for the first time on a pilot plant. Two process development
chemists are present, along with their team leader, two pilot plant staff, a chemical
engineer and the pilot plant manager. The head of process development puts in an
appearance to check that everything is going as expected. Several samples are
taken, and all temperature changes are carefully noted and recorded. Great care is
taken with every step. At the end of the shift, the product is safely in the oven, and
the initial indications of purity and yield are excellent. Everybody goes home con-
gratulating themselves on a job well done. Two inexperienced members of staff ar-
rive for the night shift. All they have to do is to drum off aqueous layers and ready
the plant for batch two. The aqueous layers contain carbonate washes and are
quickly put into drums, which are left outside in the yard with their caps tightly
shut while other tasks are attended to. The carbonate washes contain a weak acid
that slowly leads to the formation of carbon dioxide. The drums finally explode just
as the morning shift arrives.

It is therefore important to leave the caps on carbonate and bicarbonate waste
drums loose to prevent pressurisation on standing. Labels should be attached warn-
ing of loose caps, so the drums are not moved in this state. More generally, this sce-
nario shows the importance of considering hazards during routine steps, such as
waste storage and cleaning, rather than just those steps involving the reaction and
work-up. For example, the cleaning of flexible hosing can give rise to incidents,
particularly when cleaning is left to a subsequent shift, when the staff might be un-
aware that corrosive or toxic substances may be left in the hoses. Clear labelling of
equipment and detailed, written shift changeover notes are required to prevent
such incidents.

2.6 Toxic substances – their control and substitution

Apart from fires and explosions, the toxicity of substances needs to be considered.
Sometimes toxic substances can be replaced by less dangerous alternatives. In addi-
tion, the amount of a toxic substance in use at any one time can often be reduced by
using continuous as opposed to batch reactors, although these are not always practi-
cal. Some toxic substances can be generated in situ. For example, diphosgene (tri-
chloromethyl chloroformate) or triphosgene (bis(trichloromethyl)carbonate, BTC)
(Fig. 2.10) can be used instead of the extremely toxic gas phosgene [76]. However,
both these alternative reagents are in equilibrium with phosgene gas, so they need to
be treated with great caution. In practice, diphosgene, being a liquid, is easier to han-
dle on a plant than triphosgene, which is a solid. Diphosgene can readily be pro-
duced by the photochemical chlorination of methyl formate or methyl chloroformate
[77]. Diphosgene can be used in the preparation of a wide range of isocyanates [78],
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which may further react to give carbonates, carbamates and related compounds.
Since phosgene was used to terrible effect as a chemical weapon in the First World
War, its use is tightly controlled, although the exact licensing regulations applicable
vary from country to country. A milder phosgene analogue is 1,1-carbonyldiimidazole
(CDI), which is more expensive and less reactive than phosgene, but can be used to
good effect in making various compounds such as organic carbonates [79]. In some syn-
theses, dimethyl carbonate (DMC) can be used as a benign phosgene replacement [80].

N-Methyl carbamate insecticides can be made by reacting phenolic compounds
with phosgene or its precursors to give a chloroformate (Fig. 2.11 c), and then react-
ing the latter compound with methylamine to give the N-methyl carbamate (d). The
direct reaction of phenols and methyl isocyanate is an alternative, but since the
Bhopal disaster in 1984, caused by the large-scale emission of the latter compound,
many producers have avoided its use. Since methyl isocyanate is normally pro-
duced from phosgene and methylamine, the use of phosgene is not necessarily
avoided by employing methyl isocyanate. The production of carbamates from car-
bon dioxide has been achieved in the laboratory [81] under relatively high temper-
atures and pressures, although at the time of writing such processes are rarely used
industrially for insecticide production.

Chlorine gas is sometimes replaced by the use of hydrochloric acid and an oxidising
agent, such as sodium chlorate [82] or hydrogen peroxide, with a suitable catalyst
[83]. Such procedures avoid the hazards of using chlorine gas, although care must be
taken to control oxygen levels in the reactor, usually by slow addition of the oxidising

Fig. 2.10: Diphosgene and triphosgene.

Fig. 2.11: Carbamate insecticides (d) from chloroformate intermediate (c) and methylamine.
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agent. Similarly, bromine can be replaced by the use of HBr and an oxidising agent,
such as hydrogen peroxide or sodium bromate. An example of the latter is a continu-
ous photochemical benzylic bromination [84] run with an output of up to 4.1 kg/h.

Fluorine itself is seldom used for fine chemical synthesis, due to its extreme re-
activity and toxicity. Hydrogen fluoride is sometimes employed, but is notorious for
its corrosivity and toxicity [85, 86]; it is one of the few substances that corrode
glass. Reactions involving fluorides can form traces of hydrogen fluoride during re-
actions or work-up if the pH becomes too low, both etching glass-lined vessels and
presenting a serious toxicity hazard. Appropriate PPE must be employed if there is
any risk of hydrogen fluoride being generated, while calcium gluconate gel should
be available to treat any burns, prior to emergency removal to hospital.

Hydrogen cyanide is another dangerously toxic substance [87]. Toxic cyanide salts
are sometimes employed for nitrile formation, and there is a risk of generating the even
more hazardous hydrogen cyanide if the pH becomes too low during the reaction or
work-up. At the time of writing, treatment with oxygen administered by trained first-
aiders is recommended in the UK in cases of cyanide poisoning [88], prior to emer-
gency removal to hospital, although guidelines vary from country to country.

Dimethyl sulphate is widely used as an industrial methylating agent, despite
being carcinogenic, since it is inexpensive and gives high yields over a wide range
of reactions. Much effort has been applied to finding suitable alternatives, although
none is universal. DMC, although less reactive, is a useful alternative for various
methylations [89, 90, 91]. Methanol itself can be used in some cases, such as the
methylation of phenols, but very high temperatures of above 300 °C are required,
which many compounds would not survive [92]. Of course, methylation and other
alkylation reactions of amines are often carried out by reductive amination, which
is a very common industrial reaction [93].

Osmium tetroxide or related osmium compounds are used as catalysts, in combina-
tion with an oxidant such as N-methylmorpholine N-oxide, for the syn-dihydroxylation
of alkenes. However, osmium tetroxide is both volatile and highly toxic, as well as en-
vironmentally harmful, so it is far from ideal for plant use. The old reaction using per-
manganate tends to give over-oxidation, but can be modified by the use of phase-
transfer catalysts to be more controllable, and other manganese compounds can also be
used [94]. Another alternative is the use of cerium ammonium nitrate (CAN) and iodine
[95]. Regardless of their lower toxicity compared to osmium tetroxide, permanganate
and CAN are very strong oxidising agents, and care is needed when handling them on a
large scale. Appropriate consideration is needed as to the handling of spills (absorption
onto inert substances is needed, not oxidisable substances such as cotton wool or paper
towels), quenching and disposal.

Toxic gases, such as chlorine, phosgene, hydrogen chloride and ammonia, are
commonly used on plants, and some may be generated during reactions. Scrubbers
are typically employed to prevent discharge to the atmosphere, with sodium hy-
droxide solution being used for acidic gases and a suitable acid, such as dilute
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sulphuric acid, for basic gases. It is important that scrubber capacity is adequate
for the amount of gas emitted and that the pH is regularly checked. Neutral organic
gases, such as methyl bromide (formed from some demethylation reactions) or
vinyl bromide (a by-product from the use of 1,2-dibromoethane), may require scrub-
bers charged with a high boiling organic solvent, such as toluene or xylene. Aque-
ous sodium sulphide and a phase transfer catalyst have also been used to destroy
methyl bromide [96]. Apart from its toxicity, methyl bromide is an ozone-depleting
substance, so its removal is important for environmental reasons.

Lines or valves for toxic gases need to be checked for leaks as soon as the gas
starts to flow. For chlorine or hydrogen chloride lines, the use of plastic ‘squeeze
bottles’ containing cotton wool soaked with ammonia solution enables leaks to be
quickly identified, as the white clouds of ammonium chloride are obvious. A variety
of electronic gas detectors and gas detector tubes are available, such as those pro-
duced by Dräger, and should be employed whenever toxic gases are used or gener-
ated. Carbon monoxide is particularly hazardous, being both toxic and odourless,
so great care should be employed when it is used or generated.

In general, workplace exposure limits to toxic substances are expressed as a
time-weighted average. A long-term exposure limit refers to an 8-h exposure period,
while a higher short-term exposure limit refers to exposure for 15 min. However,
regulations vary from country to country, as does their enforcement. Exposure to
toxic substances is controlled by suitable plant configuration. ‘Elephant trunking’
(local extraction via a wide flexible tube) is used to reduce exposure to harmful or
toxic solvents, being placed over drum or vessel openings when solvent is added or
removed. Enclosed filtration units, such as Nutsche filter-driers, can significantly
reduce the potential for exposure during filtration and drying operations. PPE, such
as air-fed suits or hoods, is required where exposure to toxic substances is possible.
Decontamination, typically with a shower, is necessary before air suit removal.
Sometimes other decontamination methods are needed; for example, aqueous am-
monia solution can be used to destroy any carcinogenic dimethyl sulphate before
PPE is removed. Dilute bleach can be used to oxidise thiol and sulphide com-
pounds, reducing the unpleasant odour.

2.7 Corrosive substances

A wide range of highly corrosive substances are used in plants. Strong acids,
such as concentrated sulphuric acid, are commonly used, and suitable PPE is es-
sential when handling such substances. Corrosive alkalis, such as sodium hy-
droxide, require similar precautions. Air-fed suits may be appropriate, or a
resistant apron, long gauntlets and visor. Many PPE manufacturers provide
much useful information on compatibilities on their websites. It should be noted
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that standard nitrile gloves are not always the best choice, and other options,
such as Viton® gloves, may be more appropriate for some substances.

In addition to protecting staff from injury, careful consideration has to be given
to possible corrosion of vessels and pipework, which, if neglected, can lead to very
costly replacement, if not failure and dangerous leaks. Standard glass-lined reactors
are resistant to most chemicals, although corrosion by hydrogen fluoride, as men-
tioned previously, is a possible hazard. Exposure to hot concentrated caustic alkalis,
such as sodium hydroxide solution, can also cause unacceptable glass corrosion over
time. In the latter case, stainless steel is a possible alternative for a reactor, provided
there is no other substance present that would attack it.

Stainless steel is subject to attack from a variety of acids, while it also corroded
by chloride ions [97]. If a metal vessel or cooling tubes are required under such con-
ditions (which may be necessary for rapid heat exchange, etc.), Hastelloy® alloy or
tantalum may be employed. The latter expensive metal is useful for exothermic
chlorination, since it will survive the onslaught of both chlorine and hydrogen chlo-
ride. However, even tantalum can be corroded under some conditions, such as bro-
mination in the presence of pyridine and methanol [98].

2.8 HAZOP and minimising risk

Prior to a process being introduced onto a pilot plant, the effects of possible pertur-
bations to the reaction conditions are formally examined. This procedure is called
HAZOP (hazard and operability), and typically involves both chemists and chemical
engineers sitting in front of a plant diagram for the process [99]. HAZOP is an essen-
tial element of the wider requirement for effective process safety management,
which is the overall framework for managing process risk. HAZOP considers devia-
tions systematically, so for the addition of a reagent to a vessel, the pertinent con-
ditions might be: (1) Add too much, (2) Add too little, (3) Add too quickly, (4) Add
too slowly, (5) Add at too high a temperature, (6) Add at too low a temperature, (7)
Agitator failure during addition, (8) Nitrogen failure during addition or (9) Con-
denser leak during addition. Thus, lists of ‘what if’ questions are produced for every
stage of the process. The answers to some of these might be readily available from
previous laboratory work, but often further test reactions need to be run.

Most perturbations will not have catastrophic consequences, but sometimes
changes to the process or plant configuration are needed so that risks are mini-
mised. For example, the chlorination of a heterocyclic compound with phosphorus
pentachloride under reflux might lead to a catastrophic reaction if water leaked
from a glass condenser, giving a violent reaction and the generation of copious
quantities of HCl gas. Assuming that reflux temperature is required, one possible so-
lution would be to configure the plant so that the condenser receives vapour from the
reaction, but is sited above an empty vessel, which would receive the water in event

2.8 HAZOP and minimising risk 41

 EBSCOhost - printed on 2/14/2023 6:43 AM via . All use subject to https://www.ebsco.com/terms-of-use



of a leak. Condensate could be pumped out of the empty vessel and recycled into the
main reactor if required. A second solution would be to use recirculating reaction sol-
vent in the condenser, cooling it with cold water via a heat exchanger. Synthetic oil
might also be used as a condenser coolant, if compatible with the reaction mixture. A
fourth solution would be replacing the glass condenser with a graphite block con-
denser, where the solid block ensures that leaks into the reactor are very unlikely.
However, this would probably be the most expensive option.

No single book chapter can cover all the possible hazards that might be encoun-
tered on scale-up. Fortunately, the literature on plant safety is extensive. Indeed, there
is an ‘urban legend’ of a scientist being seriously injured by a heavy safety tome falling
on their head from an upper book shelf. Be that as it may, a good process chemist
should keep abreast of the safety literature. Journals relevant to process safety include
Organic Process Research & Development (OPRD), Chemistry and Industry, the Journal
of Loss Prevention in the Process Industries (JLPPI) and Process Safety and Environmen-
tal Protection. However, incidents can be caused by poor communication rather than
lack of knowledge. The importance of detailed, written shift-changeover notes cannot
be underestimated. Another underlying cause of incidents is failure to follow standard
procedures. Standard operating procedures (SOPs), batch documents and equipment
manuals all play a vital role in ensuring plant safety and should not be ignored just
because it seems convenient to do so. Mistakes in documentation do occur, but in most
companies are comparatively rare, since SOPs and batch documents are checked and
signed off by multiple individuals before being issued. Instructions are probably there
for a good reason, even if you may not immediately be aware of it. If in doubt ask.
Good communication is the greatest safety device.
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Chapter 3
Purification

3.1 Measuring purity

It is one thing to have a process to make a compound and another to be able to con-
sistently produce a product with acceptable purity. Firstly, you have to consider how
the purities of the intermediates and the final product are going to be measured. This
is the preserve of analytical development. In some companies, analytical develop-
ment chemists are integrated into the process development department; in others,
there is a separate analytical development department; and in some, there is a single
analysis department encompassing both analytical development and quality control.
All these three set-ups have their pros and cons, and it is not infrequent for senior
management to order a change from one format to another.

The development of suitable analytical methods for a new compound and its inter-
mediates is a challenging process, and there are many factors to consider, including
selectivity, linearity, sensitivity and precision. It is unlikely that a method quickly pro-
duced by a development chemist one Friday afternoon will be the one that is finally
chosen. In most cases, the analytical profiles for a final product and its intermediates
are run by reversed-phase high-performance liquid chromatography (HPLC) or ultra-
HPLC with UV detection. The percentage area value for the main peak from such runs
is often referred to as ‘the purity’, although there are many reasons why it is unlikely to
correspond to the actual purity. The response factors for the various peaks will proba-
bly differ, particularly if different chromophores are present, and there may be impuri-
ties present that aren’t detected at all by UV. Other methods, such as HPLC with
evaporative light scattering detection or GC, may be needed to analyse these. Common
impurities not detected by UV include hexamethylsiloxane (Fig. 3.1 a) and hexaethylsi-
loxane (b), which tend to be formed from trimethylsilyl and triethylsilyl protecting
groups, respectively. The latter compound is much less volatile, so is more likely to be
a contaminant. Traces of long-chain aliphatics, either from oil pumps, oiled equipment
or unintended coupling reactions, can also sometimes occur. The unintended reduc-
tion of aromatic rings, particularly some heterocyclic aromatics, during the reduction
of other functional groups can lead to small amounts of unsaturated cyclic compounds
that don’t show up on UV. It is always best to use as mild a reducing system as possi-
ble for the task in hand. Charged compounds, including inorganic counter-ions in
pharmaceutical salts [100], and many biomolecules, may be analysed by capillary elec-
trophoresis or analytical ion chromatography.

The analysis of fragrance compounds is unusual, since their volatility and fre-
quent lack of chromophores mean that GC is generally the first option for the final
product and intermediates, rather than being merely reserved for impurities not de-
tectable by HPLC. If GC is used as the main analytical method, additional methods
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may be required to quantify non-volatile impurities or those that rapidly decompose
on heating.

For generic compounds, an analytical method should normally be available.
Most pharmaceuticals have standard methods in the US Pharmacopeia [101] or Eu-
ropean Pharmacopoeia [102], although a few of these are rather old-fashioned.
Many substances have published analytical methods in the literature, although not
all will be suitable for routine industrial use.

Most final products are assayed against purified reference standards, either di-
rectly or by the use of a suitable purified internal standard. Major product impurities
may also be assayed against reference standards, and the preparation of suitable
standards is another job for the process development chemist (although, in some
cases, they are commercially available). If product assays are consistently less than
the % area of the product peak, it is probable that some unknown impurity is present,
but isn’t showing up on the chromatogram (it may not be detectable by UV detector,
or it could be a so-called long-runner, which might appear in a subsequent chromato-
gram). This is not a situation that can be safely ignored.

In the pharmaceutical field, the modern ‘quality by design’ (QbD) approach to
GMP manufacturing is now widely used [103]. The assay and impurity levels in
pharmaceutical products are typically designated as a critical quality attributes
(CQAs). Critical process parameters (CPPs) are those that affect CQAs, and have to
be effectively controlled. CPPs may include process temperature, the addition of
sufficient reagent, stirring rate, etc. The emphasis in QbD is on detailed understand-
ing of reactions, rather than simply ensuring quality by testing. Outside the phar-
maceutical field, such designations are less common, although nowadays similar
control of output purity and process parameters is usually carried out.

It might be thought that products should be made as pure as possible. How-
ever, producing ‘typical’ batches of a novel compound with too high a degree of
purity early on, particularly when preparing material for toxicity testing, can be a
costly mistake if such purity levels cannot be replicated later. It is better to aim for
realistic levels for hard-to-remove product impurities as a routine outcome for early
batches, rather than have a very complicated and expensive process to get the level
below 0.1%.

Fig. 3.1: Hexamethylsiloxane (a) and hexaethylsiloxane (b): impurities undetected by HPLC.
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3.2 In-process controls and online monitoring

In-process controls are vital to consistently obtain the expected yields and purities in
a plant. Such controls include checking the dryness of solvents, testing the pH of sol-
utions, checking residual solvents during drying and tests to detect the consumption
of the reactant, sometimes referred to as EOR tests (standing for either ‘end or reac-
tion’ or ‘end of run’). Tests can either be offline or online (sometimes referred to as
‘inline’ for continuous systems) and can involve various kinds of analytical technol-
ogy. Offline EOR tests typically involve a sample being taken and analysed by HPLC,
with a pass being given if the starting material is less than a particular value (say
<0.5% area compared to the product peak). Such methods work best with relatively
slow reactions where there is no danger of side reactions on prolonged stirring. In
practice, TLC is quicker when speed is important, and with this technique there is no
risk of delays due to HPLC instrument failure (but make sure you have a spare UV
lamp). However, TLC will struggle to detect very low levels of starting material.

Online monitoring of reactions [104], sometimes referred to as process analyti-
cal technology (PAT), avoids sampling and chromatography delays. Near infrared
(NIR) is a useful technique, with less interference from reaction mixtures compared
to ordinary IR. The spectrometer can be placed at some distance from the reactor if
a transmission probe and optical fibres are employed. Examples of reactions fol-
lowed by NIR include a dehydration reaction carried out in THF in a continuous
tubular reactor by Lundbeck chemists [105] and the bioconversion of guaiacol
(Fig. 3.2 c) to tetraguaiacol (d) using horseradish peroxidase [106]. NIR has also
been widely applied to formulation processes, such as tablet manufacture, as it is
able to control various critical material attributes of such products [107]. Rather
than simply looking at a single peak, in many cases chemometric techniques, such
as multivariate analysis, are used for NIR calibration and measurement. Raman spec-
troscopy can also be employed for reaction monitoring in a manner similar to NIR,
using optical fibres if required [108].

Oxidation or reduction reactions can sometimes be successfully controlled using
redox electrodes, which measure the oxidation-reduction potential (ORP) of the reac-
tion mixture. Here, you are typically looking at excess reagent at the end of a reaction,
rather than the disappearance of the starting material. For example, a halogen or per-
oxide can be slowly added to react with the starting material, and there will be a clear
change in the redox potential once the starting material is consumed and excess re-
agent is present. It may take some trial and error to find electrodes that withstand the
reaction medium. Redox monitoring has also been used with peroxide-assisted enzy-
matic reactions [109]. In a similar manner, plant pH electrodes can be used to measure
the completion of acidification or basification steps.

Benchtop NMR, incorporating suitable flow cells, can be used for online monitor-
ing [110, 111]. This technique holds the promise of allowing the monitoring of unstable
intermediates that would decompose on HPLC. NMR works best when the signals are
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clear of solvent peaks. For instance, it is much easier to look for the disappearance of
an aldehyde peak (which is typically way downfield of other peaks) than it is to fol-
low changes to aliphatic signals that are close to large solvent peaks. In recent years,
systems for online monitoring by mass spectrometry have also been developed [112].
Neither of these techniques is particularly common at present, but they may well be-
come more prevalent in the future, since they offer the possibility of obtaining greater
information about the chemical processes occurring in a reactor than other methods.
Greater process understanding is an essential part of the modern QbD approach to
manufacturing.

All online sampling methods can experience problems with fouling. The depo-
sition of solids or sticky oils on the analytical device or sampling tube can lead to
very misleading results. Online monitoring is easiest when there is little or no solid
dispersed in the reaction mixture, and is particularly advantageous in continuous
reactors, when rapid responses to changes in output quality may be required if ac-
ceptable purities are to be maintained.

3.3 Extraction and washes

The most straightforward way to remove impurities is by appropriate extractions and
washes. Such steps avoid expensive chromatography or distillation, and are commonly
used in a vast number of industrial processes. Ideally, several reactions can follow one
after another using the same solvent, without any isolation of intermediates. For aqueous
washes to be employed, a water-immiscible solvent must obviously be present. If the re-
action is carried out in a solvent that is miscible with water, a second solvent will proba-
bly have to be added, while the initial solvent may have to be at least partially removed.

Fig. 3.2: Conversion of guaiacol (c) to tetraguaiacol (d) using horseradish peroxidase.
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Separation by such washing is easiest when one component is acidic or basic
and the other is not. For example, the oxidation of a primary alcohol may give a de-
sired aldehyde, along with an unwanted carboxylic acid. The latter can be easily re-
moved with bicarbonate or carbonate washes. Similarly, the reduction of a nitrile to
an amine gives a product that will dissolve in aqueous acid, while any unreacted ni-
trile or amide intermediate will remain in the organic layer. Phenolic compounds can
be advantageously dissolved in aqueous hydroxide solutions, allowing their easy
separation from non-phenolic aromatics. Some 1,3-dicarbonyl compounds, sulphones
and aliphatic nitro compounds can also dissolve in aqueous hydroxide, allowing for
their separation.

Separation becomes tricky when two basic or two acidic compounds have to be
separated, but even here, differences in pKa values may make a separation possible.
Generally, tertiary amines are more basic than secondary amines, which are more
basic than primary amines. However, steric or resonance effects may change this
order. The careful preparation of extraction buffers, such as mildly acidic phos-
phate buffers, may allow for successful separation [113]. Control of pH during the
basification of the acidic extracts can also give further separation. Thus, a weakly
basic amine might be liberated from its salt by the addition of bicarbonate solution,
while a more strongly basic amine would remain largely as its salt, so would stay dis-
solved in aqueous solution.

Aldehydes and a few ketones can be removed from mixtures by forming a
water-soluble bisulphite adduct (Fig. 3.3). Simply stirring with aqueous sodium bi-
sulphite often gives poor conversion, but the rate of reaction can be hastened by
the addition of some water-miscible solvent, such as methanol or DMF [114]. The
non-aldehydic species can then be extracted with a water-immiscible solvent. Alter-
natively, in some cases, the adduct precipitates from the initial solution and can be
filtered off. Regeneration of the aldehyde from the bisulphite adduct is accom-
plished with an aqueous base.

In some cases, non-polar products or impurities can be separated from more polar
compounds by their extraction from polar solvents, such as methanol, DMF or
DMSO, with an immiscible alkane solvent such as n-heptane. This method normally
works only when there are large differences in polarity between the compounds to

Fig. 3.3: Conversion of an aldehyde to its bisulphite adduct.
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be separated. Counter-current liquid–liquid extraction methods can be employed in
some cases to increase the efficiency of the extraction processes.

3.4 Distillation

Distillation processes are widely used in industry. The most common distillation is
the removal of solvent from products. Just heating up a vessel under vacuum and
condensing the solvent with a water- or glycol-cooled condenser is the simplest
method of solvent stripping. However, it is a slow method, best used when a rela-
tively small amount of solvent has to be removed (say, a small concentration of a
solution so that a good yield of a solid product comes out on cooling); it is unsuit-
able for removing the large volumes of solvent that might be obtained from a dilute
reaction or a preparative chromatography column.

On a relatively small scale, large rotary evaporators may be used, in a manner
similar to laboratory solvent removal. However, the large flasks are awkward to
handle and, in practice, a 50 L flask is the most you would want to deal with (even
here, it is all too easy to accidently drop or crack the large flask). The capacity of
rotary evaporators can be increased by feeding in solution to top up the flask.

Cyclic stills, also known as forced circulation evaporators, give fast evaporation
of large quantities of solvent. The solvent is circulated around the apparatus by a
pump, heated above its boiling point and then enters an evaporation chamber,
where it partly vaporises and is carried over to the condensers. The exact configura-
tion of the equipment varies from model to model. Cyclic stills are not suitable for
the total removal of solvent, so typically the concentrated solution is removed once
sufficient solvent has been taken off.

The removal of solvent is relatively straightforward, but the separation of reaction
products by fractional distillation from by-products or starting materials is more chal-
lenging [115]. Distillation columns are typically needed to obtain adequate separation,
and are available with a number of configurations – horizontal plates with ‘bubble
caps’ being common. The ability of a column to separate compounds depends on the
number of theoretical plates, which can be calculated for a given column. Your friendly
chemical engineer may be glad to assist in such calculations. Modern software allows
for useful theoretical models to be developed for fractional distillation. However, in
practice, there may be a limited number of columns (maybe only one fairly short col-
umn) available on a particular plant; nobody will want to buy a taller one unless abso-
lutely necessary. However, there is hope, since for any given column better separation
can be achieved by increasing the reflux ratio. This is the ratio of the amount of liquid
that returns to the column to the amount collected in the receiver. So, if 4 L are re-
turned to the column for every 1 L that is taken off, the reflux ratio is 4:1. Higher reflux
ratios give better separations, but at the cost of increased time.
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Often, a high vacuum is needed to distil compounds, but this can be hard to
obtain on plants, where there are so many places where air leaks can occur, and
the vacuum pumps may be past their best. It is good to check the vacuum that can
be actually obtained with a particular pilot plant or plant vessel before transferring
a distillation process from the lab, where obtaining a high vacuum is much easier.

The fragrance industry is the go-to place if you want to see sophisticated distil-
lations, with very tall distillation columns being widely used for separations, often
of compounds with relatively similar boiling points. For example, the cyclisation of
pseudo-ionone (Fig. 3.4 e) gives a mixture of α-ionone (f) and β-ionone (g), strong
acids such as sulphuric acid favouring β-ionone, while weaker acids such as BF3,
phosphoric, formic or acetic acid favour α-ionone [116, 117]. α-Ionone has a distinct
violet odour, making it a valuable perfumery ingredient, while β-ionone (still with a
violet odour, but somewhat more ‘fruity’) is also used in perfumery, but finds is
main use as a precursor to vitamin A and β-carotene. Vacuum distillation using tall
columns and a high reflux ratio can separate the two isomers [118, 119].

Distillation becomes more complicated when three components have to be separated,
i.e. light, medium and heavy fractions, which is difficult in a single column unless
there are large differences between all three boiling ranges. An old-fashioned method
is to have one distillation followed by another. The use of dividing wall columns (DWC,
Fig. 3.5), in which a vertical wall is incorporated in the central portion of the column,
allows a single column to give good separation of the three components, thus lowering
capital cost and energy use [120]. A ‘side-cut’ (‘middle-cut’) is typically taken at the
level of the wall centre, along with a ‘top-cut’ above the wall and a ‘bottom-cut’ below

Fig. 3.4: Formation of α-ionone (f) and β-ionone (g) from pseudo-ionone (e).
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it. Adding extra walls can allow a greater number of components to be separated, al-
though the design of such columns becomes quite complex.

3.5 Crystallisation

Many final products are crystalline solids, either salts or neutral compounds. Crystal-
lising a solid from solution gives an opportunity to leave unwanted by-products and
the starting material behind, while a subsequent recrystallisation can further improve
a product’s purity. Although taking an intermediate in a solution from one stage to
another reduces the processing time and maximises yield, too many impurities can
build up if such a procedure is carried out over too many steps. For the majority of
longer syntheses, it is best to crystallise and isolate at least one of the intermediates.
However, this may be easier said than done in cases where most of the intermediates
are oils, such as the prostaglandin syntheses described in chapter one. As mentioned
previously, the Chirotech synthesis of travoprost [14] has the advantage that one of
the key intermediates is crystalline. Generally, in such cases, it’s worth spending
some time screening a variety of solvents to find at least one intermediate that can be
crystallised. In the conventional travoprost synthesis, the diol compound (Fig. 3.6) is
a low-melting solid, while the other intermediates are oils.

Ideally, a reaction product would crystallise from the reaction solvent merely
on cooling, but, in practice, it is common for either all of the material or a large
percentage of it to remain in solution. Thus an antisolvent, in which the solid has
very low solubility, is often required. For example, if a reaction is carried out in

Fig 3.5: Simplified diagram of a dividing wall column (horizontal plates and packing not shown).
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isopropyl acetate, n-heptane might be added to the hot solution, giving a much better
yield of solid on cooling than could be obtained in its absence. You want sufficient
antisolvent to give a good yield, but not so much that the solid does not dissolve in
the hot mixture. Crashing out the solid by adding too large a quantity of antisolvent
normally crashes out many impurities. Whether added hot or cold, rapid mixing of
the antisolvent is normally essential in order to obtain a uniform product.

In some cases, a complete solvent swap is needed to obtain crystals, which is
easy enough if you’re going from a low-boiling to a high-boiling solvent, but very
difficult the other way round, unless a suitable azeotrope is formed. Useful solvent
swaps for plant processes have been described in the literature [121].

It is important to optimise the crystallisation conditions so as to control the level
of impurities. Impurity levels in active pharmaceutical ingredients (APIs) are, typically,
CQAs, thus making the crystallisation condition CPPs. Impurities can contaminate
crystals due to crystal agglomeration, inclusion within crystals, surface deposition or
co-crystallisation. Microscopy studies can give valuable information about which of
these processes is the main cause of low-purity crystals, and appropriate measures
can be taken to combat it. In the case of surface deposition, extra washes may well
sort out the problem, or else producing larger crystals to allow for better removal of
the mother liquor. Agglomeration may be avoided by having a lesser degree of super-
saturation before crystallisation or by changing the solvent entirely. A useful struc-
tured approach to reduce impurity levels has been produced by a team from the
University of Strathclyde, Bayer, Pfizer and Eli Lilly [122].

Mean particle size is an important parameter, since too fine a precipitate will
take an unacceptably long time to filter, sometimes stretching to days. Too high an
agitator speed can break up crystals, leading to an increase in the proportion of fine
particles and consequently slow filtration. In the case of final products, the particle
size distribution often affects the formulation, so may be classed as a CQA. In such
cases, very careful control of the crystallisation parameters, including any seeding
procedure, is necessary in order to control the crystal output within an acceptable
range. If seeds are added to a solution that is not saturated with product, there is a
danger that they will dissolve, and if the degree of supersaturation is too high,

Fig. 3.6: Solid diol intermediate in travoprost synthesis.
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crystallisation may occur before seeding, which in some cases may lead to less repro-
ducibility. Instrumentation, such as focused beam reflectance measurement (FBRM)
probes [123, 124], which are based on the reflectance of laser beams, and near-IR
probes [125], can be used to follow the crystallisation process within the reactor.

A variety of industrial filtration units are available for filtering crystals. These
include ceramic filtration units (typically used with an appropriate ‘filter cloth’)
and metal Nutsche filter-dryers. Care should be taken to ensure that the construc-
tion materials are compatible with the reaction mixtures. Although filtration is the
normal means of isolating crystals and other solids, centrifuges are also employed,
particularly for more amorphous materials and biological samples.

Incorporating crystallisations into continuous processes presents its own chal-
lenges [126, 127, 128]. In theory, continuous crystallisation should allow for better
control and reproducibility, but blockages can be a problem in practice. Continuous
crystallisation can be carried out in a standard vessel with an overflow outlet, so that
the inflow of solution (and antisolvent, if required) matches the outflow of slurry.
Various types of purpose-built crystallisation equipment can also be used, such as a
coiled-flow inverter (CFI) crystalliser [129]. Here, crystallisation takes place in a heli-
cal tube, which has 90° bends equally spaced along the length of the helix.

One special area of crystallisation is its use to separate enantiomers, usually by
the formation of diastereomeric salts with suitable chiral acids or bases. Such pro-
cesses are used less often than in the past, due to the wide range of stereoselective
reactions now available, but are still required for the production of some com-
pounds [130, 131]. Chiral acids, such as tartaric acid or its derivatives [132], are com-
monly used for the resolution of amines, while racemic carboxylic acids can be
resolved by the use of chiral bases or amino acids, such as S-lysine [133]. Resolution
of racemates by diastereomeric crystallisation has a maximum theoretical yield of
50%, but, in practice, yields are significantly lower, wasting large amounts of valu-
able material. However, the situation can be salvaged in some cases by the racemi-
sation and recycling of the unwanted isomer. For example, the racemate of the
weight loss drug lorcaserin (Fig. 3.7 h) was reacted with L-tartaric acid to give the
tartrate salt of the desired R-isomer (i), which was isolated by filtration [134]. Treat-
ment of material derived from the filtrate, predominantly the unwanted S-isomer
(j), with a strong base, such as potassium t-butoxide in DMSO, regenerated the race-
mate. This is an unusual racemisation, since the chiral centre is at a β-carbon with
regard to the heteroatom.
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3.6 Polish filtration and impurity removal

Small amounts of various solids suspended in product solutions can contaminate the
product while also favouring uncontrolled crystal nucleation, rather than controlled
nucleation from the added seeds. So-called ‘polish filtration’ is used to remove un-
wanted solids, where the bulk solution is sucked or pumped through a membrane,
‘filter cloth’, filter paper or filter cartridge, the latter typically being used when only
very small quantities of solid are present, since they can be easily blocked. Various
filter aids, such as Celite®, Celatom® and Florisil®, are often employed in difficult
cases, being used to form a bed on top of the ‘filter cloth’. The former two solids are
diatomaceous earths, while the latter is a synthetic magnesium silicate.

Sometimes, your unwanted impurities are in solution, but all is not lost. If your
product is non-polar and the impurities very polar, simple filtration through a bed
of silica or alumina may remove the unwanted substances. Such processes can be
particularly effective with brown tarry material from oxidation reactions, degraded
phenols, etc. Filtration through silica or alumina beds is actually a crude form of
chromatography, and sufficient washes need to be employed to ensure that none of
the desired product remains on the solid. It is normally safest to prepare the bed on
the filter by using a slurry with a fresh solvent, rather than adding the process solu-
tion to dry silica, since channelling is more likely in the latter case.

Activated charcoal can be employed in a similar fashion to remove coloured mate-
rial, although in this case a pre-slurry in a vessel with the process solution, followed by
filtration through a filter aid, may be more effective than simply filtering through a bed

Fig. 3.7: Diastereomeric resolution of racemic lorcaserin (h), with racemisation
of unwanted isomer (j).
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of charcoal. For example, a recent patent application describes a recrystallisation of
the fibrosis drug pirfenidone, which involves stirring a hot solution with charcoal for
1 h, before removing the charcoal by filtration, followed by cooling to give the product
[135]. It’s worth examining different grades of charcoal to find the one that works best
with your process.

3.7 Drying

The final purification stage for many compounds is drying. The simplest way of drying
is to spread the product on trays in an oven, which works fine for many compounds.
Often, a flow of nitrogen is used to remove solvent or water, while preventing any oxi-
dation, or a vacuum oven may be employed. However, many compounds will be in the
form of large lumps when initially placed in the oven, and these will have to be broken
up to ensure even drying and a suitable product. The result is many hours of ‘lump-
crunching’ in an air-fed suit, the process becoming more time-consuming and expen-
sive in terms of labour costs the larger the batch. Commercial lump breaker machines
are available to speed up the process.

Combined Nutsche filter-dryers make both filtration and drying straightforward
and minimise operator exposure, but are not suitable for all compounds and mother
liquors. For example, a stainless steel filter dryer will be incompatible with strong
acids or high chloride-ion concentrations. Filter dryers made from Hastelloy® alloy
allow for a greater range of mixtures to be filtered and dried, but are significantly more
expensive.

For unstable compounds, freeze-drying (lyophilisation), is sometimes used.
This works best with water but can also be used to remove some organic solvents,
such as DMSO [136]. Spray-drying is also used to produce dry compounds or formu-
lations from concentrated solutions or slurries [137].

3.8 Troublesome impurities

There are some impurities that are a nightmare for process chemists, and dealing with
them can take up a great deal of time. Plasticisers, such as di-n-butyl phthalate (DBP,
Fig. 3.8), can contaminate products. Often, it takes a degree of detective work to deter-
mine the source of such compounds. Solvents are a possible culprit, particularly if they
have been transferred from their original drums into secondary containers from which
they can pick up traces of plasticisers. Contamination is particularly likely when large
volumes of solvent are used for preparative chromatography. There are many materials
that contain plasticisers, and it may be that something such as an old nylon gasket on
the plant is the source of the problems. Contamination may also occur in the analytical
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lab, and it is a good idea to run a variety of blank samples, including some sampled in
the same manner as plant samples, to rule this out.

Other awkward impurities are by-products from reactions. Triphenylphosphine
oxide (TPPO), a by-product from the use of triphenylphosphine in Wittig or Mitsu-
nobu reactions, is notoriously difficult to completely remove. It has some solubility in
most solvents, and tends to ‘spread out’ on preparative chromatography, so it is
often not separable from the product by this technique. Polymer-supported triphenyl-
phosphine has been widely used [138] and gives an oxide by-product that is easily
removed by filtration. However, the polymer-supported reagent is more expensive
and in some cases gives lower yields than triphenylphosphine.

With regard to the Wittig reaction, the Horner–Wadsworth–Emmons (HWE) re-
action should be used, if possible, since the phosphate by-product is water soluble
and easily separated. The HWE reaction normally gives good yields of trans olefins
from stabilised phosphonate anions, but careful control of the reaction conditions
is needed to obtain significant amounts of cis olefins [139]. A recent new Mitsunobu
method [140] from Ross Denton’s group at the University of Nottingham uses a cata-
lytic amount of a phosphorus oxide-containing catalyst (Fig. 3.9) rather than stoi-
chiometric amounts of triphenylphosphine, and it seems to be a very promising
alternative to the traditional reaction.

Dicyclohexylcarbodiimide (DCC, Fig. 3.10 k) is used in a variety of reactions, including
peptide coupling [141] and other reactions of carboxylic acids, such as amide and ester
formation. The by-product, dicyclohexylurea (DCU), has fairly low solubility in many
organic solvents, and the resulting precipitate can be filtered off at the end of the reac-
tion (although, some residual material can still remain to potentially contaminate prod-
ucts). DCC is not always suitable when solid-phase synthesis methods are used, since
DCU can precipitate within the solid phase. DCC also has a bad reputation for giving
rise to allergic reactions, so it is best avoided on plants. Alternative diimides, such as

Fig. 3.8: DBP, one of a number of plasticisers that can
contaminate products.

Fig. 3.9: Phosphorus oxide-containing catalyst used in new Mitsunobu
method.
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diisopropylcarbodiimide (DIC, l), give ureas greater solubility in organic solvents,
while the urea from 1-ethyl-3-(3-dimethylaminopropyl)carbodiimide (EDAC or EDC, m)
is water soluble. Whichever diimide is chosen, it is advisable to check for residual
amounts of the respective urea and any unreacted diimide in subsequent intermediates
and products.

Removing traces of heavy metals can be a challenge, and metal scavengers [142, 143]
may be needed. These are discussed in more detail in Chapter 7. Mutagenic impurities,
which have become a topic of great concern over recent decades, are also discussed in
that chapter.

3.9 Preparative chromatography columns

In laboratory chemistry, flash silica columns are often used, being the obvious method
of purification. In the case of industrial processes, there is one answer to the question,
‘Should we run it down a column?’ and that is ‘Don’t’. At any rate, do everything in
your power to purify intermediates and products by washes, distillation, recrystallisa-
tion, etc. Preparative columns on a large scale are time-consuming and expensive. As
far as agrochemicals are concerned, it is often said that any product that requires pre-
parative chromatography will be too expensive to be spread on the fields. There are
some cases where this rule of thumb may not always hold true, such as pheromones

Fig. 3.10: Diimides used for activating carboxylic acids: DCC (k), DIC (l) and EDAC (m).
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for trapping devices and other bio-regulators [144], but, in general, it holds good.
In practice, preparative chromatography is mainly used for relatively high-value
pharmaceuticals.

In some cases, home-packed flash columns can be used for preparative chroma-
tography, in a similar manner to laboratory columns, except that they may stretch
from floor to ceiling. Even so, a tall 2 m column separating two compounds of fairly
similar polarity might only be able to cope with an input of say 1 kg, meaning 20
runs would be needed for 20 kg of input. Columns are normally run under nitrogen
pressure, and relief valves are needed to prevent over-pressurisation. Larger col-
umns are often made from stainless steel rather than glass, allowing for greater
pressures. If glass columns are used, plastic coating or mesh reduces the risk from
glass fragments, in the event of over-pressurisation causing the walls to crack. Care-
ful consideration is needed with regard to the choice of solvents, good separations,
reasonably low toxicity and easy solvent stripping being required. The product spot
should be near the bottom of a TLC plate of the proposed solvent mixture, but sepa-
rated from impurity spots. In practice, gradient elution is usually employed, often
starting with a solvent mixture having the minimum polarity needed to dissolve the
input.

Fractions are typically examined by a UV detector or TLC, followed by analyti-
cal HPLC (run on a concentrated sample taken up in the HPLC solvent). It can save
analytical runs if suitable combinations of fractions are combined for analytical
HPLC, rather than submitting each individual fraction. Thus, equal amounts of (for
example) fractions 15–23 are removed with an adjustable-volume pipette, combined
together, concentrated on the rotary evaporator and submitted for analytical HPLC.

Home-packed columns generally employ ‘flash’ silica (40–63 µm particle size
or similar), but alumina or charcoal can also be used when necessary. The latter is
useful for separating some phenolic compounds and natural products [145], but
often many different types of charcoal need to be examined in order to find one
that gives good separation. Ion exchange resins can be used for charged molecules,
such as amino acids, peptides and proteins [146, 147].

Silica gel columns are best packed as a stirred slurry rather than dry packed,
since overheating or cracking can occur if the latter method is used. Cracking and
channelling are likely to occur if the column is ever left to run dry, so care must be
taken to pump in solvent regularly. Such a mishap is particularly liable to occur
with large stainless steel columns, where the solvent level is not readily visible. You
may spend a lot of time peering through the sight glass at the top of the column to
make sure the solvent level is correct. Since a large number of columns are needed
to produce a significant amount of product, the expense of silica becomes quite sig-
nificant, and it is not feasible to throw the silica away after each column. Typically,
the used column is flushed with a reasonably polar solvent, and then eluted with
the starting solvent. Thus, a gradient column, starting with 4:1 n-heptane: ethyl ace-
tate, might go through 3:1 n-heptane: ethyl acetate and 2:1 n-heptane: ethyl acetate.
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If the product is eluted at this point, the column would be washed with neat ethyl
acetate to remove polar impurities, and then washed again with the 4:1 n-heptane:
ethyl acetate prior to the next run. However, such a sequence might fail to elute very
polar impurities and might also lead to the build-up of tarry material at the top of the
column. Putting through a very polar solvent, such as methanol, to clean the column
may impair the subsequent column performance.

Figure 3.11 shows a typical set-up for a home-packed flash column. It is impor-
tant to place sand below the silica (to prevent blockages) and above (to preserve
the top surface of the silica). It is best to pump in the solvent via a spray ball; other-
wise, a crater may form if the flow is directed at the column surface or at one point
on the walls.

Popular alternatives to home-packed columns for flash chromatography are commer-
cial pre-packed columns and the associated systems [148], which are produced by com-
panies such as Biotage and Teledyne ISCO. Normal-phase, reversed-phase and ion
exchange columns are available, packed in plastic cartridges, and these generally give
better separation than home-made columns for the same amount of silica. Often, a
somewhat smaller grade of silica is used compared to the 40–63 µm particle size typi-
cal for home-packed columns. A wide variety of column sizes are available, allowing
for gradual scale-up and reaching a multi-kilogram input scale for the largest systems.
The pre-packed columns allow for more runs to be carried out than home-packed col-
umns before their performance becomes unacceptable, so they tend to work out
cheaper in the long run, despite the high initial cost of the equipment and cartridges.

Silica

Sand

Solvent

Sand

N2 Solvent
Pressure
Relief
Valve

Output Fig. 3.11: Home-packed flash column with spray ball solvent inlet.
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An alternative to flash chromatography is simulated moving bed (SMB) chroma-
tography [148, 149, 150], with systems offered by companies such as Knauer, Nova-
sep and XPure. With SMB chromatography, a number of columns, typically eight,
are connected in series in a circular manner. The aim is to obtain a similar result as
would be achieved if the solid column packing moved in a counter-current fashion
to the eluent. Of course, the solid does not actually move, but an equivalent result
can be obtained by switching the input and output to the various columns. A num-
ber of variations on the initial SMB concept have been introduced over the years.
SMB can be carried out continuously on a large scale, producing tonnes of product
if necessary. Normal phase, reversed phase and resins can all be used, and the
method has also been applied to the separation of enantiomers [151, 152]. It uses
relatively less solvent than flash chromatography, making it suitable for large-scale
production. SMB works best when separating two components and can struggle
when the product peak elutes between two impurities.

The main use of preparative HPLC in process development departments is the iso-
lation of impurities for characterisation. However, it is used as a process purification
method for high-value low-volume products, such as prostaglandins [13]. Since an out-
put per run of a few grams, at most, is typical with standard columns (5–20 cm diame-
ter), many runs have to be carried out to even make a kilogram of product. Specialist
industrial-scale HPLC columns and associated equipment are available from compa-
nies such as Novasep (with diameters up to 1 m or so), but are costly. As a variety of
chiral columns are available, preparative HPLC can be used to produce pure enantiom-
ers when other separation methods fail [153]. Sometimes preparative HPLC is used to
produce a single enantiomer of a drug for clinical trials, even if the process is not really
suitable for full-scale production. The argument being that since most drugs fail clini-
cal trials, chances are that a large-scale method will never need to be developed. How-
ever, the process chemist is then faced with the need to rapidly devise and develop a
new industrial process to give the required enantiomer, should the clinical trials actu-
ally be successful. Telling senior management that you gambled on failure may not be
the best career move.

Regardless of the type of column employed, vast amounts of solvent will be
produced, and full-scale production will normally require effective solvent recy-
cling. Since mixed gradient solvents are often used, distillation can produce differ-
ent distillate fractions of varying composition. Accurate analysis by GC is needed to
determine the amount of each solvent in the various drums of distillate, with care-
ful mixing and matching to reconstitute the correct solvent ratios for re-use. For gra-
dient reversed-phase chromatography, a methanol/water system allows for easier
solvent recycling than acetonitrile/water, since the boiling points are relatively far
apart in the former case and no azeotrope is formed. Overall, it is not just the cost
of solvent, silica and equipment that makes preparative columns expensive on a
large scale, it is also the extra analytical support needed for the seemingly endless
fraction analysis and solvent recycling.
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One separation method that uses lower amounts of organic solvent is supercrit-
ical fluid chromatography (SFC). Here, the bulk of the solvent is supercritical car-
bon dioxide, while a smaller amount of a polar solvent, such as methanol, is added
to give a gradient to remove the product from the column. SFC has been applied on
a preparative scale and can be considered a ‘greener’ preparative chromatography
method, due to its low solvent usage. Like preparative HPLC, it can be used to sepa-
rate enantiomers [154]. SFC gives speedy product elution, so a larger number of
runs can be carried out per shift than with a comparable preparative HPLC system.

The performance of any column can be measured in terms of theoretical plates,
in an analogy to distillation columns [155, 156]. Of course, there are no actual plates
present, but such hypothetical calculations allow for a comparison of different sys-
tems and chromatographic methods. However, with preparative chromatography,
higher numbers of plates are not necessarily useful if they are simply obtained by
reducing the particle size. Columns using a very fine particle size overload very
quickly and require very high pressures, so are not usually favoured. Hence, the
widespread use of 40–63 µm (or 20–40 µm) particle size silica for flash columns.

There is a given optimum flow speed for any given column. With too low a
flow, diffusion of solutes becomes increasingly significant, while with too high a
flow, the solutes are too far from equilibrium with the solid phase to give optimum
separation. The van Deemter equation [157, 158] relates theoretical peak height (H)
to the linear velocity (u) of the mobile phase:

H =A+ B=uð Þ+ C × uð Þ
A is a term reflecting eddy diffusion, B is a term reflecting longitudinal diffusion and
C is a term reflecting the resistance to mass transfer. The use of this equation shows a
clear minimum for H, where separation is optimum. Figure 3.12 shows a typical van
Deemter curve for a column. The use of the van Deemter equation has been criticised
and modifications proposed [159], although it is clear that there will be an optimum
flow speed for each column, regardless of the exact mathematical details.

Fig. 3.12: Hypothetical van Deemter curve for a chromatographic column.
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Although there are many different chromatographic separation methods, most
small-molecule production processes use either flash chromatography or SMB systems
since these are most amenable to rapid scale-up at a reasonable cost. However, techno-
logical innovations are continually occurring, so other techniques may become more
popular in the future.
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Chapter 4
Polymorphs

4.1 Analysis, formation and screening of polymorphs

Sometimes when process development seems to be complete and full-scale
manufacturing may have been carried out for a while, the production process
can start to go disastrously wrong. The formulated product may suddenly crash
out of solution, or routine tablet formation may fail. Such catastrophes are both
costly and time-consuming to remedy. Patients may be deprived of vital drugs
while the problems are being sorted out. The root cause is that one polymorph
(crystalline form) is being produced rather than another, and this can have pro-
found effects on filtration, formulation and even bio-availability [160].

The majority of crystalline solids can form more than one polymorph, while
an amorphous (non-crystalline) form may also be formed in some instances. Poly-
morphs differ in their molecular packing, so differences between them can be
revealed by X-ray methods, such as single crystal diffraction or X-ray powder dif-
fraction (XRPD). Other techniques, such as attenuated total reflectance Fourier trans-
form infrared spectroscopy (ATR-FTIR), Raman spectroscopy, solid-state NMR and
differential scanning calorimetry (DSC) can also be used to distinguish between differ-
ent polymorphs, although in some cases the differences may be slight. XRPD [161],
solid-state NMR, Raman and ATR-FTIR [162] can be used to quantify the amount of pol-
ymorphs present where mixtures occur. Not all these techniques will be available in
the average analytical laboratory, although various academic groups and industrial
consultants are able to provide a routine service if necessary.

A particular polymorph will be more thermodynamically stable than another at
a particular temperature and pressure, and phase diagrams can be drawn showing
these differences. For example, a 2017 paper [163] describes phase diagrams for
metacetamol, the meta analogue of paracetamol (acetaminophen) (Fig.4.1 a), which
exists in different polymorphic forms, as does paracetamol (b) itself [164].

Fig. 4.1: Metacetamol (a) and paracetamol (b).
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However, although phase diagrams tell us which isomer is stable under different
conditions, they tell us nothing about the rate of transformation. Diamond is thermody-
namically somewhat less stable than graphite at room temperature and atmospheric
pressure, but diamonds do not suddenly disappear into a heap of soot. In general, the
stronger the intermolecular interactions, the slower the transition from the metastable
to stable polymorph. So if the polymorphic form you are using seems perfectly stable,
this may be simply due to its imperceptible transformation to the more stable form.

The danger with polymorphs is that companies may work for years with a form
that they believe to be stable, but once the more stable polymorph is formed (maybe
by some perturbation from the usual conditions), it can be virtually impossible to
produce the initial polymorph, even under conditions that reliably gave rise to it
prior to the formation of the new polymorph. The original form is now a ‘disappear-
ing polymorph’ [165, 166], only surviving in diminishing stocks in the freezer. On oc-
casions, attempts have been made to transfer the crystallisation to other sites, or even
cross oceans, in an effort to avoid any seeding from the unwanted form. Such attempts
can be successful, particularly if new equipment and staff are employed. On other occa-
sions, attempted preparations at new sites fail to form the original polymorph, and
there seems to be an almost occult jinx on all such endeavours. However, there is no
need to resort to supernatural explanations: any bulk solid will have vast numbers of
tiny particles of varying sizes floating in the air above it, many of which will be too
small to be seen even with an optical microscope. These potential seeds rapidly spread
into the atmosphere and onto surfaces. Just as pollutants and microplastics can arrive
at remote mountain locations, so particles are blown around the globe. In addition, staff
move from site to site, and they can bring such particles with them. Clothing, hair, cars
and paperwork can all move sub-microscopic seeds to a supposedly ‘uncontaminated’
site, and even if the chemists are scrupulous about avoiding any such opportunities for
transfer, what about the financial staff, the visiting sales rep or the factory inspector?
Today’s industry is both interconnected and international – no site is an island.

To avoid unpleasant surprises, it is important to thoroughly screen for potential
polymorphs. High-throughput crystallisation runs involving a diverse array of sol-
vents are a useful method for obtaining novel isomers [167]. The formation of solid
without solvent, i.e. from solidified melt, also needs to be examined. Of course, if
you have a list of, say, 100 solvents, it is quite likely that the product will have little
or no solubility in some of them, even on heating. So co-solvents will be needed.
Using solvent mixtures in addition to neat solvents and varying the temperature
and concentrations lead to a requirement to carry out thousands of runs. Varying
degrees of automation can be used to make the screening process less tedious –
such as adding solvents to either multi-well plates or multiple glass tubes.

Recrystallisation in the presence of various additives, particularly, compounds
that act as templates, may help produce new polymorphs [168]. A wide variety of
templates have been used, including inorganic solids, polymers and organic solids.
A good ‘fit’, referred to as epitaxy, between the structure of the template surface
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and the growing polymorph crystals, favours the formation of the latter by a process
of regular layer-by-layer growth. In addition to epitaxial factors, molecular interac-
tions such as hydrogen bonding between the template and developing polymorph
may also play a crucial role. Polymorphs can be formed by confinement in suitable
nanomaterials, such as polymer networks or gels. Control of pore size and shape in
template materials such as polymers or glasses can change the polymorphic out-
come. For example, paracetamol (acetaminophen) transitions have been examined in
nanoporous glasses and related to the pore size [169]. Polymer microgels, which can
have tuneable structures, have been shown to control the crystallisation of various
polymorphs [170]. The crystallisation of mixtures of thalidomide (Fig. 4.2, c) and bar-
bital (d) was controlled by specially synthesised urea gels (produced from com-
pounds such as e), with structures mimicking those of the drugs [171].

Novel polymorphs may be produced by high-pressure techniques [172]. For example,
the drug piracetam (Fig. 4.3, f) was converted from Form II to a novel form (Form V)
by compression at 0.45–0.7 GPa [173]. A 2016 paper [174] described extensive investi-
gations on the polymorphic transformations of the diabetes drug chlorpropamide (g)
under pressure. Surprisingly, different polymeric forms were produced using differ-
ent inert pressure-transmitting media (helium, neon or paraffin), despite chlorprop-
amide being insoluble in these substances.

Such high pressure transformations require specialist equipment, although
simple grinding with a ball mill can give rise to polymorphic transformations. The
results can differ depending on whether grinding is carried out in the presence or
absence of solvent [175].

Fig. 4.2: Thalidomide (c) and barbital (d) and an organogelator compound (e).
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Sublimation under reduced pressure is another way to produce polymorphs,
often giving different results to recrystallisations. The formation of a particular
polymorph can be favoured by sublimation onto particular templates [176, 177]. In
some instances, the success of sublimation in producing new polymorphs has been
linked to structure, such as the hydrophilicity of amino acid side chains [178].

Thus, there are a wide variety of methods for forming polymorphs, and in the
majority of cases you will eventually find more than one form of a crystalline solid if
a thorough investigation is carried out. You can then determine their relative stability
at different temperatures, although this may prove difficult if kinetic factors make the
transformation of one form to another imperceptible. On the whole, the most stable
form will have the highest melting point.

As far as pharmaceuticals are concerned, vital properties of the drug substance,
such as particle size distribution and percentage of the correct polymorphic form
present, will usually be ‘critical quality attributes’. The understanding and control
of these is part of the overall ‘quality by design’ process. Regulators will want to
ensure that the factors affecting polymorphic composition are well understood;
nowadays, simply testing for compliance is insufficient on its own.

4.2 Polymorph patents

If you are introducing a new compound to the market, obviously you need to patent
it. You’ll also want to patent any polymorphs, particularly the form you wish to
market. A polymorph patent can be used to extend the effective protection for a
compound. If you first of all patent the compound, and the polymorph described or
implied is not suitable for formulation, you can then patent the useful polymorph,
say 3 or 4 years later, creating a headache for generic competitors, who would not
be able to use the useful form when the first patent expires. However, if you leave
too long a gap before protecting the useful form, there is an increasing risk that an-
other company will study your compound and patent it themselves.

Fig. 4.3: Piracetam (f) and chlorpropamide (g): Both undergo polymorphic change at high pressure.
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The ease of patenting polymorphs varies depending on jurisdiction [179]. Full dis-
closure of the polymorph preparation method and characterisation data will be re-
quired. As far as European patents go, an inventive step is necessary [180]. In practice,
a polymorph must have unexpectedly superior properties to known forms, such as sta-
bility and bio-availability. If no polymorphs are described previously, it may be hard to
patent your preferred form, since it can be argued that a scientist ‘skilled in the art’ is
inevitably going to search for the most stable or most bio-available form (i.e. a search
for a stable polymorph is not classed as inventive, under these circumstances). The US
courts have proved somewhat more likely to uphold US polymorph patents from chal-
lenges on the grounds of ‘obviousness’. In India, polymorphs, solvates and salts are all
considered to be the ‘same substance’ as the original patented substance, unless a
clear improvement in efficiency can be demonstrated [181]. Therefore, properties such
as stability or filterability would not be grounds for patenting a new polymorph of a
compound. Such limits on patentability make it harder to use polymorph patents to
extend patent protection for drug substances, allowing generic suppliers to access the
market sooner rather than later, and thus lowering drug prices.

Since patent examiners and courts in different jurisdictions can reach different
conclusions, it is quite possible for a polymorph patent to be upheld in one country
but struck down in another. It is obvious that the patenting of polymorphs is an
extremely complex business, and high-quality specialist legal advice should always
be sought when drafting patents or attempting to circumvent them. Getting it
wrong can be extremely costly to your company.

In addition to polymorphs, novel salts, solvates and even amorphous forms can
potentially be patented. Both salts and solvates may exist in more than one poly-
morphic form, adding to the complexity of the patent landscape. For example, a
Sandoz patent [182] claims a novel acetone solvate of the heart drug ivabradine hy-
drochloride (Fig. 4.4), which is useful as a precursor to final drug substance, giving
the correct polymorph that is free from acetonitrile. Previous methods had involved
crystallisation from acetonitrile, which led to excessive levels of this toxic solvent
being incorporated into the product.

Fig. 4.4: Ivabradine hydrochloride, which can be produced via its acetone solvate.
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If you are working for a generic company that is planning to produce a substance
on which the patent is about to expire, the polymorph patent landscape can be daunt-
ing. In some cases, a number of companies will have claimed various polymorphs,
while others may be disclosed in literature articles. For example, the initial patent from
‘pharma company A’ may mention one solid, while a patent 2 years later may refer to
the initial form as Form I, but claim a novel polymorph, Form II, which is stated to be
more stable and suitable for tablet formation. Some years later, ‘generic company B’
files a patent claiming three new polymorphs, named Form III, Form IV and Form
V. The patent is disputed, with ‘pharma company A’ claiming Form III is really just
impure Form I, while Forms IV and V are actually solvates and unsuitable for produc-
tion. Meanwhile, ‘generic company C’ claims Form Z, with an XRPD spectrum which is
rather similar, but not quite the same, as Form II. Later, academic group D describes
Form Y in a paper, with a different IR spectra to Forms I, II and Z, but with no XRPD
provided. Thus now you face a landscape of mist and confusion, which will take a lot
of patient work, both scientific and legal, to clarify.

4.3 Case study 1 – ritonavir

Ritonavir (Fig. 4.5) is a protease inhibitor from Abbott used to treat HIV/AIDS, nowadays
in combination with other drugs. It is a peptide mimic containing four chiral centres.
The initial process development of the drug seemed to be successful; manufacturing
had started in 1996 and continued smoothly for 2 years before problems emerged. The
drug was formulated as semi-solid capsules containing the active ingredient in a solu-
tion of aqueous ethanol, since the drug lacked bioavailability in the solid state.

Fig. 4.5: Ritonavir: its manufacture was interrupted by formation of a new polymorph.
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The polymorph nightmare first began in 1998, when capsules started failing the
solubility test [183]. A new polymorph had formed, Form II, which was much less
soluble than the original Form I. Shortly afterwards, the new polymorph was pres-
ent throughout the formulation plant. Samples of Form II were taken into the lab
for investigation, and it soon became impossible to produce Form I in that environ-
ment. Following a visit from staff exposed to Form II, the new polymorph started
appearing in the bulk manufacturing plant [184]. It was no longer possible to pro-
duce the original formulation of ritonavir, and production had to be suspended de-
spite the urgent requirement for the drug from AIDS patients.

Experimentally, it was actually quite difficult to produce Form II without a seed
being present (either deliberately added or assumed to be present in the atmosphere
from site contamination). It was, thus, not surprising that pre-production polymorph
screens had only given Form I. This reluctance of Form II to form without a seed
raises the question as to how Form II was produced in the first place. There is specu-
lation that it may have been due to a product impurity acting as a template.

Both forms of ritonavir were characterised [183]. They had very similar melting
points and could not be distinguished by DSC; however, IR, solid-state NMR and XRPD
could all be used for this purpose. Single crystal X-ray scans allowed the two structures
to be determined, and the different hydrogen bonds present could be deduced: greater
hydrogen bonding in Form II seems to be the main factor in giving it increased stability.

New formulations of ritonavir were produced that were compatible with Form
II, such as refrigerated gel caps and tablets. In addition, methods were developed
[184] to produce either form, as required. Form I could be made by dissolving rito-
navir in ethyl acetate, filtering the hot solution through a filter cartridge and add-
ing it to a mixture of Form I crystals and heptane antisolvent. Alternatively,
ritonavir could be dissolved in a mixture of ethyl acetate and heptane, prior to
seeding with Form I. The latter process was carried out on a large scale to give
Form I with less than 3% Form II being present. Careful control of solvent volumes
and temperature was required.

4.4 Case study 2 – aspirin

Aspirin (acetylsalicylic acid, Fig. 4.6, h) was first marketed by Bayer, back in the
1890s, and has remained a best-selling drug ever since. For decades, only a single
polymorph was known. Form II of aspirin was discovered in the 1960s [185], but it
was only in 2005 that a full characterisation was reported [186]. It turned out that
the structure and properties of Form II were similar to the initial Form I. Indeed,
most samples of Form II were actually mixtures with Form I, an inter-grown
phase containing both polymorphs typically being formed. It was eventually discov-
ered that pure crystals of Form II could be obtained [187] by crystallisation of aspi-
rin from tetrahydrofuran or acetonitrile in the presence of aspirin anhydride (i).
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Another polymorph, Form III, could be reduced at high pressures, but reverted to
Form I at ambient pressure [188]. Neither of these new forms was commercially
significant.

Recently, a new form of aspirin was produced by melting crystals between glass
slides by a team led by Chunhua (Tony) Hu from New York University [189]. The
cooled melt gave spherulites of Form I and also spherulites of the new form (Form
IV), the latter making up about 15% of the solid. Since the spherulites contained
molecules organised in a helical structure, they could be distinguished by polarised
light microscopy, despite aspirin being an achiral compound.

Form IV reverted to Form I after a few minutes at room temperature, but could be
stabilised to last for around an hour by mixing with a suitable stabiliser, such as man-
nitol, Canadian balsam or polyvinylpyrrolidone. The new form was stable for around
a day at 4 °C. Both Raman spectroscopy and XRPD could be used to distinguish it from
Form I. Using specialist equipment and some complicated calculations, it was possible
to use X-ray analysis to determine the structure, which was distinct from Forms I and
II. Calculations showed that Form IV had a higher energy (by around 8 kJ/mol) than
Forms I and II, with the latter two polymorphs having almost equal energy.

The authors state that the new form of aspirin should have greater bioavailability.
Thus, it could be a medically useful if the stability and formulation challenges could
be overcome. In general, metastable forms can offer the potential for more active for-
mulations, provided reversion to the more stable polymorph can be avoided. An exam-
ple of higher bioactivity is the recent discovery by the same team of a new polymorph
of the insecticide deltamethrin [190], which is more active against mosquitos than the
more stable form, and hence could be of great use in the control of malaria.

4.5 Case study 3 – atorvastatin calcium

Atorvastatin calcium (Lipitor, Fig. 4.7) is a true ‘blockbuster’ drug, one of the best-
selling drugs of all time, and demonstrates a complex array of polymorphs and asso-
ciated patents. It was initially developed by Warner-Lambert, which was later taken

Fig. 4.6: Aspirin (acetylsalicyclic acid, h) and aspirin anhydride (i).
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over by Pfizer. The initial patent for the calcium salt (US 5273995) [191] expired in
2011 in the USA, but a later patent (US 5969156) [192] on the main crystalline forms
(Forms I, II and IV) was used by Pfizer in an attempt to prevent generic companies
entering the market. Numerous court cases followed in various jurisdictions: atorvas-
tatin also proved to be a blockbuster for the legal profession.

Form I (a trihydrate) is the main commercial form, used by Warner-Lambert (Pfizer)
and many generic companies. It seems to be stable in all its formulations. An exam-
ination of six commercial samples of crystalline atorvastatin calcium from different
Indian manufacturers using XRPD and DSC showed that five were pure Form I,
while one was Form I contaminated with other polymorphs [193]. Various other
crystalline polymorphs, such as Teva’s Form VIII have been used commercially, the
latter having been quantified using Raman spectroscopy [194]. The amorphous
solid has also been employed commercially [193], avoiding patents on the crystal-
line forms. A selection of the numerous patents and papers describing a multitude
of polymorphs is displayed in Tab. 4.1.

On the whole, the forms from different companies in Tab. 4.1 differ, even when
they share the same number (e.g. Form VIII from Warner-Lambert is not the same
as Form VIII from Teva, the XRPD spectra being quite different). A vast array of
methods was employed to make the various forms, using a wide range of solvents.
In addition to the forms listed, various other solvates [218] and co-crystals have
been claimed over the years, as well as salts other than the calcium salt. The
Warner-Lambert patent [192] on Forms I, II and IV has now expired, so the situation
is easier for generic companies wishing to produce atorvastatin calcium. Few, if

Fig. 4.7: Atorvastatin (typically used as the calcium salt).
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Tab. 4.1: Selected patents and papers on atorvastatin calcium polymorphs.

Patent/paper Assignee or author affiliation Form described Date of
publication

US 

[]
Warner-Lambert Initial patent (for atorvastatin) 

US 

[]
Warner-Lambert Initial patent for Ca salt

(amorphous)


US 

[]
Warner-Lambert Forms I, II and IV 

EP  [] Warner-Lambert Form III 

WO /
[]

Biocon Form V 

WO /
[]

Ivax Forms Fa and Je 

US 

[]
Ranbaxy Amorphous (Process patent) 

US 

[]
Warner-Lambert Forms V to XIX 

US 

[]
Egis Amorphous (Process patent) 

WO
/
[]

Teva Form F 

WO
/
[]

Ranbaxy Form R 

EP 

[]
Morepen Laboratories Form VI 

US 

[]
Teva Forms VI, VII, VIII, IX, X, XI

and XII


WO
/
[]

Warner-Lambert Forms XX to XXX 

WO
/
[]

Teva Forms XVIII and XIX 

WO
/
[]

Morepen Laboratories Forms M-, M- and M- 
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any, compounds have quite such a complex array of polymorphs as atorvastatin,
but many process development chemists will have the joy of sorting out a large
smorgasbord of polymorphic forms at some point in their career.

4.6 Prediction of polymorph structures

With today’s ever-increasing computational power, many researchers have attempted
to predict polymorphic structures and their relative stability by theoretical means
[219, 220]. This discipline is referred to as crystal structure prediction. A large number
of possible crystal structures can be generated, and their lattice energies estimated
and compared. In many cases, such as caffeine (Fig. 4.8, j), a number of forms with
low lattice energy are given by calculation [221], and at least three anhydrous forms
and one hydrate exist in practice [222]. In contrast, isocaffeine (k) has one form with
lattice energy around 6 kJ/mol less than its nearest rival. This large energy difference

Tab. 4.1 (continued)

Patent/paper Assignee or author affiliation Form described Date of
publication

WO
/
[]

Egis Form B- 

US 

[]
Dr Reddy’s Forms VI and VII 

WO
/
[]

Matrix Laboratories Form M 

US 

[]
Teva Form V 

An et al. [] Duksung Women’s University Forms  and  

US 

[]
Teva Forms VI, VII, VIII, IX, IXa, X, XI,

XII, XIV, XVI, XVII


US 

[]
Teva Forms X, A, B, B, C, D and E 

US 

[]
Teva Form T 

Rao et al. [] Aurobindo and Acharya
Nagarjuna University

‘New polymorphic form’ 
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is relatively unusual and is also in line with experiment, since only one polymorph of
isocaffeine has ever been isolated.

Various computational methods are used to calculate lattice energies. An example
is density functional theory [223, 224], which has been applied to a number of or-
ganic compounds. Calculating lattice energies, although useful, gives results for
0 K, which may not always apply at ambient temperatures. Ideally, the relative free
energies of theoretical polymorphs are needed as a function of temperature, but ac-
curate estimation of such values is difficult. In recent years, molecular modelling
techniques have been applied to temperature-dependent polymorphic changes
[225], which usually occur because of differences in entropy. However, even if you
know that a certain structure will be the most stable at a certain temperature, ki-
netic factors may mean that it is hard to isolate it in practice.

It is necessary to objectively compare the different computational methods
used to find polymorphs. Every few years, the Cambridge Crystallographic Data
Centre organises a series of blind tests for the various groups working in the field,
to find out how each performs in polymorph prediction for a number of compounds.
At the time of writing, the seventh blind test is running. The sixth blind test [226]
involved five target compounds with unpublished crystal structures, varying in
their flexibility, charges, etc. All of the experimental structures were predicted by at
least one submission. On the other hand, no group successfully predicted all five
structures. Over the years, the ability of programs to predict crystal structures has
steadily improved. It is no longer sensible for the practical chemist to ignore theo-
retical inputs with regard to polymorphs, so it may be best to bring in an expert in
the field as a consultant. Empirical testing can only take you so far: at some point
you will need to decide whether it’s worth continuing with attempts to form new
polymorphs or not, and theoretical calculations are increasingly able to provide
guidance on this question.

Fig. 4.8: Caffeine (j) and isocaffeine (k).
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Chapter 5
Optimisation and experimental design

5.1 Why use experimental design?

Process optimisation is the central core of process development. In addition to im-
proving product yield and purity, other so-called output variables (also referred to
as dependent variables), such as particle size, polymorphic form or levels of resid-
ual metals may also need to be optimised. The conditions of the experiment, made
up of the so-called input variables (also referred to as independent variables), such
as temperature, solvent and proportion of reagent, are adjusted in order to achieve
optimisation. The old-fashioned way of carrying out optimisation is by starting with
a standard method (maybe from the research department or the literature) and
changing one variable at a time. So a run is carried out at a higher temperature,
keeping everything else constant; another run is then carried out with a higher stir-
rer speed (with the temperature returned to its original value); and a third run is
carried out with a different reagent (with temperature and stirrer speed both at the
original value), etc. This procedure is known as ‘one factor at a time’ (abbreviated
as OFAT), and despite all attempts to kill it off, it survives like Frankenstein’s mon-
ster in many laboratories to this day.

One disadvantage of OFAT is that it is common for input variables to interact with
each other. Thus, in the example given, the new reagent may only be more effective
than the original reagent at a higher temperature, while giving lower yields at the origi-
nal temperature. Such interactions are not detected by the OFAT approach, with the
experimenter completing their ‘optimisation’ in blissful ignorance of their existence
[227]. In contrast to OFAT, experimental design (also known as ‘design of experiments’,
DoE) aims to cover a volume of ‘experimental space’ with the optimum number of ex-
perimental runs, obtaining a comprehensive overview of the effects of different varia-
bles and their interactions, which can be expressed by an algebraic equation if
necessary. Thus, the important input variables can be distinguished from those
that make little difference, allowing for their further optimisation using a second
experimental design if required. Understanding the ‘experimental space’ allows ro-
bust conditions to be employed, where small perturbations will not lead to a signif-
icant drop in yield or purity. A good experimental design will also allow a better
estimation of the random errors involved in the runs, allowing accurate determina-
tion of the likelihood that a particular effect is statistically significant.

Experimental designs have proved their worth over a vast range of disciplines
and are widely used in many industries. They are nowadays a mainstay of chemical
process development. A recent example [228] of optimisation by experimental de-
sign from Gilead scientists involved a selective continuous DIBAL reduction of a
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diester (Fig. 5.1 a) to the mono-aldehyde (b). Looking at the effects of temperature
and equivalents of DIBAL, it was found that a relatively high temperature and low
amount of DIBAL gave the best yields.

Another recent example of experimental design was its use to optimise the drying of
a cyclodextrin active pharmaceutical ingredient from Merck [229], examining the ef-
fect of humidity, temperature and pressure. Conditions were found that gave levels of
solvent that met the specification. In a third example, Hovione chemists recently
[230] used an experimental design to optimise a palladium-catalysed Sonogashira
coupling reaction, examining the effect of various input variables. Thus, it can be
seen that today’s industry regularly uses experimental designs to tackle a wide range
of problems.

5.2 Factorial and partial factorial designs

Factorial and partial factorial designs [231, 232] are powerful techniques for optimisa-
tion and are commonly applied to a wide range of process development problems.
Considering the example mentioned previously of examining temperature (given as a
5 °C range, since it is hard to keep to an exact temperature), stirrer speed and different
reagents, let’s suppose that OFAT runs gave the following values for yield (Tab. 5.1).

Fig. 5.1: Conversion of diester (a) to mono-aldehyde (b), optimised by experimental design.

Tab. 5.1: Typical OFAT runs.

Temperature
(°C)

Reagent
(X or Y)

Stirrer
(rpm)

%Yield

Run 

(initial)
– X  

Run  – X  

Run  – Y  

Run  – X  
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The various changes to the initial conditions have not led to any improvement.
However, improvement is still possible if one or more interactions are significant.

By adding four additional runs, we obtain a balanced experimental design and
the following yields (Tab. 5.2).

Here, it can clearly be seen that reagent Y gives much better yields, but only at
higher temperatures, while the stirrer speed does not produce a significant effect in
this case. The above experimental design is designated as a 23 factorial design,
since three input variables are examined at two different levels [231]. The eight runs
in the 23 factorial design makes up the corners of a cube (Fig. 5.2).

Tab. 5.2: An experimental design (23 factorial).

Temperature,
T (°C)

Reagent,
R (X or Y)

Stirrer speed,
S (rpm)

%Yield

Run  – X  

Run  – X  

Run  – Y  

Run  – X  

Run  – Y  

Run  – Y  

Run  – X  

Run  – Y  

Fig. 5.2: Representation of 23 factorial.
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A 23 factorial design, such as the one shown in Tab. 5.2, can be described by a
matrix (sometimes referred to as an analysis matrix or design matrix), with the input
variables represented by either −1 or +1, depending on their level, as shown in Tab. 5.3
(T, temperature; R, reagent; and S, stirrer speed). Of course, for non-numerical input
variables, such as catalyst type, the designation as −1 or +1 is entirely arbitrary, but
does not affect the overall results. The interactions TR, TS, RS and TRS can also be in-
cluded, being the multiples of the values for the single variables. This type of full facto-
rial design is known as an orthogonal design, i.e. the effect of any one factor balances
out when considered across the range of any other factor, so neither the factors nor
their multiples correlate with each other at all.

The net effect of T can be determined by adding or subtracting the yields, depending
on whether the T value was +1 or −1, and then dividing by four (four ‘differences’ be-
tween yield values). A similar procedure can be applied to the other input variables
and their multiples.

Effect of T = (−60 + 55 – 52 – 59 – 53 + 75 + 54 + 75)/4 = +35/4 = +8.75
Effect of R = (+60 + 55 – 52 + 59 – 53 – 75 + 54 – 75)/4 = −27/4 = −6.75
Effect of S = (−60 – 55 – 52 + 59 + 53 – 75 + 54 + 75)/4 = −1/4 = −0.25
Effect of TR = (−60 + 55 + 52 – 59 + 53 – 75 + 54 – 75)/4 = −55/4 = −13.75
Effect of TS = (+60 – 55 + 52 – 59 – 53 – 75 + 54 + 75)/4 = −1/4 = −0.25
Effect of RS = (−60 – 55 + 52 + 59 – 53 + 75 + 54 – 75)/4 = −3/4 = −0.75
Effect of TRS = (+60 – 55 – 52 – 59 + 53 + 75 + 54 – 75)/4 = +1/4 = +0.25

From these coefficients, the yield can be determined by the following equation:

Yield = 60.375 + (8.75T/2) – (6.75R/2) – (0.25S/2) – (13.75TR/2)
– (0.25TS/2) – (0.75RS/2) + (0.25TRS/2)

Tab. 5.3: The experimental design from Tab. 5.2 described as a matrix with +1 and −1.

T R S TR TS RS TRS %Yield

Run  − + − − + − + 

Run  + + − + − − − 

Run  − − − + + + − 

Run  − + + − − + − 

Run  − − + + − − + 

Run  + − − − − + + 

Run  + + + + + + + 

Run  + − + − + − − 
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The values T, R, S, etc. are either −1 or +1, according to the matrix. Each of the various
effects are divided by 2 since there is a difference of 2 between the −1 and +1 used to
represent the levels of the input areas. The value of 60.375 seen in the equation is the
overall mean yield. Such equations are referred to as models since they can be used
to estimate the yield. From the above model, we can confirm that TR is the most cru-
cial factor in determining the yield, while the stirrer speed is unimportant. Such
equations are only estimates and are distorted by experimental error, which can be
much reduced by running each experiment more than once. However, if you dupli-
cate each run, you have to carry out 16 runs rather than eight. Error calculations will
be discussed further later in this chapter.

Of course, there are many statistical programs that will do such calculations for
you, which is especially useful when a larger number of factors need to be considered.
These include ‘Design-Expert’ from Stat-Ease, JMP’s ‘Design of Experiments’, Minitab
software and Statgraphics software. Randomisation of the runs is important in experi-
mental design. You don’t want any of your main effects, such as temperature, stirrer
speed and reagent in our example, to first be at one value for four runs and then at the
other for the next four runs. Programs will randomise the order in which you carry out
the reactions, although it is worthwhile checking that the order is not highly correlated
with any of the main input variables (since randomisation does not always prevent un-
wanted correlations) and correcting if necessary. You may get more proficient (or more
careless) at running the reaction as the experimental design proceeds. Also, there may
be a need to replace a batch of reagent, etc. if the material runs out before the experi-
ment is completed, which again may affect the overall outcome.

The 23 factorial design described above is fine when you are sure that only
three input variables are important. However, an initial design often has to consider
more input variables. It may well be that some of these turn out to be unimportant
and a second design can be run that leaves them out, but it’s best not to leap to
conclusions before looking at the problem in more detail. In practice, it is likely
that four to ten input variables will have to be initially considered for a typical reac-
tion. A 24 factorial design requires 16 runs, while a 210 requires 1,024 runs. Fortu-
nately, it is still possible to obtain useful results using fewer runs. In the above
example, it is clear that TR represents the interaction of T and R, but what exactly
does TRS mean in real terms? With more runs, much of the acquired information
from a full factorial run gives coefficients for such multi-factor variables, which, in
practice, rarely have any importance, since the output is typically determined by
the main effects (e.g. T and R in our example) and two-factor interactions (e.g. TR
in our example). Three-factor (or higher factor) variables, such as TRS, can be
‘aliased’ with the main input parameters, meaning that their effects cannot be dis-
tinguished. These so-called fractional factorial or partial factorial designs allow far
fewer runs to be used than a full factorial design. In addition, some two-factor interac-
tions can be aliased if common sense tells you they are unlikely. Consider a strongly
basic reaction where, in addition to the reaction parameters, you are interested in
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whether the completed reaction should be quenched with ammonium chloride so-
lution (research department method) or acetic acid solution (proposed new method
to avoid chloride ions). You might decide that interactions with the reaction tem-
perature or reaction stirrer speed would be unlikely, although an input parameter
such as choice of solvent might possibly interact. Partial factorials can be deter-
mined mathematically, but a good design of experiments program will do all the
hard work for you, giving suitable designs for a given number of runs.

5.3 Analysis of variance (ANOVA)

The statistical analysis of factorial and partial factorial results is usually carried out
using the so-called analysis of variance or ANOVA [231, 232]. This procedure compares
the variation due to the different treatment levels to each other and to the background
random variation (referred to as ‘residual variation’ or ‘variation due to error’). The ef-
fect of input variables, including those multi-factor variables that are set up to be
examined (AB, AC, etc.), is calculated to give a p value, which is a measure of signifi-
cance. Typically, variables with a p value of <0.05 are considered significant. This p
value is referred to as the ‘level of significance’, α, so when using statistical programs,
it may be necessary to set α to 0.05. Formally, this can be stated as being 95% certain
that we can reject the so-called null hypothesis, which states that the particular vari-
able has no effect on the output variable within the range examined. Of course, it
would be unwise to ignore a result of say p = 0.06, which obviously gives some indica-
tion that a particular level of a variable may be favoured. Typically, for 0.05 < p < 0.10,
we can conclude that the variable may be better at the indicated level and proceed on
that assumption. Process development needs to be a carried out speedily, so it is often
not possible to spend a long time obtaining a statistically perfect result. However, if
there are good practical reasons for preferring the level that is not indicated by the re-
sults, such as a lower cost, you may just have to carry out further runs, reducing the
overall random error so that the results become clearer. If there is true significance, p
should eventually shift to <0.05 if sufficient runs are carried out.

As an example of an ANOVA analysis, we can consider a hypothetical 22 factorial
experiment, looking at the effects of two input factors, the excess of reagent, A (either
1.1 or 1.5 equivalents), and addition time, B (either 1 or 3 h), on yield. In practice, a typi-
cal ‘first look’ factorial experiment would usually contain more than just two factors,
but having a simple example makes the calculations clearer. Two replicate runs were
carried out for each of the four sets of conditions, giving the results shown in Tab. 5.4.

In Tab. 5.4, runs 1 and 2, 3 and 4, etc. are replicates, allowing random variation
to be estimated. The above results clearly show a strong effect for variable A, with
1.5 equivalents of reagent being favoured. However, chemists may argue whether
there is a slight effect for B or not, so further examination is required. Table 5.5
gives the analysis matrix for these results.
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The effects of the two factors and their interaction can be calculated as follows:

Effect of A = (81 + 82 + 82 + 86 – 70 – 72 – 73 – 71)/4 = 45/4 = 11.25
Effect of B = (73 + 71 + 82 + 86 – 70 – 72 – 81 – 82)/4 = 7/4 = 1.75
Effect of AB = (70 + 72 + 82 + 86 – 81 – 82 – 73 – 71)/4 = 3/4 = 0.75

The so-called ‘sum of squares’ (SS) provides a useful measure of the amount of the
variation due to the various effects and the random error. The sum of squares for
the effects in a 2 × 2 factorial experiment can be calculated using the formula SSA =
(sum of results for A)2/4n (where n is the number of replicates, in this case 2).

Tab. 5.5: Analysis matrix for 22 factorial design with two replicates.

A (equivalents) B (hours) AB (interaction) %Yields

Run  − − + 

Run  − − + 

Run  + − − 

Run  + − − 

Run  − + − 

Run  − + − 

Run  + + + 

Run  + + + 

Tab. 5.4: 22 factorial design, with two replicates (runs not
randomised, in order to improve clarity).

A (equivalents) B (hours) %Yields

Run  .  

Run  .  

Run  .  

Run  .  

Run  .  

Run  .  

Run  .  

Run  .  
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Thus, the following SS values can be found for the effects:

SSA = 452/8 = 253.125
SSB = 72/8 = 6.125
SSAB = 32/8 = 1.125

However, in addition to the sum of squares for effects, we can also calculate a sum of
squares for the error (SSE, also known as the ‘residual sum of squares’, SSRES). For
each run, the difference from the mean for the two replicates is squared, giving:

Run 1: Value = 70, mean for replicates = 71, difference squared = 1 × 1 = 1
Run 2: Value = 72, mean for replicates = 71, difference squared = 1 × 1 = 1
Run 3: Value = 81, mean for replicates = 81.5, difference squared = 0.5 × 0.5 = 0.25
Run 4: Value = 82, mean for replicates = 81.5, difference squared = 0.5 × 0.5 = 0.25
Run 5: Value = 73, mean for replicates = 72, difference squared = 1 × 1 = 1
Run 6: Value = 71, mean for replicates = 72, difference squared = 1 × 1 = 1
Run 7: Value = 82, mean for replicates = 84, difference squared = 2 × 2 = 4
Run 8: Value = 86, mean for replicates = 84, difference squared = 2 × 2 = 4

The SSE value is given by the sum of the results for each run, 1 + 1 + 0.25 + 0.25 + 1 +
1 + 4 + 4 = 12.5.

An overall sum of squares, SST, can also be calculated, using the overall mean
(also known as the ‘grand mean’) from all eight runs, µ, which was equal to 77.125
for this example. The overall sum of squares is given by the sum of the square of
the differences between the overall mean and the value of each run, giving:

Run 1: Value = 70, difference from µ = 7.125, difference squared = 50.76563.
Run 2: Value = 72, difference from µ = 5.125, difference squared = 26.26563
Run 3: Value = 81, difference from µ = 3.875, difference squared = 15.01563
Run 4: Value = 82, difference from µ = 4.875, difference squared = 23.76563
Run 5: Value = 73, difference from µ = 4.125, difference squared = 17.01563
Run 6: Value = 71, difference from µ = 6.125, difference squared = 37.51563
Run 7: Value = 82, difference from µ = 4.875, difference squared = 23.76563
Run 8: Value = 86, difference from µ = 8.875, difference squared = 78.76563

Thus, SST = the sum of the above ‘difference squared’ values = 272.875 (to 3 decimal
places)

The SS values for the effects plus that for the error give SST, i.e. SSA + SSB + SSAB
+ SSE = SST (253.125 + 6.125 + 1.1.25 + 12.5 = 272.875). Thus, the effect of A accounts for
almost 93% of the total sum of squares. The relative low value of SSE (error SS or
residual SS) shows a well-run experiment, with good control over random variation.

We can now calculate the mean square, MS, for the effects and error. This quan-
tity is simply the SS divided by the relevant degrees of freedom (D of F), which will
be 1 for A, B and AB (since there are only two levels; with three levels, there would
be two degrees of freedom, etc.). For the error, the degrees of freedom= 4. The degrees
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of freedom for the error of a 22 factorial design are given by the formula D of F = 4(n –
1), where n = the number of replicates, while for a 23 design the formula is D of F = 8
(n – 1).

From the MS statistics, it is possible to calculate the so-called F value for each
effect, including their combinations, by simply dividing the MS value by the MS for
the error. F is used to determine whether or not an effect is significant at a particular
level of significance (usually α = 0.05). If the calculated F value for an effect is more
than the critical F value (either computed or obtained from tables [231]), we can say
that the effect is significant (more formally, we can reject the null hypothesis that
there is no difference between the levels of that particular effect). ANOVA results ta-
bles typically also include p values for the effects. Thus, a typical ANOVA results
table for the above example would look something like Tab. 5.6.

The exact appearance of an ANOVA results table will vary, depending on the com-
puter program used. Of course, few people will carry out an ANOVA calculation one
step at a time as above, since many suitable programs are available, but doing so
illustrates where the numbers come from, which helps in understanding the output.
The results in Tab. 5.6 confirm the highly significant effect of A, while the interac-
tion AB is clearly unimportant in this case. The effect of B is not even significant at
α = 0.10, so we have no grounds for rejecting the null hypothesis that addition time
(B) makes no difference. That is not to say that if enough replicates were carried
out, a significant relationship might not be found. However, it is likely that resour-
ces would be better employed elsewhere, since any effect of B is clearly small. In
general, small effects that are not statistically significant can usually be ignored.
On the other hand, if an effect is large, but not quite significant, further runs may
be needed to decide whether there is true significance or not.

Adding the grand mean to the coefficients for the effects calculated earlier
gives us the following model equation for the experiment:

Yield = 77.125 + (11.25A/2) + (1.75B/2) + (0.75AB/2)

Tab. 5.6: ANOVA results table for 22 factorial experiment.

Source of variation SS Degrees of freedom MS F value F (critical) P

A .  . . . .

B .  . . . .

AB .  . . . .

Error .  .

Total . 
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The differences between the yield values given by the model and the actual yield
values are the residuals, the values of which arise due to random error. These
should roughly follow a normal distribution and not correlate with the order in
which the runs were carried out. If either of these statements does not apply, you
may well have a problem. Thus, for our experiment, Tab. 5.7 shows the differences
between the actual values and those derived from the model equation (in this case,
these calculated values are equal to the mean for each pair of replicates).

The order of runs shown in Tab. 5.4 and Tab. 5.5 was given for reasons of
clarity, but in practice the runs would not have been carried out in this order
since it correlates completely with factor B. Let us suppose that the order of runs
was in fact run 7, run 1, run 4, run 8, run 2, run 5, run 6 and run 3, which has
little correlation with the main effects.

The Pearson’s correlation coefficient, R, between the actual run order and the residuals
is 0.24, showing no cause for concern. A high coefficient (i.e. one near to −1 or +1)
would suggest changes in the reaction with time. This could be due to many reasons,
a common one being using up an old batch of starting material or reagent and replac-
ing it with a new one. In this case, purity or hydration levels may differ, which may
affect the reaction.

A histogram of the frequency of occurrence of residual values against these val-
ues (rounded, if necessary) should give a roughly bell-shaped normal distribution.
A histogram of the residuals is shown in Fig. 5.3, with the frequency given for each
range (ranges −2 to <–1, − 1 to <0, 0 to +1, and >+1 to +2), giving a roughly normal
distribution. An experiment with a greater number of runs should give a distribu-
tion closer to normality. So-called normal probability plots can also be used to ana-
lyse residuals [232].

Tab. 5.7: Table of residuals.

Run (actual order
in brackets)

Yield (actual) Yield (calculated) Residual

Run  (nd)   −

Run  (th)   

Run  (th)  . −.

Run  (rd)  . .

Run  (th)   

Run  (th)   −

Run  (st)   −

Run  (th)   +
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We can now consider the experiment described previously, with three input vari-
ables, T, R and S, but with no replicates. The results were described for the three
variables and four multiples (TR, TS, RS and TRS), making seven effects in all. How-
ever, since there are a total of seven degrees of freedom and each effect uses one
degree of freedom, there are no degrees of freedom left for the error. The yield is
given by the model equation, seemingly without any way to determine the error.
So, it appears that we can say nothing about the accuracy of our results, which
feels intuitively wrong.

One possible solution, as mentioned previously, is to carry out replicate runs,
but it may be the case that there is a shortage of starting material or no time to
carry out further experimentation. It is possible to ignore the effect of the triple mul-
tiple TRS since its magnitude is small and such triple multiples are rarely signifi-
cant. This would leave one degree of freedom for the error. Another solution,
although frowned upon by some statistical purists, would be to totally ignore the
effect of S and its multiples since they are all small and changing the 23 design with
no replicate runs to a 22 design with two replicates runs for each combination.

A better method of dealing with the problem would be to add the variables,
one at a time, to an equation, starting with the most significant. The three most
significant variables were TR, T and R, with coefficients of −13.75, +8.75 and −6.75,
respectively.

The original complete equation for the yield was given by

Yield = 60.375 + (8.75T/2) – (6.75R/2) – (0.25S/2) – (13.75TR/2)
– (0.25TS/2) – (0.75RS/2) + (0.25TRS/2)

Taking only T, R and TR coefficients gives:

Yield = 60.375 + (8.75T/2) – (6.75R/2) – (13.75TR/2)

Fig. 5.3: Residual values from Tab. 5.7 plotted as a histogram.
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We could then perhaps add the next highest coefficient, 0.75 for RS, to give:

Yield = 60.375 + (8.75T/2) – (6.75R/2) – (13.75TR/2) – (0.75RS/2)

The yields from these equations with fewer variables can be compared to the actual
yield, which is given by the complete equation. The results are shown in Tab. 5.8:

The differences (residuals) between the actual yields and those calculated from just
T, R and TR are small (six residuals of 0.5 and two of 0). Using the values for RS
gave only slightly smaller residuals (six residuals of 0.125 and two of 0.375). Thus,
RS and the unused coefficients, S, TS and TRS, can be omitted, giving four degrees
of freedom for error calculations. Many statistical programs allow coefficients to be
added one by one, showing the decrease in residuals as coefficients are added and
producing ANOVA tables for the results. A judgement needs to be made as to when
it is no longer sensible to add further variables, there being little change in resid-
uals, although chemical considerations have still to be borne in mind.

5.4 Experimental designs with three or more levels

The various two-level experimental designs discussed so far are extremely useful, but
do not give information about a non-linear response. Of course, it is common for yield
to increase with a variable, such as temperature, up to a certain point and eventually
decrease again. In such cases, yield may be described by a quadratic equation, involv-
ing terms such as A2 and B2, as well as A and B. A factorial experiment, such as a 32

factorial, involving two factors each at three levels, can be used to look for quadratic
responses. Such factorials can lead to a large number of runs. A 33 factorial with two

Tab. 5.8: Adding variables to a model equation for T, R and S (see Tab. 5.3).

T (temp) R (reagent) S (stirrer) Actual
%yield

%Yield from equation
with just T, R and TR

%Yield from equation
with just T, R, TR and RS

Run  − + −  . .

Run  + + −  . .

Run  − − −  . .

Run  − + +  . .

Run  − − +  . .

Run  + − −  . .

Run  + + +  . .

Run  + − +  . .
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replicates at each point would require 54 runs (33 × 2). A number of other designs are
often used, the so-called central composite design (CCD) [231, 233] being popular. This
design involves a basic two-level factorial design along with a centre point and so-
called ‘star points’ forming a cross or crosses from the centre point, either on the edges
of the factorial shape or further out (often the star points are at the same distance from
the centre point as the corners of the factorial points). Several replicates are run at the
central point but none elsewhere. A basic CCD for two variables is shown in Fig. 5.4.

The central point is replicated four or five times, allowing the random error to be
estimated. Such designs are useful for fine tuning the important variables after an
initial two-level factorial or partial factorial design. For example, an initial design
might tell you that yields were significantly higher at 60–65 °C than at 20–25 °C.
You might then want to compare 60–65 °C to 50–55 °C and 70–75 °C, giving you
three levels.

Experiments run with three or more levels allow the construction of contour
plots, showing the levels of yield in a manner similar to contours on a map. A hypo-
thetical example is given in Fig. 5.5. Superimposing contour plots for yield and
purity can show regions where high levels can be found for both, which is particu-
larly useful in reactions, such as some oxidations, where there tends to be a trade-
off between these two output variables. It is important that the final process is on a
‘plateau’ and not on a ‘cliff edge’, as in the latter case small perturbations can lead to
a catastrophic loss in yield or purity. Process development should aim at developing
robust processes that will not be drastically affected by small changes in conditions.

Point P on the contour plot in Fig. 5.5 gives roughly the same yield as point Q,
but the former is much to be preferred, since it is in the middle of a ‘plateau’,
while Q is perched on a ‘cliff edge’. In addition to contour maps, various three-
dimensional response surfaces can be produced where more than two input varia-
bles have to be mapped.

Fig. 5.4: CCD for two variables. Centre point, CP; factorial points, FP; star points, SP.
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5.5 Choice of variables and reaction scale

There are a large number of possible experimental designs, and it is possible to
spend a vast amount of time analysing your data by the myriad of available meth-
ods. However, the initial choice of variables often has far more effect on the out-
come of an experimental design than the exact statistical methods used.

It is impossible to examine every possible variable by means of experimental
designs, since process development needs to be carried out reasonably quickly.
Imagine a reaction with one starting material, two reagents and two solvents. Even
if we do not want to change these, just looking at samples from two different sup-
pliers for each of these will give us five variables, and we have not even started the
reaction yet. A good experience of plant chemistry is needed to select the variables
that are likely to be important. In the example given, it would probably be best to
just go with the commercial bulk samples (not samples from laboratory suppliers)
that you plan to use, except where there is likely to be some variation. For example,
potassium carbonate is a very useful base but notorious for giving somewhat differ-
ent outcomes, depending on the exact grade used. It is probably worth obtaining
samples of two different grades to put into your initial experimental design.

For a first factorial or partial factorial experiment, fairly large jumps in input
variable values are more likely to show an effect, and a design with only small
changes may well lead to inconclusive results. However, initial range-finding runs
are often required. Consider a variable such as temperature. You might have a
method that is carried out at 20–25 °C, but is rather slow. You could use tempera-
ture values of 20–25 °C and 60–65 °C in your design. It is a good idea to carry out
an initial run at the higher temperature range, just to make sure you do not waste
half your experimental runs making a tarry mess. Such range-finding experiments
can be incorporated into the design if reasonable results are obtained.

Fig. 5.5: Contour map, showing the effect on yield of the amount of reagent and temperature.
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Devising an initial experimental design requires you to carefully consider not
only which factors to put in, but also what to leave out. The commonly significant
factors include temperature, amount and type of reagent(s), addition time, stirrer
speed, solvent and concentration, but sometimes one or more of these can be left
out. For example, a slow reaction involving only miscible liquids is unlikely to be
affected by stirrer speed, while a reaction involving insoluble solids may well be.

When the amount of starting material or regent is limited, it is important not to
use it all up in one gigantic experimental design. The results may suggest that your
initial runs are in the wrong area entirely. Consider a reaction that is carried out in
the presence of a base. The literature suggests that excess base is required and the
research department method uses 1.3 equivalents of base. You carry out a large de-
sign in which one factor is the level of base (either 1.0 or 1.3 equivalents). There is a
clear advantage in using 1.0 equivalents. You use up your remaining gram of start-
ing material on a run on Friday afternoon with 0.7 equivalents of base, and the
yield surprisingly improves still further. Obviously, your initial design was in the
wrong ‘area’, so you need to carry out another with lower base levels but you have
no material left to do so. If the starting material is in short supply, it is a good rule
of thumb not to use more than half of it in your initial experimental design.

Ideally, all experimental design should be carried out on the plant reactor to be
used for the reaction, but this is seldom possible in practice, and is generally incom-
patible with the need for fast process development, even when starting material is
abundant. Generally, a plant reactor is mimicked in the laboratory, using jacketed
flasks with overhead stirrers and controlled feeds of liquids. Automated reactor con-
trol is invaluable to ensure accuracy and is discussed in more detail in the following
chapter. However, if the supply of starting material is limited, you may end up using
small round-bottomed flasks with magnetic stirrers. Random errors in yields tend to
become greater as the reaction size decreases. For example, if you are weighing out
100 mg of solid, electrostatic factors can be a problem. It is easy to have a few mg of
fine crystals stick to the inside of the flask neck without noticing. Making up a stock
solution and using a micropipette may reduce errors somewhat, but even so, such
very small-scale runs often simply produce random noise, all but the largest effects
on yield being lost. It may be objected that successful small-scale laboratory designs
are sometimes reported in literature, but the large number of unsuccessful ones are
hardly likely to be mentioned. Nobody is going to tell the story of how they wasted a
lot of time on a design that gave no clear answers.

Having said this, multiple small-scale reactions are very useful for the initial
screening of catalysts, etc. Thus, a large number of palladium complexes and bases
might be examined for a Suzuki–Miyaura coupling reaction. This is the domain of
high-throughput experimentation (HTE), where multiple reactions are run simulta-
neously [234]. The goal is to find candidates for further investigation rather than
mimic the yields from a plant process. Multiple catalysts or other reagents may be
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examined and (for example) the two most promising used for further development.
Such approaches are further discussed in the following chapter.

Factors involved in the work-up, such as which washes to use, the amount of
antisolvent, etc. need to be optimised. Such designs are best carried out as separate
designs to the optimisation of the actual reaction. It’s best to first optimise the reac-
tion without work-up (apart from any necessary quenches), calculate the yield by
HPLC or GC against a purified standard, and then carry out a large-scale reaction
under optimum conditions to provide a stock solution or crude solid for the optimi-
sation of the work-up. If it is problematic, drying conditions can be optimised sepa-
rately, using a large batch of solvent-wet solid as input (this has to be carefully
sealed to prevent solvent loss on standing).

5.6 Plant process improvements and CUSUMS

The job of a process development chemist does not necessarily stop once a process is
successfully running on a manufacturing plant. Larger companies may have dedicated
plant chemists to further improve the process, but in many cases such improvements
are left, at least in part, to process development staff. Small increases in yield on a full-
scale plant can make a huge difference to the profitability of a process, so should be
sought where possible, while also bearing in mind any regulatory constraints.

In addition to increasing the yield, control of random deviation is essential for
manufacturing processes. Even if the average yield and purity are high, too great a
variability in yield or purity can be disastrous. Statistically, the standard deviation
provides a useful measure of variability, and plant process improvement should
aim for low standard deviation values, while any rise should be urgently investi-
gated, before batches start failing to meet their specification.

Introducing a change to a plant process might seem straightforward. You com-
pare the mean values of yield and purity for a number of runs before the process
change is introduced, followed by a number of runs after. However, this view is
naïve, since if no real change is made, you might still see a short-term improve-
ment. The mere presence of extra professional staff on shifts, monitoring every de-
tail of the process and interacting with the plant staff, could increase the yield or
purity. Plant staff may be glad that somebody is taking an interest, so everything
may be done exactly according to the book, tea breaks may become shorter, and
tasks may be completed speedily rather than being left to the next shift. Such
changes are sometimes referred to as the ‘observer effect’ or ‘Hawthorne effect’,
named after the Hawthorne works where the effect was supposed to have occurred
back in the 1920s, although subsequent reanalysis of the data suggests that possi-
bly no such effect was actually present during these early studies [235].

In addition to a possible ‘Hawthorne effect’, the longer the time period over which
a plant process is examined, the more likely that other changes may be introduced. For
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example, the original supplier may stop manufacturing a raw material, so a new sup-
plier may have to be found. Changes to shift patterns may mean that a plant reaction
mixture is left to stand for a longer period of time. Necessary repairs may lead to
changes to vessels or other equipment. So you can end up with lots of plant data and
more than one change. Such situations can be dealt with using ‘cusums’ [232, 236].

A cusum value for a particular batch is calculated by adding the deviation (which
may be a positive or negative number) from the overall mean to the values from the
previous batches, starting and ending at zero. This is best seen by examining the hypo-
thetical example shown in Tab. 5.9. The output variable is yield in this example, but it
could be product purity or impurity level. Let us suppose that our proposed improve-
ment (increase in catalyst level) occurs prior to batch 10, while a change to the source
of a raw material, due to the normal supplier ceasing to make it, occurred at batch 22.
The overall mean was 90.5%.

Tab. 5.9: Cusums for plant batches with an overall mean yield of 90.5%.

Batch
no.

Yield
(%)

Deviation
from mean

Cusum Batch no. Yield
(%)

Deviation
from mean

Cusum

 . −. −.  . −. −.

 . −. −.  . . −.

 . −. −.  . . −.

 . −. −.  . . −.

 . −. −.  . . −.

 . −. −.  . . −.

 . . −.  . . −.

 . −. −.  . . −.

 . −. −.  . −. −.

 . −. −.  . . −.

 . . −.  . . −.

 . −. −.  . . −.

 . −. −.  . . −.

 . −. −.  . . −.

 . −. −.  . . −.

 . −. −.  . . −.

 . . −.  . . −.

 . −. −.  . . −.
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A plot of the cusum values against batch number is shown in Fig. 5.6.
Changes in the yield are shown by changes to the slope of the cusum graph. The

slope continues downwards up to around batch 22, after which it start going up-
wards. There is no great change to the slope due to our change in the amount of cata-
lyst at batch 10, showing that, contrary to expectations, it made little difference.
However, the forced change in raw material supplier at batch 22 clearly made a differ-
ence, giving a small increase in yield. The mean yield for batches 1–21 was 90.1%,
while the mean yield for batches 22–40 was 91.0%. If we had simply compared the
mean yield for the three batches (7–9) before the increase in catalyst level at batch 10
to the three batches after (10–12), we would have seen an increase in mean yield from
90.1% to 90.3%, but this was only due to short-term fluctuations, the cusum showing
no prolonged change to the slope.

We can also check that there was a real change in yield at batch 22 from looking
at the standard deviations. The overall standard deviation for the yield was 0.552,
much higher than that for batches 1–21 (0.332) and batches 22–40 (0.356). Thus, the
batches fall into two groups, separated by the change of conditions at batch 22.
Overall, cusums can be a powerful method for examining large numbers of plant
batches, highlighting where significant changes occurred.
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Fig. 5.6: Cusum graph, with process changes at batch 10 and batch 22.

Tab. 5.9 (continued)

Batch
no.

Yield
(%)

Deviation
from mean

Cusum Batch no. Yield
(%)

Deviation
from mean

Cusum

 . −. −.  . . −.

 . . −.  . . .
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Chapter 6
Automation

6.1 Automation for batch or continuous reactions

Nowadays, automated laboratory and pilot plant reactors are commonly used in
process development. Automated control of temperature, pH, redox potential, input
feeds and other parameters frees up a vast amount of staff time, while allowing
greater reproducibility compared to manual control. Such automated systems can
also allow the collection of valuable calorimetric data (see Chapter 2). Automation
is particularly useful for experimental designs [237], typically reducing the random
error between runs by allowing accurate control of the reaction conditions. Auto-
mated addition of liquids can be carried out using either syringe pumps or peristal-
tic pumps, the latter being particularly useful for larger scale reactions. Researchers
from Glaxo and automation specialists Unchained Labs estimated that the use of
automation decreased the working hours taken to optimise a particular reaction by
four to five times [238].

Single- and multi-flask set-ups have been produced by a number of suppliers. The
Atlas HD system from Syrris is an example of a single vessel system with a modular
design, using jacketed flasks from 50 mL to 5 L and employing Syrris’s software to
allow reactions, crystallisations and calorimetric studies to be carried out under tightly
controlled conditions. Another useful single reactor system is the H.E.L. AutoLAB II,
which uses jacketed flasks from 250 mL to 50 L. H.E.L.’s WinISO software is employed
for reactor control.

Mettler-Toledo’s EasyMax systems are available as one-flask or two-flask sys-
tems (100 mL or 400 mL volume), while the related OptiMax system allows a vol-
ume of up to 1 L to be used. The Mettler-Toledo vessels integrate with many other
instruments offered by this company, simplifying data handling.

For multiple vessels, Radleys’ Mya4 system offers up to four reactors that are con-
trolled independently, with flask sizes from 2 mL up to 400 mL. Their Mya control soft-
ware allows for the control of both the reactors and third-party accessories, such as pH
meters and syringe pumps. If budgetary constraints require you to produce your own
automated system, a cheaper alternative is Radleys’ Carousel 6 Plus, which allows six
round-bottom flasks (5–250 mL) to be stirred with one stirrer hotplate. Here, the flasks
are kept at the same temperature, rather than being independently controlled. Similar
equipment for low temperature reactions (ice or cardice bath) is also available. Such
inexpensive options are particularly useful in automated experimental designs, pro-
vided there is someone who can produce the necessary control system.

The H.E.L. AutoMATE II system is an advanced system allowing for up to eight
flasks to be independently controlled, using either magnetic or overhead stirring.
H.E.L.’s WinISO software is again used. This set-up is very useful for experimental
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design and can also carry out multiple calorimetry experiments simultaneously. For
the optimisation of catalytic reactions, H.E.L’s ChemScan II allows up to eight si-
multaneous reactions to be carried out under pressure. Finding high-yielding cata-
lysts often used to take weeks, but such equipment greatly speeds up the process. It
is advantageous to take the two or three of the best-performing catalysts forward
into a large-scale design, rather than just one, since their behaviour may differ
somewhat on scale-up.

Continuous flow reactions [239], once mainly confined to bulk petrochemicals,
are now routinely used in the fine chemical industry and can benefit greatly from
suitable automation. Their safety advantages have been outlined in Chapter 2. Effec-
tive on-line analysis and control can help maintain output within the required param-
eters, allowing large quantities of product to be produced using relatively small
reactors (process intensification). Continuous flow is particularly useful for photo-
chemical reactions, the illumination being much more effective than shining a light
into a large batch reactor, where most of the reaction volume is unaffected. A number
of multistep automated flow reactions have been critically reviewed [240].

Vapourtec’s R-series is a modular flow system, the components of which can be
quickly changed (e.g. replacing a tubular reactor with a column reactor). It is con-
trolled by R-series software, which can also be used to control other devices. One pos-
sible component of the R-series system is the UV-150 photochemical reactor, which
can use either monochromatic LEDs or mercury lamps. The R-series also allows for
flow reactions under pressure, using solvents above their normal boiling point. An
example is the laboratory synthesis of 2,2-dimethylchromans (Fig. 6.1, a) from phe-
nols (b) and isoprene in dichloromethane using a tropylium catalyst at 100 °C and
16 bar [241] by Thanh Vinh Nguyen’s group at the University of New South Wales. Of
course, a halogenated solvent is not recommended for industrial production, but the
reaction shows the benefits of using solvents under pressure. Not surprisingly, the
equivalent batch reaction gave too much polymerisation of isoprene, but high yields
were achieved under the flow conditions used.

Fig. 6.1: Synthesis of 2,2-dimethylchromans (a) from phenols (b) using Vapourtec’s R-series
system.
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Syrris’s Asia flow system is a useful laboratory modular system, offering a wide
variety of possible configurations, including photochemical and electrochemical units.
Asia Manager software is used to program the equipment, allowing either single or
multiple reactions to be automated. An example of its use is the fluorination of cyclic
β-ketoesters (Fig. 6.2, c, for example) to give monofluorinated compounds (d) using
N-fluorobenzenesulphonimide (NFSI) and a chiral copper catalyst [242]. A flow re-
action was carried out using a microreactor module at 50 °C, the conditions being
optimised to give high yields and enantioselectivities.

The Asia system can be adapted for electrochemistry by incorporating the appropriate
module. An example [243] is the continuous α-methoxylation of N-formylpyrrolidine
(Fig. 6.3, e) to give 2-methoxy-N-formylpyrrolidine (f), The reaction takes place via an-
odic oxidation and would be impossible to carry out directly by non-electrochemical
means.

ThalesNano produces the Phoenix Flow Reactor for laboratory-scale reactions, al-
lowing high temperatures (up to 450 °C) and pressures (up to 200 bar) to be uti-
lised. The reactor incorporates HPLC pumps and a control module. The company is
also known for producing the H-Cube hydrogenation units, which allow for flow hy-
drogenations to be carried out without the need for a hydrogen cylinder, since the
gas is produced in situ by the electrolysis of water. Sealed catalyst cartridges elimi-
nate the need for hazardous catalyst filtration. An interesting example of its use is
in studies on hydrogenation using scrapped catalytic converters [244], a variety of
organic compounds being reduced in good yields.

Fig. 6.2: Enantioselective fluorination of β-ketoesters (c), optimised using Syrris’s Asia system.

Fig. 6.3: Methoxylation of N-formylpyrrolidine (e) by automated flow electrochemistry.
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Creaflow specialises in flow reactors, such as the HANU 15, that have a trans-
parent window suitable for photochemistry. These reactors are available either as
sole items or as part of an integrated modular system (MPDS EVO), allowing auto-
mated photochemistry. The HANU 15 has been used in combination with a pulsa-
tor to create an oscillatory flow reactor, which has been used in photochemical
reactions with insoluble catalysts. For example, a Buchwald–Hartwig reaction,
with Ni(II)Br2·3H2O and a graphitic carbon nitride (CN-OA-m) as catalysts rather than
the usual palladium complex catalyst, was used to convert aryl bromides (such as
that shown in Fig. 6.4, g) to amines (h) using a 460 nm LED light [245]. In general,
flow reactions with insoluble solids have to be carefully optimised to avoid clogging.

H.E.L’s FlowCAT is a high-pressure flow system for catalytic reactions, allowing input
flows of liquids and gases to be automatically controlled. The reactors can take pres-
sures up to 100 bar, but options exist for a 200 bar rating if required. The system is
now offered with H.E.L’s new labCONSOL software, which builds on its WinISO soft-
ware. Several reactions, such as hydrogenations, oxidations and carbonylations, can
be carried out. For example, Steven Ley’s group at Cambridge University used the
FlowCAT system for the partial reduction of ethyl nicotinate (Fig. 6.5, i) to the olefinic
compound (j) [246].

Fig. 6.4: Nickel-catalysed photochemical conversion of aryl bromide (g) to amine (h).

Fig. 6.5: Partial reduction of ethyl nicotinate (i) to (j) using the FlowCAT system.
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Of course, it is quite possible to make your own automation systems, using a
suitable computational device, usually a PC or laptop, and programming language.
Another paper by the Ley group described the control of continuous reactions using
the humble Raspberry Pi microcomputer programmed using Python [247], while a
third described automated control using the internet, allowing remote alarms and
control [248]. The control of a collection of sensors and devices via the internet is
an example of the industrial internet of things (IIoT), which can be used to control
not only production, but also the use of resources such as energy and water. Lab-
VIEW graphical engineering software, from the US company National Instruments,
has been used for reactor control [249, 250]; it is compatible with National Instru-
ments’ hardware and many third-party devices. Visual Basic has also been used for
reactor control, despite this language being considered outdated by professional
programmers.

Traditionally, the automated control of chemical reactions has involved so-
called PID control [251]. Here the response, such as heating or cooling, depends on
three factors: P (proportional term – speed of response, depending on how far you
are from the set point), I (integral term – integration of the error over time, stopping
the system from approaching the set point too slowly) and D (derivative term, an
estimate of future error, stopping the value ‘yo-yoing’ up and down too much). In
cases where such yo-yoing is not a problem in practice, only the P and I terms may
be needed. PID controllers were used long before the modern computer existed and
have successfully controlled vast numbers of processes. However, various forms of
so-called fuzzy logic are now increasingly used for control purposes [252], offering
advantages in some cases. As opposed to traditional (Boolean) logic that relies on
‘true’ and ‘false’ statements, ‘fuzzy logic’ involves concepts such as ‘degrees of
truth’. Learning strategies can also be used for control. For example, reinforcement
learning directs a control system to continually improve based on the experience of
previous runs [253]. Chemical engineers should have a thorough grasp of the vari-
ous control algorithms, so it is good to consult them, particularly when changing
from one control method to another.

6.2 High-throughput experimentation (HTE)

In the early stage of developing a process, you may want to screen a large number of
catalysts or other reagents. Multiple solvent mixtures may also need to be screened
for recrystallisations, particularly where polymorph screening is required. In order to
save time, high-throughput experimentation (HTE) methods can be used [234, 254].
Many larger companies have a dedicated HTE group, with specialist equipment to
carry out multiple small-scale reactions or recrystallisations. Systems often use 96-
well plates or 96-vial set-ups, similar to those common in biological manipulations,
with stirring typically carried out using vortex methods. Large multistirrers, such as
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Thermo Scientific’s Variomag Telesystem stirrer, which can give up to 60 stirring
points, can also be used. Autosamplers allow HPLC to be carried out, so that the
progress of the reactions can be followed, although in some cases other methods,
such as SFC, GC, MS or changes in UV absorbance can be used.

The Junior system from Unchained Labs has a moving four-tip liquid dispenser
above multiple vials. The latter can be vortexed, heated or cooled as required. In
addition to vials, the Junior system can be fitted with up to eight small-scale reac-
tors (referred to as ‘Optimisation Sampling Reactors’, OSRs), which allow reactions
to be carried out under pressure- and temperature-controlled conditions, with regu-
lar sampling, allowing kinetic studies to be carried out. The system uses Unchained
Labs’ LEA software, which can both control the device and permit the importation
of experimental designs.

The CM3 platform from Freeslate (now owned by Unchained Labs) allows auto-
mation using a variety of ‘arm’ (i.e. a robotic ‘arm’) and ‘deck’ configurations. Fea-
tures include an integrated balance, a solid-dispensing system, a carousel for vials
and eight high-temperature and high-pressure reactors. In addition, the arm can
reach outside of the CM3 ‘deck’ to access third-party equipment. Three indepen-
dently controlled temperature zones are included, each of which can be used for
multiple vial-scale reactions, allowing hundreds of reactions to be carried out
per day. Again, Unchained Labs’ LEA software is used. An example of the use of the
CM3 is in the production of a range of transition metal catalysts for the dehydrative
decarbonylation of hydrocinnamic acid (k) to styrene (l) using a variety of ligands
and sources of metal [255] (Fig. 6.6). The most promising systems, which had nickel
catalysts, were then applied to reactions with nonanoic acid to give 1-octene. The
weak UV absorbance of the latter compounds made them less suitable for initial
HTE compared to the aromatic species.

Overall, the ubiquitous Suzuki–Miyaura coupling is the type of reaction most often
optimised using HTE methods by pharmaceutical companies [234]. Here, a variety
of palladium complexes (in some cases also nickel complexes), bases and solvents
can be optimised to give suitable coupling systems (Fig. 6.7). A Suzuki–Miyaura
HTE screening might involve a 96-vial system, covering 16 metal complexes, three
bases and two solvents.

Fig. 6.6: Dehydrative decarbonylation using metal catalysts, optimised using the CM3 system.
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HTE enables a large number of reactions to be carried out simultaneously, but
there is a danger that the analytical methods will become a ‘bottleneck’. For HPLC,
specialist parallel instruments or multiple injections on a single column can be
used [256]. Modern UHPLC techniques or SFC can offer much shorter run times than
traditional HPLC. In some cases, MS methods without chromatography, such as ‘di-
rect analysis in real time’ can be used [257].

Although HTE is a useful method for finding promising catalysts or reagents, it
should be emphasised that such small-scale reactions do not provide an accurate
model for plant processes. The best catalyst or reagent may be missed because of
poor stirring, surface effects, etc. It is strongly recommended to take at least two
candidates forward for further examination on a larger scale, thus increasing your
chances of finding a good system. Of course, HPLC %areas derived from HTE stud-
ies can be misleading, particularly if impurities are not sampled to the same extent
as the product. In some companies, where one report leads on to another, it is not
uncommon for ‘%area of product by HPLC’ to end up as ‘%yield of product’, which
may prove very embarrassing if subsequent large-scale reactions show that the ac-
tual isolated yield is far lower.

6.3 Column automation

Preparative chromatography is a useful purification technique, although usually re-
stricted, in practice, to relatively high-value products. Column optimisation is typi-
cally carried out on a laboratory scale, often after initial TLC investigations. However,
the manual changing of fractions takes up much time, and staff can be freed for
other tasks if this can be avoided by the use of automation. Column automation in-
volves pumping in solvent from suitable reservoirs, detecting product (normally by
UV) and collecting fractions. Many commercial automated fraction collectors tend to
be suitable for small-scale preparative HPLC on a few grams. Cytiva’s F9-R can be
used in combination with Äkta preparative chromatography systems, being able to
collect fractions up to 50 mL. Automatic peak recognition means that unwanted

Fig. 6.7: Typical Suzuki–Miyaura coupling, with variations possible in Pd complex, base
and solvent.
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eluent can be diverted to waste. Buchi’s C-660 system allows 250 mL tubes to be used
and also features automatic peak recognition.

For larger-scale runs, Bio-Rad’s NGC Fraction Collector can deal with bottles up
to 250 mL, but the useful ‘Prep Rack Adaptor’ allows up to 80 collecting bottles of
any size to be used with suitable connecting tubing. Bio-Rad’s ChromLab software
is used for control. Thermo Scientific’s AFC-3000 automated fraction collector can
be set up with various sizes of vials or tubes. A funnel rack with 21 positions can be
used to direct chromatographic flow to containers of any size. The system uses
Thermo Scientific’s Chromeleon chromatographic software. Biotage’s Isolera LS sys-
tem is fully automated and can be used with collecting vessels up to 10 L in volume
if a funnel rack is employed. It is recommended for up to 150 g input.

Automated fraction collectors tend to be somewhat expensive, so smaller com-
panies may wish to construct their own alternatives. Even ‘toy’ systems can be
used: the ‘Lego Mindstorms’ robotic system has been employed to produce an inex-
pensive ‘home-made’ fraction collector [258]. Three-dimensional printing has also
been used to produce an in-house fraction collector for around €100 [259].

6.4 Peripheral equipment

Automated systems require suitable peripheral equipment, such as thermocouples,
pumps and level gauges. Commercial automated systems typically contain their
own peripheral equipment, while some also allow the software to control other
manufacturers’ systems. However, such third-party peripherals have to be compati-
ble; for instance, they may have to be ‘RS-232-enabled’ (RS-232 is a data transmis-
sion standard). If you are making your own automated system, care must be taken
to ensure that the peripheral equipment is compatible. Many modern thermocouple
data loggers come with USB connections and their own software, usually allowing
a straightforward interface with the controlling computer.

Peripheral equipment must be able to withstand chemical degradation. Metal tem-
perature probes are obviously vulnerable to corrosion, but give a quicker response
than PTFE-coated sensors, which can be important in highly exothermic reactions.
Redox electrodes are often used to control continuous oxidations, halogenations or
other reactions where the amount of reagent needs to be limited. Care must be taken to
find compatible electrode materials: graphite, platinum, silver, gold, tantalum and
tungsten are among those that have been used. For example, various azo-coupling re-
actions were carried out under redox control using a tungsten electrode (Fig. 6.8) [260].
Both redox and pH measurements are affected by temperature, so if this changes sig-
nificantly during the reaction, corrections may be needed.

Peristaltic pumps are commonly employed for automated reactions, but can’t be
used with ordinary PVC or PTFE tubing, so silicone tubing is often used instead. This
is produced using either platinum curing or peroxide curing. The former is more
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expensive, but the latter, although suitable for most purposes, can sometimes leach
by-products of the curing process (organic acids). All silicone tubing can be damaged
by a number of liquids, particularly strong acids, hydrocarbons and ketones (e.g. ace-
tone). Tygon tubing is typically more resistant to hydrocarbons than silicone tubing:
it is a polymer mixture, available in various grades with differing compositions. Viton
rubber is a fluoroelastomer-based material that gives tubing with good chemical re-
sistance, including greater acid resistance than silicone. For example, it has been
used for the output from bromination reactions [261]. A number of manufacturers
offer tubing compatibility guides on their websites, but it is worth carrying out stabil-
ity tests with various types of tubing if problems are at all likely.

Since silicone tubing is incompatible with many substances and PTFE tubing
gives far wider chemical compatibility, it is often necessary to join the two together
for continuous reactions. Joining different types of tubing can lead to leaks and is
best done using suitable adaptors and clips. Simply squeezing one tube into another
is not advised, even if no leaks are found on initial testing. Heat shrink tubing can be
useful in some cases for joining tubing to adaptors, glass tubing, etc. Figure 6.9 is a
schematic diagram showing the use of a peristaltic pump in a semi-batch laboratory
chlorination reaction, with chlorine being formed in situ in controlled quantities. The

Fig. 6.8: Azo-coupling under redox control using a tungsten electrode.
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pump adds 35% hydrogen peroxide to a mixture of hydrochloric acid and substrate,
first going through silicone tubing and then through PTFE tubing. Adding the acid to
the peroxide would not be possible using silicone tubing, since strong acids tend to
cause degradation. The addition rate can be controlled using redox electrodes or a
UV/visible device. The pump can also be programmed to automatically switch off
should the cooling fail to control the temperature.

Equipment in automated reactors may be affected by fouling, with a build-up of solids
or tars causing inaccurate temperature, pH or redox readings. Online analysis, such as
UV or NIR, may also be seriously affected. Blockages can affect pumps, tubing and
vents (in the latter case, from sublimation and subsequent solid deposition, which can
occur with substances such as ammonium chloride). Such occurrences may pass unno-
ticed, particularly if they take place in the middle of the night, which no doubt they
will. It is important that automatic systems are programmed to safely switch off if un-
usual conditions are detected. An extra ‘cut-out’ thermostat may stop overheating in
the event of the control thermostat failing. A pressure relief valve is required if over-
pressurisation is a possibility. In addition, remote alarms and web-cam surveillance
can be useful methods for checking on reactions when nobody is present.

6.5 Choosing automated systems – present and future

There are many automated systems on the market, and constraints of space mean
that not all can be mentioned in this book. Careful consideration is needed before
any are purchased. The wrong decision may end up as an expensive white ele-
phant, which only makes an appearance on open days or when managers from
other companies pay a visit. It is important to objectively evaluate what you really

Fig. 6.9: Use of peristaltic pump for controlled addition of hydrogen peroxide.
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need. If the only real requirement is to start a pump and stirrer at 3 am, a simple mains
timer plug may be all that’s called for.

If a proper automated system is required, it is possible to produce one ‘in-house’,
provided there’s somebody with the necessary skill to write a control program. How-
ever, if finances permit, it normally saves a lot of time if a commercial system is
chosen, where all the various hardware and software bugs have (in most cases)
been sorted out previously. Make sure that any such system has the particular fea-
tures you require, including the ability to deal with different sizes of reaction. For ex-
ample, with a continuous automated reactor, you will probably want to replace
syringe pumps with peristaltic pumps as you scale up, while also possibly needing to
increase the reactor dimensions and cooling efficiency.

Modular systems tend to work out cheaper in the long term, since different
modules can be purchased as new projects come up, rather than a new system hav-
ing to be acquired. For example, some flow reactors offer both photochemical and
electrochemical modules. Although you may not need these at present, you never
know what the future may bring. Photochemistry is increasingly being used, partic-
ularly for photoredox catalysis, so expect to have to scale up such reactions at some
point. In the past, electrochemistry tended to be the preserve of a few academic and
industrial groups, but its usefulness is now beginning to be more widely appreci-
ated. It may well be that before the end of the century, many reactions will be car-
ried out automatically in continuous mode, by adding or subtracting electrons,
while the steam-heated batch reactor will seem as quaint as the steam locomotive
does today.

Beyond process development, much effort has been expended on producing
fully automated robotic systems for synthesis [262]. For example, the ‘Chemputer’
system devised by Lee Cronin’s group at the University of Glasgow can carry out
numerous different reactions in succession, without manual intervention [263]. Ini-
tially, such systems will probably be used mainly by research departments but will
have applications in process development for producing impurity standards, etc. Ulti-
mately, we may see robotic systems that can not only carry out a range of chemical
reactions, but also optimise them, without the need for human input. However, it
will be many years before process development chemists are no longer required,
since the intricacies of scale-up are much harder to program compared to simply pro-
ducing an uncomplicated molecule on a small scale.
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Chapter 7
Environmental and toxicology issues

7.1 Green chemistry, waste and solvents

Green chemistry involves devising processes with the minimum adverse environ-
mental effects, although there are, in practice, a number of different ways this can
be assessed. One obvious aim is to minimise waste. However, not all waste is equal:
a tonne of sodium chloride is obviously less of an environmental hazard than a
tonne of mercury chloride. Modern industrial practice in organic chemistry is to
avoid the use of heavy metals except in catalytic quantities, in order to eliminate
such waste disposal challenges. One of the main principles of green chemistry is to
avoid the generation of environmentally damaging waste rather than try to deal
with it after it has been formed.

Waste streams from processes include aqueous waste, typically containing inor-
ganic ionic species, such as acids, alkalis or salts. Acidic waste streams are often
neutralised ‘in-house’ with sodium hydroxide before being sent for disposal. In
addition, there is aqueous waste from gas scrubbers: a common mixture would be
sodium hydroxide and sodium chloride (from a process that gives off hydrogen
chloride). In some cases, aqueous waste may have a possible secondary use. In the-
ory, aqueous nitrate or phosphate solutions could be used as fertiliser, although in
practice regulatory restraints may make such usage unfeasible. Even if it presents no
environmental danger, proving the point may be too costly to be worthwhile, although
regulatory progress on such issues may occur in the future. In most companies, aque-
ous waste is either sent off site for disposal or treated at an in-house wastewater treat-
ment plant to make it suitable for discharge to waterways. However, large quantities
of aqueous waste containing significant amounts of toxic water-soluble polar aprotic
solvents, such as DMF, can be difficult to dispose of. Such solvents are best avoided, if
possible, particularly in larger-scale production.

Many processes give rise to organic solvent waste, which typically contains or-
ganic by-products from the process (if it contains a significant amount of product,
your process needs a rethink). Solvent recycling reduces the amount of waste that
needs to be sent for disposal, as well as saving money. If not recycled, organic solvent
waste is typically sent for incineration. Chlorinated solvents can be particularly harm-
ful to the environment, contaminating groundwater [264] and adversely affecting a
range of species, including humans. Incineration can give rise to environmentally
damaging and toxic chlorinated dibenzodioxins and benzofurans, unless the condi-
tions are carefully controlled so that a consistently high temperature is maintained.
Some chlorinated solvents, such as carbon tetrachloride, are banned or restricted due
to their capacity to destroy the ozone layer. Chlorinated solvents are thus avoided in
modern process development, unless there are no viable alternatives.
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As mentioned in Chapter 1, ionic liquids are non-volatile, so are considered en-
vironmentally friendly since losses to the atmosphere are negligible. However, this
property is a two-edged sword, since it means that recycling via distillation is im-
possible. In addition, ionic liquids usually require many more steps in their synthe-
sis, compared to simple, common solvents, and thus require the use of more energy
in their production [265].

Solid waste, often inorganic salts or filter aids, may also be removed by filtra-
tion during a process, typically going to a suitable landfill site. Spent heavy metal
catalysts on filter aids should be recycled, and some suppliers offer a recycling ser-
vice. Solid organic waste from stoichiometric reactions, such as triphenylphosphine
oxide from Wittig reactions, can be costly to dispose of. Various processes have
been proposed for the reduction of this oxide back to triphenylphosphine [266,
267], although currently these are rarely implemented.

While liquid and solid waste can be dealt with in an appropriate manner, typi-
cally by recycling, incineration or landfill, gaseous emissions present more of a
challenge. As detailed in Chapter 2, scrubbers can be used to remove many gaseous
by-products from plant processes – sodium hydroxide scrubbers removing acidic
gases, acidic scrubbers removing basic gases such as ammonia, and organic solvent
scrubbers removing neutral organic molecules. Gas monitoring may be needed to
ensure that scrubbers are working effectively in practice.

The literature is full of ‘green methods’ for synthesis. Some are excellent, while
many are either wholly impractical or have no advantage over existing methods.
There is little point eliminating all organic solvent from a reaction if large quantities
are then needed for the work-up. Again, running reactions without solvent, say by
grinding a solid, or using microwaves on a starting material absorbed into a solid
support, may only be possible on a laboratory scale for exothermic reactions, since
the solvent and vessel cooling in the equivalent conventional reaction play an es-
sential role in temperature control, reaction safety and reproducibility.

A bewildering array of metrics is used to describe the environmental effects of a
process and its sustainability, some being of more utility than others. It is useful to con-
sider the so-called ‘atom economy’ of a process, a concept first introduced by Barry
Trost [268]. This is a measure of how many of the atoms going into the process
remain in the final product. Figure 7.1 shows the reaction of cyclohexene (a)
with 3-chloroperoxybenzoic acid (MCPBA, b) to give cyclohexene oxide (c) and
3-chlorobenzoic acid (d). The atom economy is given by the molar mass of the
product (c) divided by the sum of the molar masses for the input molecules (a and b)
expressed as a percentage. As mentioned in Chapter 1, only one out of 16 atoms in
MCPBA is incorporated into the product. However, the reaction can also be carried
out with hydrogen peroxide and a peroxotungstate catalyst [269], giving a higher
atom economy.
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The atom economies of the two oxidation methods are calculated below:

Atom economy (MCPBA): molar mass (c) x 100/(molar mass (a) + molar mass
(b)) = (98.1 x 100)/(82.1 + 172.6) = 38.5%
Atom economy (hydrogen peroxide): molar mass (c) x 100/(molar mass (a) +
molar mass H2O2) = (98.1 x 100)/(82.1 + 34.0) = 84.5%

The above calculation is an approximation, since a small adjustment should be put in
place for the catalyst, since it is not used for ever, while in practice an excess of perox-
ide would be used. However, the overall message is clear: bulky stoichiometric re-
agents such as MCPBA waste many atoms. It is possible to recover 3-chloroperbenzoic
acid and oxidise it back to MCPBA, but losses would still make the atom economy of
the overall process worse than one using hydrogen peroxide.

Another measure of the ‘greenness’ is the E factor [270], initially introduced by
Roger Sheldon, which is the mass of waste divided by the mass of product. ‘Waste’
in this context includes solvents, salts in aqueous streams (but not water itself) and
gaseous emissions. A high E factor is a clear warning sign that a process needs to
be improved, so it is worth calculating when comparing different processes and
routes. However, the E factor does not differentiate between the different types of
waste: a kilo of sodium chloride counts the same as a kilo of mercury chloride, so it
is not useful for comparisons between different processes when the environmental
impact of the waste differs greatly. This problem can be solved by using the so-
called environmental quotient, EQ, which is the product of E and an ‘unfriendli-
ness’ quotient, Q, which is assigned based on quantities such as toxicity or whether

Fig. 7.1: Oxidation of cyclohexene (a) with MCPBA
(b) to give cyclohexene oxide (c) and 3-chlorobenzoic
acid (d).
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the waste can be readily recycled. The values of Q are small for relatively benign
waste, such as sodium chloride, but much higher for heavy metal salts, but will
differ somewhat, depending on the assumptions of the person carrying out the
assessment.

In theory, a full life cycle assessment (LCA) can be carried out for any particular
product, but the lack of readily available data usually makes this difficult during
process development [271]. LCA requires a full assessment of the impacts of a prod-
uct’s formation, use and eventual disposal. A useful tutorial review covering LCA in
the chemical industry has been recently published [272]. In practice, LCAs tend to
be carried out on high-volume existing products, where supply chains and environ-
mental fate are well established.

A more easily applied metric is process mass intensity (PMI), which is the total
mass of raw material input divided by the mass of product produced. The inputs
include solvents and water. PMI is typically applied to an overall process, rather
than a single step, and is often used in the pharmaceutical industry [273]. As an
example of PMI, we can consider a simple acid-catalysed reaction. An initial pro-
cess (A in Tab. 7.1) used 10 kg of solvent and 0.5 kg of acid catalyst per kg of start-
ing material and gave 0.9 kg of product. Three 3 kg water washes were used for
work-up. A second process (B in Tab. 7.1) gave the same yield, used the same
amount of solvent, but 0.5 kg of a different acid catalyst, which only required a sin-
gle 3 kg water wash.

Thus, switching to process B has decreased the PMI value by 29%. Clearly, assuming
there are no significant price, safety, or environmental issues in switching to process
B, it is to be preferred. However, the advantages of lowering the amount of water
used will vary greatly, depending on the location of the plant. In an arid region, great
care needs to be taken to use the minimum of water, while in a part of the world
where it is nearly always raining, water usage may be much less of an issue.

PMI focuses on overall sustainability rather than simply on waste and is useful for
comparing different routes to the same product: a route with a particularly high PMI
is unlikely to be sustainable. However, PMI can be misleading [274] when comparing

Tab. 7.1: PMI values for two processes, differing in the amount of water used.

Process A Process B

Starting material per kg product /. = . /. = .

Solvent per kg product /. = . /. = .

Acid catalyst per kg product ./. = . ./. = .

Water per kg product /. =  /. = .

PMI . .
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an optimised reaction, where concentrations are likely to be high and washes mini-
mised, with a ‘research method’, where the reaction may be run at a much greater
dilution than necessary and the work-up may contain several unnecessary washes,
etc. Even when comparing ‘like with like’, PMI should not be used as a sole metric,
since other considerations, such as the environmental effects of waste and the sus-
tainability of inputs, need to be taken into account.

7.2 Carbon footprint and long-term sustainability

The world is facing a climate crisis due to increasing amount of carbon dioxide and
other greenhouse gases in the atmosphere [275]. Avoiding the worse effects of climate
change will involve huge cuts to the amounts of fossil fuels used, eventually leading
to net zero greenhouse gas emissions. Like all other industries, the chemical industry
will have to greatly reduce its carbon footprint. Although the bulk of greenhouse gas
emissions come from the petrochemical industry, rather than fine chemicals and
pharmaceuticals, all parts of the industry will have to consider how to minimise their
carbon footprint. The carbon footprint of the pharmaceutical industry is not negligi-
ble, but does tend to vary significantly between companies, suggesting room for im-
provement in some cases using existing technologies [276]. Although there does not
seem to have been a comparable exercise to date for other sectors, such as agrochem-
icals or perfumery compounds, it seems likely that similar results would be obtained.

Even if electricity generated via renewable resources is used in the future, it is
likely to be relatively expensive, so progress is needed in minimising its use. Al-
though much avoidable energy waste is beyond the scope of process development,
such as leaky and ineffective steam and compressed air systems on plants, it is still
necessary to develop chemical processes that minimise energy use, while still main-
taining yields and minimising waste. A significant amount of energy is expended at
present in heating up or cooling down reaction mixtures and distilling solvents.
Some distillations could in theory be replaced by membrane separations, but prog-
ress has been slow since most membranes are corroded by organic solvents. Recent
developments of more resistant membranes for the separation of organic com-
pounds offer promise that this technology could be widely used in place of distilla-
tions and extractions [277]. For example, a polymer/metal oxide membrane gave
53% rejection for diisopropylbenzene and 92% rejection for triisopropylbenzene,
showing useful size discrimination [278].

Both photochemistry and electrochemistry are promising technologies that can
be used in certain cases to transform molecules without heating them. Photoredox
technologies allow a variety of reactions to be carried out at ambient temperatures,
avoiding stoichiometric reagents and generating little waste [279]. In some cases,
reactions can be carried out that would be impossible thermally, cutting down on
the number of synthetic steps and the associated energy use and waste. An example
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is the use of methane, ethane, propane and isobutane as alkylation agents under
photochemical flow conditions with a tungsten photocatalyst [280] described by a
multi-centre team led by Timothy Noël from Einhoven University of Technology,
Netherlands. Alkylation was carried out on electron-deficient alkene substrates, such
as that shown in Fig. 7.2 (e), which was converted to compounds such as the ethyl-
ation product (f) in the presence of a TBADT (tetrabutylammoniumdecatungstate)
catalyst. A conventional route involving conversion of the alkane to an alkyl halide,
metalation and reaction with the alkene would be much less green, giving a higher
volume of waste and involving at least two separate reactors and difficult separations
(for instance, the halogenation is unlikely to be totally selective).

Thus, while the use of innovative technologies, the optimisation of plant energy
use and the employment of electricity generated from renewal resources can all
lower the carbon footprint of chemical production, a more fundamental problem re-
mains. The bulk of the carbon atoms used in pharmaceutical and agrochemical
products are derived from the petrochemical industry, ultimately from fossil fuels
such as crude oil (the main source of carbon), natural gas or coal. However, as cli-
mate change becomes more severe, it is likely that governments will, sooner or
later, adopt policies of leaving fossil fuels in the ground. As the world pivots away
from fossil fuels, it follows that the feedstock availability for the chemical industry
will become more uncertain. Even if fossil fuel production continues at current lev-
els (which would no doubt lead to catastrophic climate change), eventually easily
recoverable fossil fuels will become scarcer as they are used up, so a transition to
renewable feedstocks will be required at some point.

In the future, apart from legacy production from fossil fuels, there are likely to
be three main sources of carbon: biomass (such as ethanol from crops), carbon di-
oxide from gas emissions (carbon capture and utilisation) and waste materials
(such as methane generated from waste). Radical changes will be needed through-
out the chemical industry as fossil fuels are phased out.

Biomass is used on a large scale to produce ethanol, which is mainly employed
in petrol. The EU is currently moving from petrol containing 5% ethanol to a grade

Fig. 7.2: Ethylation of alkene (e) to give (f).
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containing 10%, while elsewhere similar uses of ethanol are common. Apart from
ethanol, a relatively small number of other chemicals, such as the furfural mentioned
in Chapter 1, are currently produced from biomass. It is considered that integrated bio-
refineries are the most effective method of producing useful chemicals from biomass
[281], although further work is needed to improve conversions in order to make biorefi-
neries competitive. It has been suggested that the key to increasing the proportion of
chemicals produced from biomass is to focus to a greater extent on farmers, making
sure they are properly rewarded for producing the necessary inputs [282].

It is important to bear in mind that just because a particular chemical occurs in
a plant or microorganism, it does not mean that it is a viable source. In particular, if
the concentration is low and vast amounts of solvent would be needed for extrac-
tion and preparative chromatography, the isolation process can become both costly
and environmentally damaging. Genetic modification is a possible way of increas-
ing yields. GM microorganisms are widely used to make therapeutic proteins, and
such techniques have now been extended to smaller molecules. For example, GM
yeast has been used on a laboratory scale to produce opioids [283].

The production of chemicals by the reduction of carbon dioxide is currently a
topic of great interest for academic researchers [284], although it is not usually run
on an industrial scale. Carbon dioxide is a promising feedstock, which is potentially
available in very large quantities from carbon capture in fossil fuel power plants, and
its use can avoid its adding to climate change by being discharged to the atmosphere.
Even if the burning of fossil fuels eventually ceases, carbon dioxide should still be
available from the burning of biomass and also from fermentation processes.

Electrocatalytic reduction of carbon dioxide using electricity from renewable
energy is a promising method, which can produce both C1 (carbon monoxide, for-
mic acid, methanol and methane) and C2 (ethylene and ethanol) products [285, 286].
Photochemical reduction using catalysts, either transition metal-based or organocata-
lysts, can produce formic acid [287] and other C1 species. Carbon dioxide can also be
incorporated into molecules by reactions with diols or olefins to give cyclic carbo-
nates [288]. Figure 7.3 shows some of the main reactions of carbon dioxide that give
non-polymeric molecules.

The world is awash with plastic waste, making it is a promising source of feed-
stock materials. Polyesters can be hydrolysed either chemically or enzymatically
[289], and the resulting monomers reused to make fresh polymer or transformed to
other molecules. Obtaining useful chemicals from waste polythene is more difficult,
since pyrolysis gives a complex mixture of products. It has recently been shown by
Susannah Scott’s group at the University of California that polythene can be catalyti-
cally converted to long-chain alkyl aromatics, which are possible detergent precur-
sors [290]. Waste polystyrene can now be converted back to styrene monomer on an
industrial scale by pyrolysis and has also been broken down at near-ambient temper-
atures on a laboratory scale [291]. It is likely that increasingly better methods will be
found to produce useful chemicals from polymer waste, and the main challenge in
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the future may be the effective collection and separation of the plastic streams. Waste
plastic needs to be utilised by the chemical industry rather than being stuck in land-
fill or floating around the oceans.

The sustainable industrial chemistry of the future will look different to the pet-
rochemical-based chemistry we are used to. Changes to feedstocks will result in
changes to prices, benefitting processes based on substances that are accessible
from biomass, carbon dioxide or waste materials. On the other hand, relying on
compounds that are only readily available via petrochemicals may make a process
become less competitive as the years go by.

7.3 Scavengers

Transition metals, many with a relatively high toxicity and environmental impact,
are used as catalysts in a wide variety of chemical processes. Usually the bulk of the
metal can be removed by filtration, often using a suitable filter aid. However, small
amounts of metal, maybe complexed and kept in solution by organic ligands, can
often remain in product streams. Since the limits on heavy metals are very low in
most regulatory regimes, sometimes <1ppm in the final product (for pharmaceuticals,
the exact limits depend on the dosage), scavengers, as previously mentioned in
Chapter 3, may be needed to remove sufficient metal to meet the requirements in
force.

Fig. 7.3: Some reactions of carbon dioxide to produce feedstock chemicals.
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Ethylenediamine derivatives and related compounds chelate heavy metals. Eisai
chemists demonstrated the removal of palladium residues from the crude product
from a Suzuki–Miyaura coupling using polymer-supported ethylenediamines [292].
The initial palladium levels were 2,000–3,000 ppm, being reduced to 100–300 ppm.
Subsequent salt formation from the crude product further reduced the palladium lev-
els to less than 10 ppm.

Sulphur-containing species can also bind strongly to metals. Silica scavengers
modified with multidentate sulphur, as shown in Fig. 7.4, were used to remove palla-
dium down to less than 5 ppm [293]. Experimental designs have been used to optimise
the best conditions for palladium removal with one of these scavengers [294]. As men-
tioned in Chapter 3, potassium isopropyl xanthate is a particularly useful S-containing
scavenger, able to reduce Pd levels down to 1 ppm from around 50 ppm. Even greater
reductions can occur when it is used in combination with iodine, a synergistic effect
existing between them [143]. Metals can also remove each other; for example, iron pow-
der has been used as a copper scavenger in flow reactions [295].

A wide range of scavenger resins are commercially available. They are often used in
combichem, but also have applications for large-scale synthesis. Scavenger resins can
be used in packed columns in continuous flow reactions, removing excess reagents or
by-products from reaction mixtures as an alternative to a conventional work-up. Vari-
ous types of scavenger resins can be used: for example, acidic resins can remove
bases, basic resins remove acids and benzylamine resins can remove unwanted aldey-
hydes [142, 296, 297]. Apart from the safety and control advantages of flow reactions,
such specific scavengers may be used to isolate and reuse valuable reagents and by-
products that might be hard to recover from a normal batch work-up.

Fig. 7.4: Sulphur-containing palladium scavengers on silica supports.
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7.4 Mutagenic residues in products

The intrinsic toxicity of products to their users is outside the scope of process devel-
opment, but we can at least ensure we do not add to it with unwanted toxic resi-
dues. A variety of mutagenic impurities can contaminate products, and strict limits
are in force, the impurity levels usually being designated as critical quality attributes.
Much effort has been expended in minimising the levels of mutagenic impurities in
pharmaceuticals [298], but they can also be an issue in agrochemicals [299, 300]. A
historic example is the contamination of herbicides with chlorinated dioxins, which
were responsible for the appalling health effects of the ‘Agent Orange’ used in the
Vietnam War. With regard to pharmaceuticals, until recently much of the literature
used the term ‘genotoxic’, but since the implementation of the ICH M7 (R1) interna-
tional guidelines [301], more precisely defined terms such as ‘mutagen’ have been
preferred. The guidelines give details as to how to calculate acceptable daily intakes
for mutagens. Acceptable levels depend on the dose and whether the pharmaceutical
is taken over a long duration or not.

Traces of mutagens can be a serious problem for industry, resulting in products
being recalled and production halted, while process development chemists frantically
try to lower the levels of the offending impurities. Particular problems have occurred
with compounds that do not readily show up on HPLC. Mutagenic N-nitroso com-
pounds have led to severe difficulties in a number of cases. Ranitidine (Zantac, Tritec)
is a commonly used drug that reduces excess stomach acid (H2 receptor antagonist).
However, ranitidine (Fig. 7.5, g) can be contaminated by the probable human carcino-
gen, N-nitroso-dimethylamine (NDMA, h).

Fig. 7.5: Ranitidine (g) and NDMA impurity (h).
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On the 1 April 2020, the FDA announced the withdrawal of all ranitidine, both
prescription and over-the-counter (OTC), due to traces of NDMA increasing over
time in some samples. An investigation by GSK scientists showed that the NDMA
arose from the slow decomposition of the ranitidine molecule, rather than being
formed from impurities [302]. The formation of NDMA was accelerated by high tem-
peratures and humidity.

Another NDMA contamination problem arose with the hypertension drug valsar-
tan (Fig. 7.6), when material from some manufacturers was found to be contaminated
with low amounts of NDMA. Subsequently, some batches of valsartan were also
found to be contaminated with the related impurity N-nitroso-diethylamine (NDEA).
Recalls of valsartan led to shortages. N-nitroso impurities were later found in other
‘sartan’ products.

It has been suggested that the combination of DMF and sodium nitrite used in the
step where the tetrazole ring is formed caused the formation of NDMA [303]. DMF
can form traces of dimethylamine, which can then react with sodium nitrite to give
NDMA. Figure 7.7 shows the formation of valsartan benzyl ester (i) from the nitrile
intermediate (j). The sodium nitrite is used to destroy excess sodium azide, which
needs to be removed, since it is explosive and can form toxic hydrazoic acid on
acidification. The original valsartan process used tributyltin azide, but neither so-
dium nitrite nor DMF, so it was thought likely that the contamination occurred due
to a process change. The whole episode shows the importance of thorough analyti-
cal testing whenever such changes are introduced.

The recalls associated with sartans and ranitidine have made industrial chemists
much more aware of the possibilities for the formation of N-nitroso compounds and for
the need for accurate analytical methods for these contaminants. Certainly, any process
using sodium nitrite should be looked at carefully. Apart from product stability and
reaction by-products, other steps in processes need to be considered. It is possible that
levels of NDMA were increased, in some cases, due to solvent recycling [304].

Fig. 7.6: Valsartan, a hypertension pharmaceutical contaminated with NDMA.

7.4 Mutagenic residues in products 113

 EBSCOhost - printed on 2/14/2023 6:43 AM via . All use subject to https://www.ebsco.com/terms-of-use



Apart from N-nitroso compounds, another area of concern is mesylate and tosy-
late esters, such as methyl mesylate and ethyl mesylate. These compounds are mu-
tagenic alkylating agents that may arise during synthesis, since the mesyl group is
commonly used as a leaving group, being displaced by nucleophiles. A number of
drug substances are sold as the mesylate or tosylate salt, and the likelihood of alkyl
esters being formed during the drug formation process has been a cause for con-
cern. A recall was put in place in 2007 for the HIV drug nelfinavir (Viracept), which
is a mesylate salt, because of contamination with ethyl methanesulphonate, which
was shown to have formed from reactions between methanesulphonic acid and
traces of ethanol (used for cleaning) in a holding tank [305]. It seems that simply
drying the holding tank and lines after the ethanol clean would have prevented the
issue arising. Since then, routine testing for alkyl sulphonates has generally be-
come a regulatory requirement for products that are sulphonate salts, although it
has been postulated the fears of alkyl sulphonates forming are unwarranted in
most cases of salt formation [306].

Mutagenic epoxides, which act as alkylating agents, can contaminate products.
A 1980 paper [307] describes the contamination of β-blockers, such as that shown

Fig. 7.7: Tetrazole ring formation: valsartan benzyl ester (i) is made from nitrile (j).
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in Fig. 7.8 (k), by the epoxide precursor (l). Levels of about 1% of the epoxides were
detected by HPLC. The contamination of cardiovascular drugs, which may be taken
for decades, is a particular danger.

Mutagenic epoxides can be formed by the nematicide 1,3-dichloropropene. The com-
pound gave a positive reading in bacterial mutagenicity assays, but this was found to
be due to a mixture of epoxide impurities [308]. Removal of the trace impurities using
silica gel chromatography gave 1,3-dichloropropene that was inactive in the particular
assay described. This agrochemical is no longer allowed to be used in the EU or the
UK, but at the time of writing is still sold in many countries, including the USA.

Another potent alkylating agent and carcinogen is bis(chloromethyl)ether,
(ClCH2)2O. This compound and related chloromethyl compounds can be formed in-
advertently. For example, the reaction of formaldehyde and hydrogen chloride in
moist air can form traces of this ether [309]. In general, alkylating agents are one of
the most widespread classes of mutagens: they include alkyl sulphonates, dimethyl
sulphate, alkyl phosphonates, epoxides and some alkyl halides.

Hydroxylamine and some of its derivatives are also mutagenic and may be
formed by the breakdown of larger compounds. Hydroxylamine does not show up
under typical HPLC with UV detection and GC conditions, although LC/MS can be
used [310]. Hydrazine and its alkyl derivatives pose similar challenges, many being
mutagenic and also hard to detect by conventional means [311].

Another class of carcinogenic and environmentally harmful chemicals are poly-
chlorinated biphenyls (PCBs). These can be formed as an unwanted by-product of
Suzuki–Miyaura reactions with substrates such bromodichlorobenzenes or dichlor-
ophenylboronic acids, where, in addition to the desired coupling reaction, the mol-
ecule can undergo some coupling with itself to give traces of PCBs (Fig. 7.9). Careful
optimisation of the reaction conditions is needed to minimise their formation [312].

Aromatic amines are a large class of potential contaminants, being intermediates for
many pharmaceuticals and agrochemicals. Carcinogenic o-toluidine (2-methylaniline) is

Fig. 7.8: Mutagenic epoxide precursor (l) for β-blocker (k).
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a particularly dangerous potential contaminant [313]. Heavy metal impurities may
also be a problem, and they may pass unnoticed if the metals are used to make start-
ing materials [314]. Just because they aren’t in ‘your’ process doesn’t mean they aren’t
there.

Following early work by Ashby and Tennant [315] and subsequent refinements,
several structural alert programs for potential mutagens are available. These can
flag up potential mutagens by means of structure–activity relationships. Fragment-
based methods are common, in which the bonds of the target molecule are broken
and the resulting fragments evaluated. Various approaches and programs have
been compared and evaluated [316, 317]. Such approaches save time and money,
since potential impurities can be quickly checked, even if they are only hypotheti-
cal and no actual sample exists. The main classes of mutagens and carcinogens
that may be found in pharmaceuticals and agrochemicals are listed in Tab. 7.2.

Fig. 7.9: Possible formation of PCBs as Suzuki–Miyaura reaction by-products.

Tab. 7.2: Main classes of contaminating mutagens and carcinogens.

Class Examples Refs

Alkylating agents Alkyl sulphonates, dimethyl sulphate, alkyl
phosphonates, epoxides, lactones (some), alkyl
halides (some)

, , ,
, 

N-Nitroso compounds NDMA, NDEA , , 
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Routine testing for potential mutagenic impurities can add to the overall cost of
the process, and hence should be minimised if it is safe to do so. Current ICH guide-
lines [301] offer the option of dispensing with testing if process controls can be defi-
nitely shown to eliminate the impurity by purging (removal) in particular steps.
Procedures for the calculation of purge factors for impurities have been published
[318], and a recent survey of pharmaceutical manufacturers suggested that many
companies were using such strategies to demonstrate control of mutagenic impurity
levels [319].

Mutagenic and carcinogenic impurities can cause serious problems, so it is im-
portant to thoroughly consider whether any could be formed in any particular pro-
cess and then test to ensure none are present. As is so often the case in process
development, it is far better to anticipate problems at the planning stage rather
than to wait for them to make their unwelcome presence felt at a later date.

Tab. 7.2 (continued)

Class Examples Refs

Hydroxylamine and
derivatives

Usually unsubstituted hydroxylamine 

Hydrazine and
derivatives

Free hydrazine, alkyl hydrazines, hydrazones 

Polychlorinated
compounds

PCBs, chlorinated dioxins 

Aromatic amines Methyl anilines such as o-toluidine 

Various heavy metal
salts and complexes

Lead, nickel and cadmium residues 
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