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Introduction
Hacking Facial Recognition

This book is a wake-up call. Interest in artificial intel-
ligence (AI) is at a fever pitch. We are barreling ahead into an 
automated future with no guardrails or security guidelines in 
place. While many look to the existential risks of AI, such as the 
rise of Skynet or artificial general intelligence, the reality is that 
we are still far away from those futures. But we are in the midst 
of an unprecedented use of AI in operational contexts ranging 
from healthcare to military combat, and not enough time, effort, 
or thought is being put into ensuring the safety, security, and 
integrity of these systems. At their core, AI systems today are like 
any other technology. They come with benefits and they come 
with risks. Like the automobile, airplane, and software before it, 
AI holds significant promise for the human race while simulta-
neously carrying new risks that need to be understood, mitigated, 
and monitored. 

This book attempts to provide a framework for understanding 
AI risks. This is based on my experiences as a data scientist, U.S. 
government official, and AI start-up founder. I have seen firsthand 
the promise AI can provide in lifesaving situations but have also 
seen the limits of AI quality assurance and security today. From 
these experiences, I have come to view AI risk as the defining risk 
of our time. And, for the most part, it is not being addressed. 

Introduction
Introduction
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Introduction

AI risk as a business field began in a bland office in a bland 
office park in California’s Bay Area. The only good thing about the 
office was the sliver of blue. Perched in the hills west of San Fran-
cisco International airport, the office space lacked both the hipster 
vibe of San Francisco and the glossy feel of the corporate cam-
puses farther south where the likes of Google, Apple, and Palantir 
are based. The office had been chosen because it fit the two criteria 
the company had been looking for: It had decent security, and it 
was cheap. The company’s desks were huddled together in a sin-
gle room at the back of the first floor, away from all of the other 
offices with an extra set of security locks. The room was cramped 
and stale, recycled air pumped through the dusty vents. In order to 
open the extra security locks to enter and exit the room, a whole 
series of maneuvers had to take place as colleagues would need 
to stand up, push against the wall, and slide by other colleagues. 
Sometimes it was easier to just crawl under the desks. But from 
these windows, on a clear day, a single strip of brilliant blue water 
could be seen. The San Francisco Bay was visible only through a 
single gap in the several miles of trees and buildings between the 
hill and its coast. But regardless, the company liked to brag to 
potential customers that at only a few months old, they already 
had an office with a waterfront view. 

“OK, so I think we have it,” called out Brendan, a lanky 
Irishman who was one of the most sought-after machine learning 
engineers in Silicon Valley. 

“Ooh, ooh, ooh! Can we put it on the monitor?” asked Neil, 
the twenty-year-old CEO with a flair for the dramatic. Neil had 
a vision and had been able to convince the venture capital com-
munity that he both knew what the next thing was and could 
build it. Neil saw a future of ubiquitous deployment for artificial 
intelligence. And in that future, he saw a currently missing piece 
of security. Just as traditional software requires cybersecurity to 
protect it, Neil believed there was enough evidence to suggest 
artificial intelligence would need its own unique security to 
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defend it against a new set of attacks. The future that Neil saw 
was autonomous and secure. He had hired the team to build this 
future with him. And he was growing impatient for results. 

“Sure. But in a second. It worked on Friday and at home this 
morning, but that was only with direct light and when the image 
was on the laptop display. It’s working now with the display again, 
I made a few changes to the coloring and it’s getting better in 
low light. Let me print out a copy to see if we can make it work 
a few times without being on a digital display first. I don’t like 
how much the light of the display seems to influence it. Could be 
something with the pixel configuration and not the image, and we 
want to isolate the image. If that works, then we can get everyone 
in the big room,” Brendan answered, using the cautious, qualifying 
language that marked him as a former academic researcher. For 
him, even big breakthroughs came with qualifications. 

Thirty minutes later, the small team was packed into a con-
ference room. Brendan sat at the far end of the conference table, 
his laptop open with its small camera pointed at him directly. He 
was wearing a dark blue T-shirt that had no other markings. His 
image was blown up on the big screen. The only difference was 
that on the screen, a thin bright green rectangle surrounded his 
face. When he moved the chair from side to side, the bright green 
rectangle moved along with him. 

The laptop was running an open-source version of a com-
mercial off-the-shelf facial recognition program. At the time, it 
was not actively looking up who Brendan was, although it could 
be configured to be run against databases of people and spit 
out likely predictions. In small, sans serif text at the bottom of 
the green rectangle was “98 percent,” indicating the program’s 
confidence that Brendan was a person. He started the demo by 
dimming the lights. He then moved his chair around the field 
of view of the camera. He stood up. He sat down. He turned the 
lights back on. All the while, the green rectangle followed his face 

 EBSCOhost - printed on 2/9/2023 9:31 AM via . All use subject to https://www.ebsco.com/terms-of-use



4

Introduction

with only the slightest lag time. Brendan centered himself in the 
camera’s field and sat up straight. 

He then held up a piece of paper that had what appeared 
to be cover art for a band on it. It was printed on normal 8.5 
× 11-inch printer paper in color from one of the shared office 
printers down the hall. It looked like it should have had text for a 
college-town concert on it. As far as design was concerned, it was 
entirely unremarkable. Brendan moved the paper in front of his 
chest. The green rectangle around his face disappeared. The paper 
was not blocking his face. It was squarely in front of his chest, 
where the logo for a T-shirt might be. But with this unremarkable 
design, something truly remarkable had happened. He was now 
invisible to the computer. 

“Well, shit,” said Tyler, a West Point–trained former U.S. 
Army officer and the leader of the team’s growing national secu-
rity practice. “This could cause some serious problems for people.” 

What Brendan and the rest of the team had engineered was 
nothing short of science fiction. Using a cutting-edge field known 
as adversarial machine learning, they had created a way to attack 
sophisticated AI machines with nothing more than a piece of 
paper. Adversarial machine learning can be thought of as manipu-
lating an AI system to perform the way a third party, an adversary, 
wants instead of how it is supposed to function. For example, a 
cyberattacker can follow AI-enabled network endpoint protection 
systems into thinking that a piece of malware is actually “good-
ware” because of carefully inserted binary code and letting it onto 
a network.1 In other well-known examples, adversaries can force 
a self-driving car into mistaking a stop sign for a yield sign with 
carefully placed stickers on the sign that would be imperceptible 
to a human.2 Adversarial machine learning can be thought of 
simply as hacking AI. 

Unlike AI research, which has been around since the 1950s, 
research in the field of adversarial machine learning is only a 
decade and a half old, having been originally researched in 2004 

 EBSCOhost - printed on 2/9/2023 9:31 AM via . All use subject to https://www.ebsco.com/terms-of-use



5

Introduction

when academic researchers wanted to understand how to fool 
spam filters. Research in the field remained shallow until around 
2013–2014, when researchers began to understand how computer 
vision systems could be fooled by injecting noise into the images.3  
By 2019, when Brendan fooled the computer into thinking he had 
disappeared, adversarial machine learning was a robust research 
topic with thousands of academic papers being published each 
year from around the world.4 Like many digital threats, what 
starts as a research topic or niche capability can transform into 
fully fledged cyberattack surfaces as information reaches the 
mainstream. Practically, this means that as research and develop-
ment into the field of adversarial machine learning continues to 
accelerate, attacks on these systems are also going to accelerate. 
Organizations using AI, whether developed in-house or by third-
party vendors, need to be prepared. 

Brendan’s hacking the AI system with a piece of paper dis-
plays a unique trait of this new cyberattack surface. Unlike tradi-
tional cyberattacks, where an adversary needs some level of access 
to the computer or network systems, here the team was able to 
fool a commercial AI tool with a printed design. No bits and bytes 
had to be exchanged. For AI systems that operate autonomously 
or semiautonomously in the real world, such as self-driving cars, 
in-home audio assistants, military weapon systems, and facial rec-
ognition surveillance, a hack on the AI system can happen during 
the normal data collection process. AI’s ability to operate in the 
real world is what makes it so valuable to businesses, consumers, 
and governments, and it is also its continual vulnerability. 

In the months following the successful hack on facial rec-
ognition, Brendan and the team continued to break machine 
learning–enabled systems. Using the cutting-edge advances in 
adversarial machine learning, the crack team Neil had assembled 
broke machine learning systems ranging from facial recognition 
to audio antivirus software. Some of these attacks were simply 
the production of research papers applied to real-world scenarios.  
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Others were built entirely by the team as they pushed past pub-
lished research onto the cutting edge of this new cyberattack 
surface. Their successful attacks shed light on an important, and 
often overlooked, element in the rush toward AI by businesses, 
the venture capital community, and governments worldwide. AI 
is hackable. 

A few months later, the team was back in the conference 
room. Some additional venture capital dollars and new clients 
had allowed it to grow. The scattered team was now dialing in 
on a videoconference from around the world. Another researcher, 
Victor, was sitting at the front of the table. He stood up, walked 
to the back of the room, and turned out the lights. On the screen 
behind him was a basic display of a few drop-down menus and a 
large button labeled “Start.”

“OK, so we’re going to start with something well known this 
time. We’re going with Cryptolocker,” he said, referencing the 
well-known computer viruses that took down hundreds of thou-
sands of PCs in 2013–2014.5

Victor had made his career to date as a PhD student focused 
on robotic control theory, with stints at organizations includ-
ing NASA and DARPA-funded research organizations. With 
curly, unkempt hair and a scruffy beard, he looked more like a 
disheveled Russian novelist than an expert in hacking AI. As the 
technical cofounder of the company, he was now deeply involved 
in fundamental research into how and why AI systems can be 
tricked, as well as how to optimize attacks against these systems. 

“So first, so you know I am not full of shit, I am going to 
throw the file against the system now,” he said leaning back 
in his chair. He then selected “Cryptolocker” from one of the 
drop-down menus and hit “Run.” In less than a second, an alert 
appeared that said, “Malware—100%.”

“See, so it was blocked with a 100 percent confidence score. 
This basically means that this is a known piece of malware that 
it recognized directly, which is why it is 100 percent. If we had 
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adjusted it even a little bit, it might say something like 98 percent 
or 89 percent, whatever. The threshold for this confidence score 
is well below 20 percent, so it doesn’t really matter at these sort 
of highs.”

Victor made a few adjustments to a few additional drop-
downs on the display. Critically, he selected two labeled “Random 
Noise” and “Reinforcement Learning.” From another drop-down 
he selected a well-known, AI-enabled malware classification tool. 
His actions made sense to the other members of the team but 
would have made little sense to the general public. He was pre-
paring an AI hack. What was happening on the back end of the 
simple user interface the team had built was actually quite com-
plex. On the back end of the system was a set of attack libraries 
and so-called perturbation engines that would manipulate the 
Cryptolocker file while preserving its ability for operational pay-
load, or ability to inflict harm on another computer. In addition 
Victor was choosing which algorithms to use to start optimizing 
this attack. 

“And, . . . go!” he exclaimed, hitting the Start button with a 
flourish. He leaned back and watched.

A new screen popped up with a simple axis. The y-axis was 
labeled “1–100” and the x-axis was labeled “Number of Attempts.” 
A single dot appeared above the first attempt, right at the 100 
line. Over the next few minutes, a scatterplot emerged. As each 
attempt progressed, the new dots appeared lower and lower down 
the y-axis. 

“What’s happening is our machine is learning which noise 
injections and file manipulations have the biggest impact,” Victor 
voiced over. “Anything that doesn’t work is thrown out. We keep 
that data on the back end, but it gets annoying to show. These are 
only the successful attempts. The y-axis is the confidence score, 
which started at 100 percent, remember.”

 EBSCOhost - printed on 2/9/2023 9:31 AM via . All use subject to https://www.ebsco.com/terms-of-use



8

Introduction

In under two minutes, each new one was coming in at less 
than 20 percent. When it reached 15 percent, a pop-up alerted 
the team. “Attack Complete,” it read. 

“So that file still works, but I don’t want to test it on our 
machines because it’s quite literally still Cryptolocker. It would 
seriously mess my shit up. But I can show it in a sandbox environ-
ment later if anyone wants,” Victor explained. He was indicating 
that although they had changed the file, it would still deliver its 
payload.

What the team had done in this demonstration was success-
fully hack a different type of AI tool; this time instead of attack-
ing from the physical world they attacked from the digital one. 
Through a targeted use of adversarial machine learning, they had 
taken a well-known piece of malware and changed it just enough 
to be unrecognizable as bad to the AI but would still deliver its 
payload. Hacking AI in this case could also mean hacking an 
entire network, if the AI was being used to safeguard it. When AI 
is protecting a business, personal information, or military secrets, 
who is protecting the AI?

As I will explain in depth later in this book, the fact that it is 
hackable alone does not cover all of the risks of AI. Beyond just 
being hackable, AI is also fragile. It can break. It can be poorly 
developed. It can be misused. It can be stolen. It can be illegal. It 
can learn incorrectly. Together, these possibilities for failure are 
what we call AI risks. These are new risks that are unique from 
traditional cybersecurity challenges in a number of ways.

AI RIsks
AI risks refer broadly to the performance, compliance, and security 
challenges introduced by the introduction of artificial intelligence, 
machine learning, and other autonomous systems into practical 
use. I’m sure you’ve seen it. Nearly every day a headline points to 
the fact that AI is moving out of PowerPoint presentations and 
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into tangible applications. Whether it’s through in-home devices 
like Amazon Alexa, in cars such as Tesla’s autopilot, or in mili-
tary weapons systems, AI has become core to both business and 
national security strategy. 

This book is neither about the benefits of AI nor how to 
build successful AI strategies. Instead, this book focuses on an 
often-overlooked hurdle in the successful implementation of AI: 
risk. This is a book about new challenges that leaders need to be 
aware of when implementing AI. Like all technologies, AI can 
fail, it can be poorly developed, and it can be hacked. 

We call these challenges AI risk. Unique from cybersecurity, 
traditional model risk management, and operations risk, AI risks 
are unique to the nature of AI itself. When talking about AI risk, 
we don’t mean risks such as artificial general intelligence (AI that 
is autonomously smarter than humans), or the Skynet-style risks 
of AI dominance, or even the well-placed fears of great power 
competition in AI. Instead, this book focuses on the practical 
risks that must be understood, tested, and mitigated in order to 
take advantage of the benefits of AI. It is our belief that the ben-
efits of AI outweigh the inherent risks it introduces into digital 
ecosystems. But in order for business and government leaders to 
operationalize AI in a meaningful way for their organization, they 
first must understand AI risks and how to mitigate them.

The inspiration for this book came from my experience as 
a practitioner and start-up cofounder in the AI community. I 
built AI tools and programs for the U.S. military and the gov-
ernment and later built the world’s first AI risk start-up. During 
these experiences, time and time again I would speak with well- 
intentioned, highly intelligent machine learning engineers, CEOs, 
and generals who all wanted to accelerate AI into ever more 
impactful applications. But when I would bring up the topic of 
risks, I was met by either a blank stare or laughter. “Of what, robot 
overlords?” they would ask. 

 EBSCOhost - printed on 2/9/2023 9:31 AM via . All use subject to https://www.ebsco.com/terms-of-use



10

Introduction

The reality is that AI is not unique from any other technology. 
Like bridge building, rocket science, and software development, 
AI can be poorly built and it can be susceptible to a wide range of 
failure types, including in environmental factors in the real world, 
adversarial inputs, and bad construction. Today, the world of AI 
is the Wild West. Few standards are in place, and those organi-
zations who can most benefit from broader applications of AI, 
such as the financial services, healthcare, and defense industries, 
are only now updating their model risk management practices to 
mitigate these risks. This book was written to help guide leaders 
through how to think past the hype of AI and to understand that 
while the potential benefits are immense, there are real risks that 
need to be solved. I believe strongly that in five to ten years, AI risk 
will be as ubiquitous a term as cybersecurity is today. 

The purpose of this book is to introduce AI risks in a non-
technical manner. While some topics, such as model inversion 
attacks, may be difficult to understand without some background 
in either data science or machine learning, we attempt to put all 
topics discussed into layman’s terms. When possible, we have pro-
vided stories and narratives that draw on our own experience as 
some of the early hackers of AI technologies. When appropriate, 
the stories are true. In other cases, we have created future scenar-
ios that mirror today’s technical capabilities. 

It should worry leaders that nearly every AI system is hack-
able. The team in the stuffy office with a small view of the San 
Francisco Bay proved it time and time again, supported by the 
exploding field of academic research on this topic since 2004. 

We know that the team was successful in their efforts to hack 
AI, because I was there. 
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Chapter One

A Brief Overview  
of Artificial Intelligence 

ARtIfIcIAl IntellIgence: A HIstoRy
To understand why AI risks are suddenly popping up, it is 
important to understand the history of AI as a concept. For all 
of its recent hype, AI as a theoretical concept is not new. What 
is new, however, is the explosion in computing power and data 
availability that has fueled renewed interest in AI over the past 
decade. Most computer science historians and hobbyists trace the 
beginning of AI as we know it today to the Dartmouth Summer 
Research Project on Artificial Intelligence in 1956.1 Over the last 
six decades since that summer conference, there have been several 
different schools of research and academic thought around how 
to successfully build AI systems. The first school of thought, now 
known as classical AI, was the first attempt. Later, modern AI 
developed as additional computing power and the availability of 
data allowed for previously impossible computations. 

The difference between the two schools of thought can be 
boiled down to control over the system. In classical AI theory, the 
autonomous system relies on a set of runs. When building AI, 
researchers attempted to represent the world in a set of defined 
data structures, such as lists, sets, or trees, and then defined  

Chapter One
A Brief Overview of Artificial Intelligence
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interactions within data structures as a set of rules, such as if-then, 
and-or, if-then-else, and others. 

For classical AI, imagine a photo of a sloth. The programmer 
would initially seek to describe the essence of sloth, such as “hairy 
with long arms and legs” and then try to program recognition 
functions such as “find legs,” “identify hair length,” and others. The 
programmer would then explicitly tell the computer program to 
do more complex problems, such as “find the edges” of the animal. 

For early researchers, classical AI theory enjoyed a certain 
amount of success. Researchers believed that by breaking down 
the world into smaller and smaller problems and tasks, eventually 
a robot could interact with the real world with abilities similar to 
those of a human. Illustrative of this enthusiasm is the famous 
prediction in 1967 by Marvin Minsky that stated that “within a 
generation . . . the problem of creating ‘artificial intelligence’ will 
substantially be solved.”2 But classical AI, and the hype around it, 
soon stalled. The world around us is simply too complex for every 
interaction to be broken down into a series of predefined rules. 
While classical AI performed with stunning results in carefully 
controlled experiments, the ability to translate these experiments 
into real-world business, consumer, or government applications 
was limited. This ultimately would lead to multiyear-long trends 
of disappointing results leading to lost research funding. These 
periods are known as “AI winters.”3 During AI winters, progress 
in AI theory did not come to a complete halt, but funding was 
scarce, results were limited, and much of the progress was related 
solely to theoretical, as opposed to practical, results. 

Of course, interest in AI as a theory continued to captivate 
both academic researchers and, perhaps more importantly, science 
fiction and film writers. From droids in Star Wars to Isaac Asimov’s 
Robot series and everything in between, interest in the possibility 
of AI is part of what led to continued interest for generations of 
computer scientists and software developers. But in order to turn 
these fictions into reality, new approaches were needed. 
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Modern AI theory takes the opposite approach to classical 
AI. Instead of trying to define the set of rules, data schema, and 
logic a computer would follow to make decisions, modern AI relies 
instead on letting the computer make its own inferences based on 
data, thereby creating its own rules and logic. This is accomplished 
by feeding the computer either labeled or unlabeled data, and 
allowing the machine to come up with its own interpretations. 

Under modern AI practice, instead of describing in increas-
ingly minute increments all the elements that make up a sloth in 
an image, for example, an AI engineer instead feeds thousands 
upon thousands of images of sloths into the computer with the 
intent that the computer will extract those relevant features and 
learn for itself what a sloth is. Another name for this approach is 
machine learning. 

Since 2012, most of the research and practical applications 
of modern AI have been focused primarily on machine learning, 
which is a subset of overall AI theory. This branch has proven 
to be extremely useful in making classifications and predictions 
based on large amounts of data inputs but requires massive com-
putational power. 

As a field distinct from classical AI, machine learning took 
off in the 1990s, primarily due to its ability to solve practical, as 
opposed to theoretical, challenges. This in turn drew much of the 
research focus away from symbolic and logic approaches to AI and 
instead borrowed heavily from statistics and probability. And then 
in 2012 a turning point happened that dramatically moved research 
in AI firmly into the modern AI camp. That year, an artificial neu-
ral network called AlexNet beat other image classifiers by over 10 
percent. Previously, artificial neural nets were thought to be little 
more than research tools but were not considered especially prac-
tical. But AlexNet’s success showed that this approach could beat 
other image classification techniques at a wide enough margin to be 
interesting, and research dollars started pouring in. Neural networks 
remain one of the primary elements of machine learning today. 
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What is most fascinating about AlexNet’s victory in 2012 is 
primarily the age of the technique. The theory behind artificial 
neural networks had existed even before the 1956 Dartmouth 
event considered to be the birthplace of AI. This approach was 
first theorized by Warren McCulloch and Walter Pitts in 1943 in 
their work “A Logical Calculus of the Ideas Immanent in Nervous 
Activity.”4 But between the time of their theorization and 2012, 

Figure 1.1. A graphical representation of an artificial neural network 
with three layers: an input layer, a hidden layer, and an output layer.
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important shifts in the computational landscape had occurred 
that allowed their theory to move into practical application.

First was the data explosion. Modern AI requires a signifi-
cant amount of data in order to be effective. The more data each 
machine is fed during the training process, the better the results 
will be. Before the 2000s, large datasets that would satisfy the 
underlying requirements of data-heavy modern AI were hard 
to come by. However, the rise of ubiquitous computing and the 
Internet led subsequently to the rise of massive datasets. Mean-
while, distributed labeling platforms, such as Amazon’s Mechani-
cal Turk, allowed more and more data to become labeled, thereby 
further accelerating the volume of modern AI input data. 

In tandem, Moore’s law and distributed computing, including 
cloud computing platforms, led to significantly more computing 
power. This computing power helped fuel modern AI’s need for 
massive data to be crunched in order to make results. Meanwhile, 
cheaper and more abundant supplies of graphics processing units 
(GPUs), which are more efficient than central processing units 
(CPUs) for modern AI in practice, also contributed to greater 
efficiency in the massive sets of computations that need to take 
place for modern AI to work effectively. The rise of datasets, cheap 
computing, and cheaper GPUs led to what is now known as deep 
learning, which is where much of AI theoretical research and 
practice take place today. The reason why deep learning has been 
of interest since 2012 is its unique feature that these networks do 
not saturate when given massive amounts of data. Instead, they 
continue to learn and improve. 

Most of the topics in this book are focused on machine 
learning, as opposed to classical AI or other areas of AI theory. 
However, other subjects in the book, such as the need for new 
approaches to model risk management, should be applied regard-
less of whether machine learning or any other indeterministic 
autonomous system is in use. The lessons of this book can be 
broadly applied to AI risks broadly, although we focus on these 
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areas to the current interest in and volume of this particular AI 
application. 

The rapid switch from classical to modern AI, and the nearly 
ubiquitous application of machine learning to data science chal-
lenges, is partly to blame for the parallel rise in unaddressed AI 
risks. Now that AI is not based on rules programmed by the 
developer, but instead inferred from computational interaction 
with massive datasets, new risks that did not exist in classical 
AI theory, such as evasion attacks and model drift, are suddenly 
emerging. In the eight years since AlexNet proved that artificial 
neural networks were practical, there has been an explosion of 
research and development into machine learning and its descen-
dants. During this time, most of the efforts have been forward 
looking, with researchers and practitioners racing ahead with 
these tools. Little attention has been paid to the risks of these 

Figure 1.2. Deep learning (DL) is a subset of machine learning 
(ML), which in turn is a subset of artificial intelligence (AI), the 
broadest category of techniques aimed at modeling intelligence.
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approaches, which has left potential users of AI with a limited 
understanding of the downsides of the technology.

In part, the lack of attention paid toward the risks of AI makes 
sense. There simply was not enough of AI in usable applications 
for these risks to be anything more than an interesting research 
area. But today, AI is being incorporated into autonomous vehicles, 
weapons systems, and consumer devices at an ever-increasing pace. 
This has flipped the challenge from a research quandary into a 
realistic operational risk and potential threat vector for bad actors. 

The rapid rise of machine learning as the primary AI tech-
nology in contemporary data science is partially to blame for 
unmitigated AI risk. However, the good news is that these risks 
are known and can be mitigated with appropriate effort. 

cAn We stARt WItH some DefInItIons?
Before we begin, I’ll tell you a quick story about the definition of 
AI. From 2017 to 2019 I sat on the White House Subcommittee 
for Artificial Intelligence. This subcommittee, like most, was more 
impressive in name than outcomes, but it still was able to bring 
together some of the top technical minds in the U.S. government 
who were working on, or at least had an interest in, AI. We met 
monthly, packing into a small, poorly ventilated room on the top 
floor of the White House Conference Center, just across the 
street from the famous residence itself. Professionals from all 
over the government, including the intelligence community; the 
departments of defense,  energy, and transportation; and the lesser 
known National Institute of Standards and Technology (NIST), 
among others, met each month to discuss AI efforts and areas 
of coordination at the federal level. Over the course of several 
successive meetings in that stuffy conference room, one topic con-
tinued to be on the agenda: the definition of artificial intelligence.

Without fail, someone near the beginning of the meeting 
would ask, “Can we start by defining exactly what we mean by AI 
before we jump into it?” At least fifteen to thirty minutes were 
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spent each meeting debating, discussing, and refining definitions. 
By the time the subcommittee was renamed and shuffled into 
a different organization, a definition was still not  unanimously 
agreed upon.

The members of that subcommittee were well-intentioned 
public servants. Many of them had technical backgrounds and 
served in technical roles for organizations that maintain high 
degrees of AI sophistication. In fact, some of the organizations 
represented, such as the Defense Advanced Research Projects 
Agency (DARPA), had helped pioneer research in the field dating 
back decades. But they, like many other highly technical prac-
titioners, struggled to adequately define the terms AI, computer 
cognition, intelligence machines, machine learning, deep learning, and 
others.

The reason for this debate was not pure academic discussion. 
Many people feel strongly that key application areas, including 
machine learning, deep learning, and neural networks, should not 
be considered true artificial intelligence.

But, from our point of view regarding AI risks, you can forget 
about technical definitions when it comes to AI unless you are a 
researcher. For the readers of this book, we propose an operational 
definition of AI. That is, AI is any computer system that operates 
in a way that it is not explicitly programmed to operate. For read-
ers who want to go one step further, we like Poole, Mackworth, 
and Goebel’s 1998 definition: “any device that perceives its envi-
ronment and takes actions that maximize its chance of success-
fully achieving its goals.”5 

While much of this book technically covers the field of 
machine learning and its descendants such as deep learning, using 
these loose, operational definitions of AI will keep us above the 
minutia and turf wars inherent in a battle for definition of a rap-
idly evolving term.
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How AI Is Different  
from Traditional Software

one of tHese tHIngs Is not lIke tHe otHeR
To understand AI risks, it is critical to understand how 
AI is different than traditional software. These differences are the 
reason why proven cybersecurity and secure software development 
techniques cannot simply be slapped onto AI. 

At its core, AI is more complex than traditional software. This 
is true at every stage of the development and deployment cycle. 
For simplicity, I have broken this cycle down into four primary 
parts: primitives, development, debugging, and deployment. 

The added complexity of AI versus software starts all the way 
at the foundational building blocks of AI and software, known 
as primitives. A common definition of software primitives is that 
they are the simplest elements available in a programming lan-
guage.1 These primitives in software are, usually, the smallest unit 
of processing and generally consist of a single operation such as 
copying a byte or a string of bytes from one location to another. It 
is easy to think of primitives as the foundational building blocks 
of software, such as bricks on a house or cells in an organism. For 
software, primitives are just the code used. 

Chapter Two
How AI Is Different from Traditional 

Software

 EBSCOhost - printed on 2/9/2023 9:31 AM via . All use subject to https://www.ebsco.com/terms-of-use



20

Chapter Two

AI, on the other hand, has significantly more primitives. 
These include the data used for training, the features of the data 
inputs the model uses to make inferences, the code used to build 
the models, the time needed to train the model, and the comput-
ing cost and effort needed for the model to learn and continue 
operating in the real world. 

Following primitives, the development of AI systems is addi-
tionally more complex than software. I use the term complex here 
carefully, as many software programs and platforms can be signifi-
cantly more complicated than AI models. The added complexity 
is introduced due to the autonomous nature of AI combined with 
the interaction of the model with the training parameters set by 
the developer. The result of this interaction is that the developer 
may not always predict exactly how the AI will respond to given 
inputs. In fact, if the problem could be solved by logic or decision 
trees alone, an AI tool would not be necessary. This complexity 
can make it challenging to understand or interpret AI’s actions, 

Figure 2.1. The differences between software and AI.
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while also adding to the challenge of validating the quality of AI 
models against each other. 

When something goes wrong in traditional software, the 
debugging process can be a painful, confusing process. This is 
especially true with large, complicated software systems with many 
dependencies and feedback loops. But the process gets further mag-
nified with AI. This is because while software has a single section 
to debug (the code), AI has considerably more elements that could 
be incorrectly or improperly affecting the outcome of the model. 

For example, let’s compare debugging software versus debug-
ging an AI system. S. Zayd Enam, when at Stanford, created an 
intuitive set of graphics that we will use to illustrate the processes.2 
Starting with software, when you attempt a solution to a prob-
lem or task and it fails, you have two dimensions along which to 

Figure 2.2. Debugging software.
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assess your performance. These can be thought of as two axes, with 
algorithm correctness on the x-axis and errors in implementation  
on the y-axis. When all of these check out, the algorithm works. 
When one does not, the code will fail. Thereby, checking to see 
what is not working with a given algorithm follows a logical, lin-
ear process of checking each variable within the so-called search 
space for the bug.

With AI, however, the situation becomes exponentially more 
complex. This is because two additional dimensions, the model 
ideal and the data used, are added. Bugs in the model itself can 
include the correct features and parameter updates or mistakes 
in the model selection itself. For example, an AI developer might 
use a linear classifier when the decision boundaries of the data in 
question are nonlinear. Likewise, bugs in the data can include data 
bias messy or incorrect labels, mistakes made in the preparation of 
the data, or not enough data. 

Figure 2.3. Debugging three axes of AI.
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It is challenging to visualize all four axes, so instead we can 
imagine a cube and then a sequence of cubes over time. These 
visuals should help point to the fact that AI is exponentially more 
challenging to debug due to introducing n additional variables 
into the system, which creates n × n more ways something can go 
wrong. So with the four dimensions of AI, there are n × n × n × n 
ways an AI model can fail. 

An additional factor to consider is the time it takes to train a 
model. Unlike software debugging where error signals and devel-
oper feedback can be quite rapid, AI models can take hours or 
days to train depending on the data. The same is true of testing 
the performance of the model. Therefore, when adjustments are 
made, the feedback loop between error identification and error 
solution can be quite long. 

The differences between software and AI also mean that 
standard secure software development life cycle processes and 
development operations (typically called DevOps or DevSecOps) 
cannot simply be applied on a one-to-one basis. AI developers 
and organizations implementing AI require the development and 
standardization of secure AI development life cycles to effectively 
manage both the added complexity and increased risk of bugs in 
AI compared to traditional software. 

Leaders concerned about AI risks must place a heavy empha-
sis on developing rapid and effective debugging processes for their 

Figure 2.4. Debugging four axes of AI.
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AI. These bugs can range from the inconvenient, such as incom-
plete sampling of a dataset for training, to the dangerous, such as 
inadvertently leaving the model open to adversarial attacks. 

stRess testIng AI
A critical but often overlooked part of an AI development team’s 
workload when assessing AI risks involves stress testing the AI. 
While this should be part of an AI developer’s or data scientist’s 
workflow already, in a surprising amount of cases stress tests on 
data outside the original training bounds and distribution are not 
taken into account. Stress testing the model can help explain how 
the model might fail not by an attacker but instead due to failures 
induced by naturally occurring environmental factors. For exam-
ple, self-driving car AI systems must be stress tested in rain and 
snow simulations, while stock trading AI must be tested outside 
conditions of normal market volatility, trade volume, and pricing. 

It is possible that the AI team will find that failures occur at 
a high rate in conditions outside the training data. There are two 
possible outcomes from these failures. First, the team can decide 
to collect more training data or create synthetic data to retrain 
the AI. This should be done if there is a likelihood the AI will 
encounter these conditions in the wild, such as rain or snow. On 
the other hand, the AI development team may instead choose to 
develop either a multimodel AI system or a human in the loop 
system. In each of these systems, when the AI encounters envi-
ronmental conditions it is known to be poor at handling, the AI 
is kicked offline and either another model or a human is brought 
in. Designing AI systems in this manner allows for greater flexi-
bility and operational security in using AI. Although model stress 
testing is usually done in training, an AI red team should take the 
view of trying to find situations in which the model fails in order 
to have the most accurate picture of model performance. 
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Data Bias

sexIst mAcHInes
“Amazon has sexist AI!” That headline alone was sure to 
grab attention. On October 9, 2018, Reuters ran the headline 
“Amazon scraps secret AI recruiting tool that showed bias against 
women” on its online newswire.1 This was one of dozens of similar 
articles along the same vein published that day. Over the next 
several weeks, this story of sexist AI was covered in news articles, 
technology blogs, and industry publications. Even years later this 
Amazon failure is one of the most commonly cited AI failures. 
This leads to the question: How can an AI be sexist? 

The simple answer is that the AI learned from its creators. At 
the core of the problem was a basic premise that an AI engine 
had internalized the bias of its creators without them knowing 
it, creating a sexist machine. This clearly was not the intention 
of the creators of the AI. Instead, the creators of the AI had 
tried to more rapidly screen candidates for open roles. On the 
surface, this application of AI makes perfect sense. Amazon has 
grown to nearly a million employees, ranging from warehouse 
workers to software engineers. Its operations are global and its 
human resources department can be inundated with thousands 
of résumés for each position. Automated systems, powered by 
machine learning, could rapidly decrease the time it takes to 

Chapter Three
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screen résumés while also targeting those individuals likely to be 
high performers early on. 

A member of the team responsible for the AI told Reuters, 
“Everyone wanted this holy grail. . . . They literally wanted it to 
be an engine where I’m going to give you 100 résumes, it will spit 
out the top five, and we’ll hire those.”

This “holy grail” recruiting seemed to work at the start. It 
would scan through thousands of résumés and select those candi-
dates most likely to succeed in the notoriously cutthroat culture of 
Amazon. But it soon became apparent that the engine was spitting 
out primarily male candidates. This was not explicitly programmed 
into the machine. In fact, Amazon attests that its engineers spe-
cifically removed gender from the features the model should look 
at. But still, the machine ended up becoming sexist, promoting the 
résumés of men above those of women. How come?

The models had been trained on biased data, which included 
the résumés of candidates over roughly a decade. The models were 
also trained on internal promotion data, which was supposed to 
help understand which candidates upon arrival to Amazon would 
be most successful. However, the technology industry is largely 
dominated by men, leading the machine to infer that men are 
more successful in technology. At the same time, with much of 
Amazon’s management and middle management being made up 
of men, the machine further inferred that not only are male can-
didates better overall, but they will be the ones promoted fastest. 

Even though the machine was not explicitly programmed 
to look for gender, it found it anyway. Applicants with extracur-
riculars such as “Women’s Varsity Soccer” or “Women’s Debate 
Club” were dinged by the algorithm, as were applicants who had 
graduated from all-women colleges. The machine found a way to 
add in bias based not on successful predictions, but instead on the 
existing, nonexplicit bias in the technology industry toward men. 
The machine internalized the bias of the organization that created 
it, even though this was explicitly not programmed. 
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so WHAt Is AI BIAs?
AI bias is faulty or unintentional decision-making by an algo-
rithm due to incomplete, unrepresentative training data. Bias is 
therefore not necessarily an algorithmic risk. It is a risk caused 
by the underlying data that is used to train an algorithm. Recall 
that the primitives of AI include the data, as opposed to just 
code alone for traditional software. Data bias can ultimately  not 
only affect the performance of an AI system, but in some cases 
can impact its legality as well. Organizations, especially those in 
highly regulated industries, must take this risk very seriously. 

The problem is thought to have been first identified in 1988 
when, mirroring the Amazon sexist hiring bot over twenty years 
later, the UK Commission for Racial Equality found a computer 
program biased against women and those without European last 
names.2 This program mirrored the patterns of human application 
reviewers with roughly 95 percent accuracy, however, indicating 
the problem was not in the algorithmic logic but instead with the 
behaviors of the reviewers that led to sexist acceptance practices. 

Bias in human beings is well documented. Some bias may be 
harmless, such as a bias against hiking due to childhood injuries 
in the woods. Other biases, such those against a particular race, 
gender, or sexual orientation, are so harmful to society that laws 
have been created to limit the ability for individuals to act on 
these biases. Bias in human behavior therefore can fall between 
the innocuous and the illegal. 

Because AI is generally trained on existing data that was not 
curated specifically for AI applications (a topic we explore in the 
next section), existing human biases or data reflecting historical 
or social inequities can creep into and inform an algorithm’s deci-
sion-making process. This can occur even when sensitive or illegal 
features (variables) such as those relating to sexual orientation, 
race, gender, ethnicity, or age are removed from the training data-
set. Amazon’s sexist bot is the textbook example of this challenge. 
Although the creators were well intentioned, the available data 
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led their machine learning system to replicate, rather than remove, 
existing human inequities. 

Bias in AI systems can also come from flawed data sampling. 
For example, MIT’s Joy Buolamwini working with Microsoft’s 
Timnit Gebru uncovered unusual patterns in AI used for facial 
analysis.3 Their research uncovered high error rates in predictions 
for minorities, with even higher error rates for minority women. 
When they dug into the underlying reason for these errors, it 
was found that minorities, especially women minorities, were not 
represented well in the training data, which in turn led to less 
well-trained models for these individuals and higher error rates. 

WHy Is BIAs An AI RIsk?
What can go wrong when the data is biased? There are two pri-
mary concerns when dealing with biased data or unrepresentative 
samples. First, the model can be inaccurate with its predictions, 
rendering its viability as a practical application limited as well. 
Second, it can be illegal. 

In the first case, AI bias often results in the machine making 
bad predictions. Take for example a self-driving car. Oftentimes 
these vehicles are trained in part by using data collected over 
years from dashboard cameras mounted on human drivers. The 
vast majority of the data captured is going to be on roads that 
are generally navigable. When performing on these roads, even in 
poor weather conditions, self-driving cars have tended to perform 
well. However, in other conditions the cars fail. 

When I worked the U.S. Department of Transportation’s 
Intelligence Transport Systems Joint Program Office (ITS-JPO), 
we started a project to coordinate the safe acceleration of driver-
less cars. We took on this project largely for public safety reasons. 
It is suspected that 94 percent of highway crashes are due to 
human error.4 At a closed-door session with major automotive 
and technology companies (the results were later published) we 
conducted a voluntary poll of autonomous vehicle companies to 
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uncover what they felt to be the biggest barrier between their 
technology and safe implementation on a road. The result was 
surprising. We expected responses such as coordinated federal 
and state regulatory regimes or advances in AI. Instead, it was a 
collection bias in the data. We found that the number one con-
cern of these companies when it came to the acceleration of their 
technology was an unusual one: work zone data. 

Self-driving cars were terrible at navigating work zones. This 
is due to the wide range in work zone signage, configuration, and 
driving patterns. With each work zone in the training data being 
unique in some way, the AI powering these vehicles was not well 
equipped to navigate. This led the U.S. Department of Transpor-
tation (USDOT) to create a voluntary data exchange for work 
zone data, originally called the autonomous vehicle data exchange 
(or AVDX), now going by DAVI (Data for Automated Vehicle 
Integration).5 This voluntary exchange was originally designed to 
allow autonomous vehicle practitioners to exchange work zone 
data, thereby leading to more representative training data available 
and increasing the efficacy of the automated systems responsible 
for vehicle navigation. 

The underlying bias against work zones in this case was not 
based on human error. Instead it was simply due to the fact that 
work zones are rare compared to normal driving conditions. The 
same is true for other automotive edge cases, such as driving in 
exceptionally bad weather or off-road conditions. But while this 
data bias did not come from human bias, the undersampling of 
data in these conditions can have real-world safety impacts. Imag-
ine a self-driving car crashing into a work zone simply because it 
had not encountered a similar scenario in the training sample. The 
impact of such an event would likely have lasting implications not 
only for the manufacturer or algorithm creator, but also for the 
regulations of that entire industry. 

In the second case, bias can be illegal. Take for example the 
accidental redlining by AI systems. In 1968, the Fair Housing Act 
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outlawed redlining, which refers to the commonly accepted prac-
tice among banks to not lend to businesses and consumers within 
certain sections of a city. Banks would keep their own maps with 
“redlined” sections drawn on, indicating where they would not 
lend. These redlines typically followed racial boundaries, thereby 
preventing minorities from obtaining credit. 

Today, AI for lending, insurance, and other financial instru-
ments can take into account many variables, including social 
media and spending patterns. This data is bound to have cor-
relation with race and other illegal variables such as gender and 
sexual orientation. For example, Fast Company Admiral Insur-
ance, Britain’s largest car insurance company, planned to launch 
firstcarquote. This AI-enabled system would base its insurance 
rates on data reviewed by an AI system to include Facebook posts, 
word choices on social media, and likes and preferences on social 
media.6 Ultimately, differences in language, spending, and behav-
ior online provide clues into an insurance candidate’s race. AI 
models have been shown to start becoming racially biased when 
fed this type of information, creating redlines around different 
communities even when race is explicitly removed from the data. 

Bias of this type can be severely damaging to the people and 
communities affected. Take for example criminal predictions. 
Across the United States, many courts use predictive analytics, 
known as risk assessments, to predict who will commit a future 
crime. Fantastic investigative journalism by Jeff Larson, Surya 
Mattu, Lauren Kirchner, and Julia Angwin writing for ProPublica 
uncovered racial bias in criminal sentencing when using one of 
the more widely used risk assessment tools in the nation, North-
pointe’s COMPAS software.7 The researchers found that beyond 
not being very useful, only predicting future crimes within a coin 
toss of probability at its best, the algorithm also predicts that black 
defendants were 77 percent more likely to be pegged as at higher 
risk of committing a future violent crime and 45 percent more 
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likely to commit a future crime of any kind, even by persons with 
similar criminal backgrounds including prior convictions. 

The reason for the difference in prediction between minority 
and white individuals can be traced back to existing biases in the 
underlying data. For years, police forces across the United States 
have prosecuted minority communities at heavier rates than white 
communities. With race also being closely aligned with indictors 
of criminal activity, such as poverty, joblessness, and social mar-
ginalization, the AI learned incorrectly that black individuals 
were more likely to commit crimes even when all other factors 
were normalized. The damage of this AI bias, to the individuals, 
families, and communities affected, is untold. 

Both performance bias and illegal bias can create doubt in the 
predictions of an AI model. If an AI is known to be biased against 
minorities in sentencing, not hire women, or crash into work 
zones, it will not be used. Meanwhile, even just the possibility 
that an AI is biased can sow seeds of doubt into the public as to 
the efficacy, safety, and ethics of the AI system itself. Until leaders 
provide transparent reporting into the underlying data to train 
the model and can show outcomes that do not have biased results, 
it is unlikely that AI will meaningfully move into consumer and 
public-facing functions. 

WHAt eveRyone gets WRong ABout DAtA
In order to remove underlying data bias to the extent possible 
from an AI system, leaders and practitioners need to learn to 
think about data differently. For starters, it is not an input alone. 
It is the output of a collection process that, most likely, was not 
designed for AI use from the start.

Let’s look at an example of how data science projects often 
get started at a large organization. A large retailer, for example, 
might have decades worth of information ranging from customer 
demographic and spending data, to store-level sales trends, to 
supply chain information all stored in various databases and 
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formats. The CEO might ask her subordinates to “use those 
expensive data scientists we hired to really increase sales this year 
around the holiday season.” The data science team would then 
start to sort through trends, make predictions, and come up with 
hypotheses around what could drive sales. Given the size of the 
data, the team will likely use AI to find patterns they couldn’t see. 

Or in another example, imagine a military intelligence orga-
nization. They have reports on a country of interest dating back 
decades. Information ranges from satellite images, to classified 
cables, to analyst reports, to open-source information found in 
newspapers. In recent years, that open-source information has 
grown to include social media feeds from individuals living in or 
connected to that country as well. A general might ask his intelli-
gence officer to use AI to better understand the country’s military 
behavior. The intelligence officer, if she is lucky, has at her disposal 
several uniformed members trained in advanced data analytics. 
She in turn tells them to get to work on letting the AI understand 
the country better than the analysts. 

In both examples, the data scientists are likely to find some-
thing useful for the CEO and general. And often, especially if this 
is the first time the organization is using AI, these actions will 
uncover patterns and predictions that were missed or went unno-
ticed by human analysts simply given the volume of data. But 
looking back at the previous examples, including Amazon’s sexist 
hiring bot and racial bias in AI-driven criminal risk assessments, 
both the CEO and the general have to ask themselves whether 
these are the “right” conclusions. Data bias is such a significant 
challenge and barrier to AI adoption in part because unless it is 
carefully proven to not exist, the possibility of is presence casts 
doubt on all the future predictions. 

In order to mitigate these concerns, leaders who want to start 
using AI must think of the data they feed to data scientists not 
as inputs alone. Putting the wrong data into a machine learning 
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system can lead to outcomes that can be damaging, rather than 
helpful, to the organization. 

All data is the result of processes, and most of the time these 
processes are not designed for AI. Data sitting in databases in large 
enterprises and governments was originally collected for purposes 
not related to AI. So simply slapping AI on top of it will not help. 

The better way to think of input data for AI systems is as 
an output. I break down the data curation process into eight 
steps. These eight steps are how data should be captured with the 
intention of using it to train AI models. An entire book could be 
written about this process and the feedback loops it entails, but for 
leaders concerned about AI risks it is enough to ensure that your 
team is following these processes at a high level. The steps include:

First, organizations must consider the desired outcome from 
an AI activity. Is it increased sales? Is it greater insight into enemy 
intentions? This is the most critical step in the process, because it 
forces leaders to think critically about what they want to see in 
the future. 

Figure 3.1. Data as the result of a process rather than 
an input in its own right. 
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Second, the data science or AI team must define what the 
challenge between that desired outcome and the current state is 
today. Is there missing data? Are there blind spots to the organi-
zation? This challenge will inform what information should be 
collected. 

Third, the team will create a hypothesis around what data 
will address the challenge. Data will be defined in the end state, 
meaning a desired end result of the data itself, complete with ideal 
metadata information. 

Fourth, the team will take the hypothesis and design a meth-
odology to go about collecting this data. Here, data bias needs to 
be at the forefront of everyone’s mind. Does this methodology 
add unexpected or unwanted bias? Will this methodology result 
in undersampled populations in the data? Does this methodology 
magnify existing societal or organizational trends that could have 
their own biases built in? The methodology design and develop-
ment is critical to the successful collection of data. Simply relying 
on prior business or operational practices that were not designed 
for the AI experiment at hand will likely result in faulty insights 
and wasted time. The methodology must include the process and 
standards required throughout the collection cycle to ensure that 
only high-fidelity, relevant data is used. 

Fifth, the organization has to go about the collection process 
of actually collecting the data. This may seem straightforward, but 
collection is where shortcuts are bound to happen. Once while on 
a project in Liberia researching economic development efforts, 
a truck carrying the paper results of a survey was involved in an 
accident. This resulted in roughly 20 percent of our information 
being lost. The loss of that data was, to me at the time, a great 
loss. But it was not until we started running the numbers that we 
realized a greater error. The way in which we collected the data 
was flawed. There were drastically different answers to certain 
questions provided by women when the collector noted that men 
were present during the interviews. This is an example of a flawed 
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collection process whereby exogenous variables can find their way 
into the data, skewing the results. 

Sixth, the organization needs to store the data. This sounds 
simpler than it is. Many times, AI teams spend significant time 
and effort simply moving data into an AI-usable format. One U.S. 
intelligence agency practitioner told me over 70 percent of their 
data science time is spent moving data around, as opposed to the 
actual use of this data to create AI models. Storage for AI models 
must be secure and accessible in order to be useful. 

Seventh, the data must be cleaned. At times, this can mean 
the stripping of illegal or unwanted variables such as race or 
personal information from the data in order to maintain legal 
compliance. In other cases, it must be cleaned to remove errors 
in the collection process. Data cleaning at times can be mundane, 
such as ensuring the correct spelling or formatting of various 
inputs. Other times, it can be a delicate balance between data 
completeness and removing unwanted features or variables from 
the analysis. 

Finally, these steps are complete when the organization has 
AI-ready data. To implement this process correctly, organizations 
also need to instill a culture of continual improvement to this 
process, whereby the organization is consistently evaluating its 
desired end states and requisite data collection processes to enable 
the automated insights or systems to get there. Under this opera-
tional model, organizations must change their thinking about data 
from purely an input for AI into a full-blown process with check-
ins and stage gates along the way. Such processes are not designed 
to limit innovation and experimentation, but instead should be 
considered part of the process for AI success. 

HoW to lImIt DAtA BIAs
AI bias tends to fall into one of two camps: incomplete collec-
tion or equitable treatment. Sometimes these two overlap as well. 
Incomplete collection refers to data that is incomplete due to some 
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restriction or limitation on the data collection process such as 
historical trends, collection costs, or safety restrictions. Equitable 
treatment, meanwhile, refers to biases in the data that cause the AI 
to make inferences that take into account illegal or unwanted vari-
ables, such as race or gender in hiring predictions. There is a rapidly 
emerging field of both corporate practice and technical techniques 
to limit both of these bias types, which primarily fall into what I 
call synthetic futures and counterfactual fairness.

syntHetIc futuRes
If you don’t have the data, why not create it? When data bias 
is a result of underrepresented samples or poor collection prac-
tices, methodologies, or capabilities synthetic data can serve as 
a stand-in. Synthetic (meaning artificial or generated), data is 
designed to meet the specific needs or conditions that are lacking 
from the original data. This artificially created data can help with 
anonymizing sensitive data in addition to filling in collection gaps.

Over the last few years, the AI industry has turned to synthetic 
data creation to fill the gaps left by incomplete data collection. Syn-
thetic data engines can be used to create situations, edge cases, and 
unique scenarios that would otherwise not be captured in collected 
data. Take for example fraud detection at a major bank. With thou-
sands of transactions and customer interactions a second, humans 
alone are not able to detect fraudulent patterns. Over the past 
twenty-plus years, the banking industry has been one of the fastest 
adopters of automated systems, increasingly using AI to combat 
fraudsters. However, just as rapidly, fraudsters have learned to 
adapt. In order to anticipate the future actions of fraudsters, finan-
cial firms are creating user profiles and behavior synthetically. This 
allows them to train the fraud detection system more effectively.8 

In recent years, synthetic data has moved out of tabular and 
time series datasets, such as financial trading or fraud detection, 
and into more complex data including images and sound. Com-
panies selling advanced computer vision capabilities to the U.S. 
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government, for example, have been creating entire synthetic 
landscapes to mirror the harsh terrain of Afghanistan. This is 
done to avoid putting personnel and equipment in harm’s way to 
capture the necessary data to train autonomous systems to operate 
in the harsh environmental conditions. 

Beyond helping to eliminate collection biases in datasets, 
synthetic data can also save organizations significantly when it 
comes to the cost of collecting that data. Once the synthetic data 
engine is created, it can continue to produce fast, cheap data on 
an ongoing basis. Furthermore, this data generally is created with 
perfect labels, which saves additional time and resources in the 
data cleaning process. 

Synthetic data is of most interest to regulated or sensitive 
organizations that must keep certain data secret. This can be due 
to regulatory reasons, such as personally identifiable information 
(PII) for healthcare and financial services companies. Likewise, 
sensitive organizations such as the FBI, intelligence community, 
or military bodies can use synthetic data to avoid compromising 
the security of their data or having the data itself be inferred 
through a privacy attack on the AI. This last point is explored in 
more depth in chapter 7. 

As good as synthetic data sounds, it is not a silver bullet to 
real data. The process of training an AI model on synthetic data 
and then applying the AI capability onto real data is known as 
transfer learning. At the time of this writing, transfer learning 
remains an exceptionally challenging problem within the AI field. 
But advances in generating adversarial networks (explored further 
in chapter 5), are helping to increase the fidelity and transferabil-
ity of synthetic data as complex datasets are becoming more and 
more realistic.

counteRfActuAl fAIRness
When an AI bias is based on features an organization wants 
removed, such as race, gender, or sexual orientation, synthetic 
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data will not go far enough. When AI biases are based primarily 
in the fairness or equitable treatment of persons, careful data 
preparation must take place prior to training a model. Here, a 
promising technique is counterfactual fairness. Using this tech-
nique, AI developers test that the outcomes of a model are the 
same in a counterfactual scenario. Practically, this means changing 
the inputs of race, gender, bias, or other unwanted variables and 
ensuring that the outcome from the model remains the same. 

Silvia Chiappa of DeepMind has been using this technique 
to help solve complex, sensitive cases such as racial and gender 
discrimination.9 This path-specific approach is helpful to untangle 
the complex, path-dependent relationships human institutions 
and existing data have between sensitive variables and outcomes. 
For example, this approach can be used to help ensure that the 
promotion of an executive into a role was unaffected by the appli-
cant’s gender while still allowing the company’s overall promotion 
rates to vary by gender should women-gendered individuals apply 
to more competitive roles in the firm. 

Inherent in counterfactual fairness data preparation is a need 
to remove those variables in the data that might otherwise act 
as proxies for the unwanted variable. For example, race might be 
highly correlated with an individual’s zip code or last name. When 
testing counterfactual fairness, all variables in a dataset must be 
tested against the unwanted variable and either removed or also 
tested again for fairness prior to use. 

comBAtIng BIAs Is An etHIcAl Issue
The ethics of artificial intelligence is closely associated with AI 
applications for good reason. We don’t want underlying human 
biases, including inequitable treatment, to spill over into our AI. 
The problem is so pervasive that in February 2020 even the Penta-
gon issued AI ethical guidelines, which include a significant focus 
on limiting data biases. 
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Speaking in 2020, the Pentagon’s chief information officer, 
Dana Deasy, told reporters, “We need to be very thoughtful about 
where that data is coming from, what was the genesis of that 
data, how was that data previously being used and you can end 
up in a state of [artifical intelligence] bias and therefore create 
an algorithmic outcome that is different than what you’re actu-
ally intending.”10 Major technology companies have also issued 
statements condemning bias in AI, vowing to work toward an AI 
future without bias. But much work remains in this area. 

AI bias is a serious risk to organizations that are looking 
to accelerate AI. Data and its underlying bias is the result of 
path-dependent processes of creation and collection. And AI 
today is not equipped to understand these human nuances. While 
it may be easier to ignore biases in AI, doing so would have 
disastrous consequences. If AI is understood to be biased, it will 
erode the public’s trust in the system. Leaders must address data 
bias head-on and provide transparency in their AI training and 
counterfactual decision-making. 
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Hacking AI Systems

WAnt to see A tAnk DIsAppeAR?
Have you ever had to hack a military satellite to see an 
aircraft carrier disappear? Or have you ever wanted to hack an 
in-home voice system like Amazon Alexa or Google Voice? If 
these are not enough and you want something a little bit sexier, 
how about hacking a self-driving car?

Now, what if I told you could reprogram these and other AI 
systems to do not what they were supposed to do, but what you 
want. And you can do it not from a computer terminal, but from 
the real world, without leaving a digital trail. This is not science 
fiction. These attacks are possible today and they are happening 
with increasing frequency. 

The hacking of AI systems is completed through techniques 
known as adversarial machine learning. This field of research has 
grown rapidly over the past decade. Back in 2011, some of the first 
major breakthroughs in adversarial machine learning were pub-
lished in academic journals. The next year, in 2012, four academic 
papers were written about the topic. The number grew rapidly to 
over one hundred articles in 2014. By 2020, over two thousand 
papers were being published each year. And these are just the 
academic journals. At the same time, hundreds of off-the-shelf 
attack libraries are available online. Big companies, like IBM,  
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provide adversarial robustness tools to test for vulnerabilities, 
while start-ups and defense contractors are pouring investment 
into the field. But despite these advances, few leaders in business, 
cybersecurity, or national security are aware of the magnitude of 
these capabilities. Would-be adversaries and hackers alike are 
rapidly gaining capabilities while defenses and active prevention 
measures are lagging. This is primarily due to an information gap 
between adversarial capabilities and leadership priorities. 

As AI technology matures, it is accelerating into more and 
more mission-critical systems in business and government. On its 
own, this is fantastic. Greater adoption of the technology will lead 
to world-changing breakthroughs. But greater adoption comes 
with greater risk that the technology will be attacked, corrupted, 
or manipulated to serve the aims of the attacker. AI attacks can 
be as basic as injecting a few pixels onto an image or putting a 
sticker on a stop sign. Or they can be sophisticated, multistep pro-
cesses involving both traditional cyberattacks as well as adversarial 
machine learning. 

The implications and ramifications of these attacks depend 
greatly on the use case of the AI. Confusing an AI picking cats 
out of Internet photos to share with cat lovers is unlikely to yield 
anything meaningful for the attacker. Hacking a self-driving car, 
on the other hand, and forcing it through a busy intersection can 
put lives at risk. Even use cases within the same organization can 
vary greatly. Hacking a fraud-detection AI can allow an attacker 
to subvert a bank’s fraud detection system. Hacking the same 
bank’s marketing bot will neither cause meaningful harm nor 
provide significant rewards. 

Hacking AI works primarily by weaponizing data. Because 
AI systems need to take in information, data can be manipulated 
that can subvert, break, or confuse an AI system to achieve a hack-
er’s aims. This takes advantage of nuances in how AI systems learn 
and how modern AI systems look at new data to make decisions. 
Because the data itself is weaponized to take advantage of the 
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architecture that underpins AI systems, these hacks are difficult 
to prevent entirely. This also means that hacks can be extremely 
inexpensive and relatively simple to carry out. At UC Berkeley, 
Professor Dawn Song has been studying adversarial machine 
learning and its rapidly emerging capabilities. “It’s a big problem,” 
she says. “We need to come together to fix it.”

The fact that AI is now being hacked is not unique to AI. 
All digital systems start to be a target for hackers and security 
researchers once they reach a certain maturity and adoption. From 
the Internet to the Internet of Things, digital technologies have 
become targets for hackers wishing to disrupt business or govern-
ment operations, steal information, pose illicit ransoms, and other 
aims. Currently, the cybersecurity industry preventing these cases 
from happening is a $500 billion market globally. That AI is now 
falling under attack is a continuation of the trend of technological 
maturity attracting an attacker’s attention. 

While it is unclear exactly how hacking AI will continue to 
evolve, we can learn from history. By looking at security patterns 
from other digital technologies, it is clear that hacking AI is only 
going to accelerate in the coming years. Take for example the PC 
market. The first PC was released in 1975. This Altair 8800 did 
not receive widespread public adoption. It was expensive and its 
functionality was limited. Therefore, not too many people focused 
on hacking it. Over the next decade, PCs evolved into systems 
that are recognizable to children today, including the Apple Mac-
intosh in 1984. From 1984 continuing to today, the PC market 
has exploded. Now it is not uncommon for there to be multiple 
computers in a single household. 

The rapid rise of the PC made it a prime candidate for attack-
ers. In 1989 Robert Morris started experimenting with Unix 
Sendmail and built a self-replicating piece of software. This soft-
ware worm replicated onto the open Internet, which at the time 
had very few protections. This resulted in an accidental denial of 
service (DoS) attack. Estimates on the high end are that Morris’s 
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worm caused upward of $10 million in damages and caused the 
entire Internet to slow to barely usable speeds. Later that same 
year, the Staog Linux virus was created. And then it was off to the 
races. Cybersecurity was a real risk. 

The creation of adversarial machine learning mirrored Mor-
ris’s experimentation. Hacking AI started off as experiments into 
understanding how spam was getting through spam filters. The 
first breakthrough involved fooling a simple computer vision 
system into thinking an image of a panda was not a panda. But 
in recent years, these attacks have become more realistic, with 
successful hacks on in-home voice assistants, self-driving cars, 
and advanced cybersecurity systems. Now it’s off to the races for 
AI hacking. 

tHe AI kIll cHAIn
In military circles, a kill chain refers to the structure of an attack. It 
consists of a few basic steps, including identifying a target, decid-
ing what to do about the target, and executing against this deci-
sion. Kill chains systems can be extremely narrow, such as two jet 
fighters in a dogfight, or broad, such as great power competition. 
Breaking an adversary’s kill chain, meaning their ability to respond 
to threats, is a critical element to successful battle strategy. Know-
ing what their kill chain is can be critical to successfully degrading 
an enemy’s ability to wage successful military operations. 

It is critical for business and military leaders alike to under-
stand the AI kill chain. By understanding how an attacker will 
operate, we can defend our systems and prevent attacks from hap-
pening. Likewise, we can understand how to get inside an enemy’s 
AI kill chain, using these same capabilities and methodologies in 
an offensive manner to successfully degrade, cripple, and create 
mistrust in an adversary’s AI capabilities. 

A commonly used kill chain example is find, fix, fight, finish. 
I will use an example of a platoon engaging in small-arms com-
bat to illustrate. First, you start by finding the enemy. This can 
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be done through intelligence, surveillance, and reconnaissance 
assets or simply by locating an enemy through a scope. To fix 
the enemy, the platoon commander might pin the enemy down 
with suppressing fire. Next, she can order the platoon to directly 
engage, fighting the enemy. Finally, the platoon will finish the 
enemy by eliminating enemy combatants or effectively disrupting 
their ability to fight, thus ending the kill chain. The AI kill chain 
is made up of similar parts. It consists of Find, Access, Generate, 
Fire, Finish, Feedback. 

In the first step, Find, an adversary will identify an AI system 
in use. This could be through active monitoring of a network, 
through knowledge of a system, or from the company or organiza-
tion’s own press releases about a new AI tool. The goal of this stage 
is to identify not only that an AI is in use, but to learn as much 
information about the system as possible. Conducting reconnais-
sance and active monitoring of the AI, called AI surveillance, is 
critical during this time. 

Next an adversary will attempt to Access the AI. There are 
three common access types of AI. WhiteBox access refers to 
when an adversary has complete insight into the AI, including its 
underlying training data and underlying logic. GreyBox access is 
when an adversary only has access to information from the AI’s 
endpoint. The endpoint is the part of the AI that picks up infor-
mation from its environment, such as a camera, microphone, or 
cybersecurity node. BlackBox is when an adversary has no access 
to an endpoint and only knows about the AI’s use but can get no 
information from it. Access will determine the type of attacks that 
an adversary can perform. The more access an adversary has, the 
more powerful the attack can be. 

During the Generate phase, an adversary will create their 
attack. Depending on the attack vector, such as whether the attack 
is starting in the real world or the digital world, generating an 
attack can take time and computing power. Some attacks are gen-
erated to be single pieces of data that, when fed to an AI, will cause 
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the AI to break. Other attacks involve feeding information to the 
machine to see its response. Whatever the attack type, though, 
Generating is the most sophisticated part of the operation. This is 
where knowledge and understanding of AI is most critical. 

When the adversary Fires their attack, it is the same as fir-
ing a weapon. They launch the attack at the AI and hope that 
it hits the target. In this case, the hope is that they are able to 
successfully corrupt the logic of an AI with sufficient strength to 
achieve their goals. If successful, they then Finish, taking advan-
tage of whatever opportunity they were attempting to accomplish. 
Finally, a good adversary will create a Feedback loop at the end 
in order to continually learn from their attacks and increase the 
speed and accuracy of their kill chain. 

HAckIng A cAR tHRougH A stop sIgn
One characteristic that sets hacking AI systems apart from tradi-
tional cybersecurity attacks is the ability to originate these attacks 
in the real world. This is due to many AI applications constantly 
taking in data from their surroundings, such as voice and sound 
for in-home voice assistants or full-motion video of the environ-
ment for a self-navigating drone. The ability for AI systems to 
take in new information and respond in real time is part of what 
makes these systems so valuable. It is also a large part of what 
makes them vulnerable as well. Adversaries and hackers can use 
the persistent collection capabilities of the AI as an attack vector. 

In 2018, AI threat researchers found that they could suc-
cessfully hack a self-driving car from the physical world.1 When 
most people think about hacking a car, they tend to picture a 
traditional cyberattack such as hacking through a connected 
Bluetooth device or through the car’s communication system. 
What was unique about the 2018 attack was that the researchers 
never needed to communicate with the car at all. They hacked it 
through stickers. 
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 The research team was looking into how attackers might 
cause real-world damage to self-driving vehicles by using adver-
sarial machine learning. First, they trained an AI system to recog-
nize street signs. One interesting element they uncovered during 
the data selection and cleaning process was the fact that regardless 
of angle, most signs are extremely recognizable. The AI system 
had very little trouble picking out the signs from its surroundings. 
However, the uniformity of the signs also made the AI system 
quite fragile. The team took advantage of this fragility and used it 
against the AI.

First, the team ran a series of tests to understand how the AI 
could fail. This process involved injecting noise into the images 
prior to feeding the images into the AI. After running thousands 

Figure 4.1. The stop sign that hacked a car.
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of experiments, the team had a good understanding of what could 
cause the AI to misclassify a stop sign as, say, a yield sign or as 
a seventy-miles-per-hour sign. The team then created a set of 
stickers. When applied in the appropriate pattern, these stickers 
would fool an AI into thinking the stop sign didn’t exist or was 
another sign altogether. The unique element of this case was that 
the stickers look completely harmless to a human observer. 

A year later, at CalypsoAI, my team and I replicated this 
and several other attacks. We built engines for targeted attacks, 
meaning we transformed the stop sign into a specific other sign, 
and untargeted attacks, meaning we simply caused the AI to 
misclassify. Other researchers have replicated this attack using 
flashing lights, painted dots on the road, and other basic construc-
tions. Creating these attacks have become a popular competition 
at conferences like the hacking conference DEF CON in Las 
Vegas and university hackathons. The ubiquity of creating these 
attacks is part of what makes hacking AI so dangerous. Every day, 
more attacks are created and new skills are learned by students 
and would-be adversaries alike. But as of today, very few effective 
defenses have been developed. 
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scARIng tHe sH*t out of A cIso
Cigars at 10:00 a.m. are not usually a good idea. Neither 
are a few breakfast beers in a casino. But, then again, it was 
BlackHat, the annual cybersecurity convention in Las Vegas. 
Once a year tucked-in polo shirts try to sell the latest and greatest 
cybersecurity technology to the thousands of conference goers. 
There are usually a few good talks, bookended by corporate pre-
sentations that cost tens of thousands in marketing budgets to put 
together. After all, cybersecurity is big business. But that day was 
more important to me because it was the last day of BlackHat 
and therefore the day before DEF CON. So basically, it was a 
day to relax, meet as many people in the one day overlap between 
the cybersecurity professionals in polo shirts and the T-shirts 
and flip-flops coming for DEF CON, the world’s largest hacking 
convention. Besides, if there is anywhere to have a few beers and 
a cigar at 10:00 a.m., it’s in Las Vegas. 

I had been up since roughly 5:00 a.m., meeting with people 
who were going to sleep after all-night gambling sessions and 
catching people coming in from the airport. I was talking to the 
best and the brightest about adversarial machine learning. It was 
2018, and not many in the cybersecurity industry knew anything 
about it. However, I had been speaking to folks primarily in 
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niche fields—former hackers and cyberoperations specialists from 
the military and intelligence community who had cashed in for 
private sector checks. Typically, they still worked only in a small 
niche, without seeing the big picture. The AI teams, they told me, 
were in a different part of the organization. So I was not too wor-
ried that they didn’t know much. I assumed that the big bosses, 
the chief information security officers (CISOs) and their staff, of 
the large firms would know plenty about it. I couldn’t have been 
more wrong. 

While I was having a cigar and a morning Guinness with a 
person who allows himself to be described only as a hacker, I got 
an email connecting me from the innovation team at a big bank to 
their CISO’s deputy. He was available to meet in fifteen minutes. 
Normally, I would have rushed to get up a demo of my technology 
and worry about presentation. But, this was the last day of Black-
Hat. He was likely going to show up drunk from the night before. 

I could not have been more wrong. Showered, shaved, and 
with a starched shirt, a CISO of one of the biggest banks in 
America looked the part of his former life. Previously, he had 
been a senior member of the U.S. intelligence community. As far 
as I could tell, he used to hack foreign governments and make 
sure they didn’t hack the United States. He never talked about 
it. When the deputy sat down, he denied a beer and got right to 
the point.

“Hacking AI isn’t a thing because it has no practical applica-
tions,” he started. “I don’t care about tricking a camera that a dog 
is a cactus. So, what’s this about?”

Instead of giving him my normal pitch I decided to go right 
into the demo. I pulled out my burner laptop, made sure my VPN 
was working (it was BlackHat after all), and logged into my ter-
minal. From there, I explained that I was going to take a piece of 
malware and get it past a well-known, foreign-owned cybersecu-
rity company’s AI detection system. To start, I sent the malware 
as is. I was running the software in what is called a sandbox. This 
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is a training environment cut off from the rest of my computer 
and the Internet. Obviously, when I provided the malware to the 
AI, it was denied.

Then I turned on an attack library. This library helped me auto-
matically create in real-time perturbations to the malware. When 
put against the AI, I was able to learn what is called the confidence 
score the AI has that the malware is, in fact, bad. My software then 
took the changes in this score and optimized the perturbations. 
These perturbations were done at the binary level and included 
injecting noise as well as functional elements into the malware all 
while not breaking the so-called payload, which is the functional 
part of the malware script. I explained this to the CISO’s deputy in 
real time. He looked skeptical at first, but as the confidence score 
shrank from 100 percent to 75 percent and then bellow 50 percent 
he began to look interested. Then scared. Then intrigued. 

Within two minutes, my software had run thousands of per-
turbations and had optimized the binary code injection and sent 
it against the AI. The AI said it looked like “goodware” and sent 
it on through. A piece of malicious code had just been sent past a 
well-known classifier that was in use at enterprises globally. And 
it would never have been detected. 

“Holy shit,” said the CISO’s deputy. “I never even thought 
of this. So what you’re saying is that AI is a new attack surface.”

“Pretty much,” I shrugged. I wanted another beer, but he 
wasn’t drinking. I also didn’t think he was going to buy my prod-
uct, so I wanted to get back to the hackers. He was giving off all 
the signs of an uninterested buyer. Turned out, he was just worried 
and wanted to call his boss. 

“This changes a lot,” he said. “Call me tomorrow.” He left 
worried. I watched his starched-collar shirt standing out as he 
navigated the maze of the Las Vegas casino to the door. I did call 
him the next day. It had changed everything.

What I had created in the Las Vegas casino was an evasion 
attack against an AI. Although the end result, subverting an 
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endpoint protection system to inject malware, was the same as 
traditional cybersecurity attacks, the way it was carried out was 
new to the CISO’s deputy. Instead of using brute forcing through 
encryption or relying on human error I had instead attacked the 
logic of the model itself. In essence, I had created a Trojan horse 
malware. To the AI, it looked benign. But it carried a dangerous 
payload. While the logic of these attacks is as old as Greeks and 
wooden horses, the ability to successfully launch them against AI 
systems is a relatively new and rapidly evolving field of research 
and practice. These so-called evasion attacks are the most com-
mon attacks against AI and are increasingly defining the new 
attack surface on AI applications. These attacks have implications 
well beyond cybersecurity, though, and can impact all AI systems 
ranging from self-driving cars to healthcare automation. In the 
coming years, evasion attacks will be the primary defining charac-
teristic of AI hacking and risk. 

WHAt Is An evAsIon AttAck?
Evasion attacks occur when information is fed to an AI and suc-
cessfully fools the machine. To complete these attacks, pieces of 
data known as adversarial examples are first carefully constructed. 
The construction process of an adversarial example can either be a 
one-off (e.g., taking advantage of a known or transferable vulner-
ability in the AI) or more commonly  constructed after a period of 
AI surveillance and careful iteration. Increasingly, these iterations 
can be automated and optimized using reinforcement learning 
techniques, which are methods that allow a computer to generate 
increasingly “quality” adversarial examples.

When most people talk about “hacking AI,” they’re referring 
to evasion attacks. This is because they’re the oldest, and most 
common (both in the real world and in current research), of AI 
attacks. Even before they were categorized as evasion attacks, 
adversarial examples were successfully used by hackers as early 
as 2004. Back then, hackers and spammers pioneered adversarial 
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sample creation by finding ways to fool automated spam filters 
that were increasingly relying on early AI applications. These 
spam filters used linear classifiers, a relatively simple type of AI, 
and spammers soon found that they were also relatively easy to 
trick.1 Back then, few systems were actually using AI, so attackers 
had limited reason to try to attack them. 

However, in the years since 2004, the ubiquitous data explo-
sion and cheap distributed computing enabled the rapid rise of 
practical applications of AI. And of course, hackers soon followed 
to break those systems. In 2013, Christian Szegedy was working 
on research at Google AI and (re)discovered evasive samples 
almost by accident. He was working on understanding how neural 
networks make decisions, specifically trying to understand how 
to explain their behavior after the fact. He discovered what he 
referred to as an “intriguing property” that all neural networks 
he looked at seemed to possess. All of the AI’s, it seemed, were 
extremely easy to fool.2 

Szegedy found while trying to understand and explain how 
AIs make decisions that they could be fooled by extremely small 
changes in the underlying data. These small changes, called per-
turbations, can be as small as a few pixels for computer vision 
systems such as facial recognition, a few lines of binary code in 
an automated cybersecurity tool, or slight changes in pitch added 
into an audio file fed to an in-home assistant. The fact that AIs 
were highly fragile, and therefore vulnerable, grew into the field 
of adversarial machine learning. And it all started with these small 
evasive samples. 

Evasion attacks today are the direct descendants of Szegedy’s 
initial findings. They involve creating perturbations in the data 
such that the machine is fooled. What is perhaps most concerning 
to AI developers and end users of the technology is that Szegedy’s 
“intriguing property” is that it applies across all AI types. Whether 
the use case is predicative marketing tools or self-driving cars, 
whether the AI is used in high-security environments or out in the 
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open, and whether it was developed by a big company or a small 
start-up, all AI systems are currently vulnerable to evasive samples. 

However, as we will explore further in chapter 14, this does 
not mean that all AI systems are likely to be hacked. An attacker 
has to have the technical skills, the means, and an underlying 
payout or reason to attack the system in the first place. While 
plausible attack vectors may be low today, this is primarily due to 
the still limited amount of AI in use by organizations. But as AI 
accelerates into more and more applications, it is likely that this 
attack surface will expand. When it does, evasion attacks will be 
the primary method of attacking AIs. We are already seeing it 
happen today. 

tHe scIence of ADveRsARIAl exAmples
The ubiquitous presence of adversarial examples should raise 
alarm bells for AI developers, organizations using AI, and con-
sumers alike. But their presence begs a question: why do they exist 
in the first place?

The first theory came from Szegedy’s original paper on the 
topic, back in 2014. He and his team theorized that the poor 
or improper regularization and too much nonlinearity between 
relationships in the underlying neural network were to blame.3 
Essentially, this theory states that there are always going to be 
low-probability situations where a model can be fooled because 
of the distribution of data and the fact that neural networks make 
decisions that are nonlinear in nature and therefore are hard to 
predict. 

A few years later, Ian Goodfellow (who later went on to pio-
neer generative adversarial networks called “deepfakes,” explored 
in chapter 10) and his team proposed the opposite. They pro-
posed that it was because neural networks were too linear in 
their approach. Inside a neural network, the team hypothesized, 
decisions were made that were purely linear in their relationship 
to each other. Each linear interaction perpetuated the prior inter-
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actions.4 Therefore, small perturbations to the inputs resulted in 
slight changes early on in the layers of the network, which accu-
mulates into massive differences at the end. 

More recently, Thomas Tanay and Lewis Griffin proposed 
the most common theory in use today. Their theory, known as the 
tilted boundary theory, proposes that because models are simply 
abstractions of data and never fully fit the underlying data per-
fected, there will always be pockets that are misclassified.5 Find 
one of those pockets, and you have an adversarial example. This 
explanation seems to make the most sense. AI systems are noth-
ing more than interpretations and abstractions of the real world. 
So unless a training set is complete within the range of possible 
outcomes, there will always exist examples that the model does 
not predict with 100 percent probability. It also helps that Tanay 
and Griffin disproved the other two approaches, which lends 
credibility to their arguments.

While other explanations exist, including an inherent lack 
of training data for AI6 and computational challenges of build-
ing AI that is robust against being fooled,7 a final theory worth 
mentioning is that adversarial examples are not a bug of AI. No, 
the authors from MIT argue, they are a feature in how neural 
networks engage with the world.8 They argue that while to us 
adversarial examples are challenging because humans can’t per-
ceive them, these researchers flip that on its head and argue that 
just because we humans are limited with our faulty eyesight and 
three-dimensional thinking doesn’t mean the machine is. What 
we view as adversarial examples are just evidence of a higher-or-
der pattern recognition by the machine. Of course, even if that’s 
the case, it’s not going to solve the fact that a self-driving car can 
be forced off the road by stickers. So I tend to ignore this theory 
in favor of ones with more practical applications.9 However, this 
same research also demonstrated interesting elements of attack 
transferability and should be explored by technical readers. 

 EBSCOhost - printed on 2/9/2023 9:31 AM via . All use subject to https://www.ebsco.com/terms-of-use



56

Chapter Five

Whatever the reason for their existence, adversarial examples 
and the threats they pose are not going away. They have been 
found in every application of AI, including computer vision, natu-
ral language processing, speech and sound recognition, time series 
analysis, predictive analysis, and others. The fact that so much 
remains unknown about the underlying science of adversarial 
examples makes them particularly dangerous for AI developers 
and AI users looking to harden their models against attack. As 
of today, there is no 100 percent guaranteed method that a model 
can be defended against attack. 

types of evAsIon AttAcks
Most people have the tendency to look at types of evasion attacks 
based on usage of AI—for example, computer vision attacks or 
attacks on natural language processing. However, at CalypsoAI 
we developed a now-public approach that I believe better encap-
sulates how leaders and users of AI should think through their 
AI risks. Because all AI uses have been shown to be susceptible 
to evasion attacks, it doesn’t make sense to go one by one through 
them as the underlying mechanics will be the same. 

Instead, it is better to think about types of attacks as a func-
tion of how much access an adversary has to your model and 
underlying data. This access level will influence the techniques 
available to an attacker and will also determine the level of risk 
to the organization. Full access to a model, known as WhiteBox 
attacks, are the most dangerous, as an adversary has complete 
information about your underlying model. Next, GreyBox attacks 
assume an adversary has some information, such as a confidence 
score, from the model. Finally, BlackBox attacks assume no infor-
mation about the model and are the least threatening, but also 
likely the most common. 

All evasion attacks also fall into one of two categories based 
on the specific outcome they are trying to generate. Targeted 
attacks attempt to shift a model’s decision in a certain way, such 
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as thinking a stop sign is in fact a yield sign. Untargeted attacks 
do not seek to have a defined outcome, so long as it is the wrong 
outcome. An untargeted attack tends to be more common as it is 
generally easier to pull off. Evasion attacks across the three pri-
mary categories of WhiteBox, GreyBox, and BlackBox can all be 
either targeted or untargeted, while WhiteBox attacks have the 
highest probability of being targeted due to the additional infor-
mation an attacker has during this attack type. 

WhiteBox
WhiteBox attacks are possible when an adversary has complete 
access to your model and the underlying training data. These are 
the most powerful types of attack because the attacker has com-
plete information about your model, how it was trained, and how 
the model “thinks” (or at least as much as you do). This allows 
attackers to craft carefully constructed attacks. Because they need 
complete information, these attacks are relatively rare today. But 
this might change in the future as the goal of traditional cyber- 
attacks increasingly becomes AI surveillance. 

In a WhiteBox attack, an attacker understands the underlying 
gradients of your model. Gradients, at a broad basis, are a repre-
sentation of how an AI makes decisions. The attacker can use this 
knowledge to create mathematically optimized adversarial samples 
that will fool the AI with high probability. Research has shown 
that when an adversary has access to the gradients of a model, she 
will always be able to craft successful attacks.10 Because they take 
advantage of the gradients in a model’s decision making, White-
Box attacks are sometimes referred to as “gradient-based” attacks. 

AI surveillance in the context of a WhiteBox attack refers to 
cyberattackers gaining access to a computer network or system in 
order to understand an AI model’s internal workings and under-
lying data. Due to the high levels of access needed to successfully 
pull them off, WhiteBox attacks are typically accompanied by 
traditional cybersecurity or insider threats designed solely for AI 
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surveillance activities. An adversary pulling off a WhiteBox attack 
will need access to the network, systems, and databases that are 
being used to develop the model. These should, in theory, already 
be well protected by cybersecurity hygiene and best practices. 
However, we know that this is not always the case, with large 
organizations ranging from Equifax to the U.S. Office of Per-
sonnel Management’s security clearance records being hacked in 
recent years. 

In the coming years, cybersecurity breaches will increasingly 
be used not for data extraction but instead for AI development 
surveillance. With this knowledge, an adversary will then be able 
to conduct WhiteBox attacks against a model. Because there are 
no known defenses against WhiteBox attacks on an AI, an attack 
will always be able to succeed. For this reason, AI development 
surveillance is something that needs to be top of mind for cyber-
security analysts and operations centers when monitoring their 
network. Should an adversary be able to create a WhiteBox attack 
for a model in use in a mission- or business-critical environment, 
the results can be disastrous.

Glasses That Hack
WhiteBox attacks are the most powerful type of attack, and no 
AI system today is fully defendable against them. However, not 
all AI systems have a clear attack vector, described in chapter 11. 
However, one of the clearest AI applications that adversaries are 
trying to hack is facial recognition. 

Facial recognition technologies and other biometric identi-
fication capabilities rely on AI to crunch the massive amounts 
of data needed to pick a human out of a scene and then identify 
this person. The ubiquitous surveillance market is rapidly growing 
as countries, municipalities, and businesses hope to gain security 
benefits. In China alone, the number of surveillance cameras in 
use is expected to reach 626 million.11 By comparison, the United 
States has roughly 40–50 million surveillance cameras in use.12 
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On the surface, anyone trying to beat facial recognition must 
be a criminal, terrorist, or other nefarious actor, right? Why else 
would they be trying to evade surveillance? But reality is more 
complex. Human rights activists, political dissidents, and even 
ordinary citizens concerned about government overreach all have 
reason to distrust that ubiquitous environment. This is especially 
true in autocratic regimes, such as China and North Korea, but 
can also extend to privacy-minded small-government activists in 
Colorado; Black Lives Matter protestors in Portland; and peaceful 
environmental activists in London who fear that facial recogni-
tion will invade their privacy in unwanted ways. 

These many intersecting reasons, as well as the fact that facial 
recognition provides a highly visual example, has made the hack-
ing of facial recognition systems a primary target for researchers 
and AI adversaries alike. Over the past few years, the adversarial 
machine learning community has become highly adept at crafting 
WhiteBox attacks against these systems, even going so far as to 
create digital WhiteBox attacks that not only fool the AI into 
misidentifying a person but also can be easily transported into the 
real world. 

In what has become a famous example in the rapidly growing 
field of hacking AI, a team was able to fool an AI system using 
digitally rendered glasses that could be created in the real world. 
A classical attack on any image-classifying AI system starts by 
changing a subset of the pixels to understand how changing pixels 
will affect, either positively or negatively, the performance of the 
AI. These changes are known as perturbations, while the amount 
the images are changed is known as the perturbation distance. For 
several years, the primary way to hack a computer vision AI was 
to change pixels across the image. However, these were hard to 
replicate in the real world because large sections of the image are 
out of the control of the attacker—for example, the background 
or lighting was perturbed as well as the face. This means that 
people looking to avoid facial recognition for privacy, activism, or  
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nefarious reasons lacked the means to take advantage of these 
attacks in an operational way. 

This changed when a team hacking facial recognition found 
a way to limit the perturbations to only a limited shape.13 These 
adversarial patches, as the perturbed sections of images became 
known, restrict the perturbations possible to only areas that could 
be replicated in the real world. For example, the adversarial patch 
can be limited to areas on a person’s face in the shape of a pair of 
glasses. Using WhiteBox attacks, the attacking team was able to 
optimize their attacks using only this limited perturbation space. 
Once the attack has been optimized, these glasses can then be 
created in the real world and used to fool the classifier. 

The same hacking team that created the glasses adversarial 
patch is continuing their work to create a universal robust adver-
sarial patch. Universality means that even when models are spe-
cifically trained against adversarial attacks, the adversarial patch 
will still work. 

Figure 5.1. Glasses that hack facial recognition.
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Carrying out a WhiteBox attack in the real world is challeng-
ing due to the additional cyberhacking skills or other capabilities 
required to deeply understand all of the primitives of the model 
required to build the attack. Sophisticated cyberintrusion and AI 
surveillance is required in order to successfully implement these 
attacks, requiring a different skill set than the data scientist devel-
opers have who hack the AI logic itself. Pulling off a large-scale, 
long-term cyberpenetration can be technically challenging and 
expensive, requiring both social engineering and cybersecurity 
expertise to pull off an effective hack. But it is possible. Given 
the significant benefits to attackers and would-be attackers of the 
AI system for personal, activism, or criminal activity, it is highly 
plausible that such attacks are actively underway for most major 
surveillance technology companies. 

GreyBox Attacks
In a GreyBox attack, an adversary does not have complete access 
to the underlying model but instead has access to some level of 
output from the model.14 These outputs can be the confidence 
score of a model’s prediction or the hard label assigned by the 
classifier. A confidence score is a probability of 0–100 that an 
input is a certain input. For example, an image classification tool 
might think an image is 93 percent a European swallow and 
assign that label to it. A hard label, on the other hand, is the same 
label, European swallow, but without the score attached. 

A GreyBox attack uses these predictions to continue manipu-
lating their inputs to create better and better adversarial samples. 
So in essence a GreyBox attack can be thought of as seeing how 
a model reacts to an input and crafting better and better inputs 
to try to eventually beat the model. In a GreyBox attack, unin-
terrupted access to a model’s endpoint (meaning the location a 
model takes in information such as a camera or other sensor) 
is required. The most important thing a leader should under-
stand about a GreyBox (or BlackBox) attack is that they do not  
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necessarily require any additional cybersecurity hacking skills. 
These attacks take advantage of AI’s need to continually gather 
new information in order to be useful. For example, a self-driving 
car’s cameras or LIDAR (Light Detection and Ranging equip-
ment) need to be on or a voice assistant needs to listen. These 
endpoints often have a way to capture some information about 
their output, often by design. 

If it seems strange that an AI would give away informa-
tion about its predictions, due to the presence of attackers, it is 
important to remember that this information is shared by design. 
For example, the developers of a self-driving car want to easily 
determine what the vehicle is seeing, while allowing insurance 
companies, regulators, and other interested parties easy access in 
case of an accident. They therefore may allow you to view the score 
directly as a developer, or have an easy way to gain access to it even 
by a third party. In the cybersecurity market, malware detecting 
endpoint protection platforms (EPPs) often provide a confidence 
score of 1–100 or 1–10. This allows someone submitting a file or 
interacting with the system to know that the error is in order to 
potentially fix it. But these feedback loops developed with benign 
intent provide pathways for attackers to learn more about how a 
model responds and craft GreyBox attacks against them. 

The most powerful attacks on Greybox models are known by 
names unfamiliar even to many AI developers, including ZOO,15 
SPSA,16 and NES17 for confidence score attacks and the Bourn-
dary Attack method for hard labels.18 But their relative anonymity 
today hides not only the fact that these powerful tools are not only 
widely available for public consumption, but that many attack 
libraries, generators, and tool kits are being developed for hacking 
AI using GreyBox methods. I suspect we are just months away 
from a tool kit equivalent of the Kali Linux penetration testing 
and hacker tool kit used in traditional cybersecurity testing. 

When we scared the sh*t out of the CISO on the casino 
floor in Las Vegas, we had constructed that attack using GreyBox 
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attack methods. Granted, we had taken it one step further than 
most methods. When building our attack, we supercharged our 
GreyBox attack. We employed reinforcement learning methods 
to rapidly optimize our attack. This allowed us to compress the 
perturbation trial and error period into just a few seconds. That we 
were able to carry off this attack against a commercial classifier in 
only a small amount of time highlights the significant vulnerabil-
ity organizations using AI have to GreyBox attacks. Most of the 
examples in this book are GreyBox in nature, and leaders must not 
only be aware of these risks but must also take active measures to 
prevent them from happening. 

BlackBox Attacks
Unlike both WhiteBox and GreyBox attacks, BlackBox attacks 
assume zero information is gathered from interacting with the 
AI system. This makes them the most likely to be attempted but 
hardest to pull off without significant time and computer capabili-
ties. BlackBox attacks are often known as brute-force attacks. They 
cannot be optimized, either through basic pattern recognition or 
reinforcement learning, and therefore they rely simply on changing 
the input enough to confuse the AI model. Common methods for 
attacking an AI using BlackBox methods include randomly rotat-
ing image inputs, 19 applying lots of common perturbations,20 and 
simply adding noise to the input within a Gaussian distribution.21 
These attacks can be quite useful, though, as injecting sufficient 
noise can greatly confuse an AI and cause it to fail. 

While BlackBox attacks may not seem particularly tech-savvy, 
in many ways they are the most likely attack to happen in the real 
world. For example, purposefully wearing many bright colors, or 
painting lines across one’s face, or obscuring one’s face with a mask 
can be thought of as BlackBox attacks against an AI. In these 
examples, the wearer of the disguise is acting as an adversary by 
trying to trick the AI with limited knowledge of how the model 
is actually working on the inside. They are guessing, however, 
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that they have altered or obscured their face enough to confuse 
the machine. The adversary is brute-forcing the data input to the 
machine to be so different as to alter the classification. Likewise, 
adding enough noise into a computer file to completely obscure 
a single malicious piece of code is also a cheap and potentially 
effective way, when done at scale with enough computer power, 
to evade AI cybersecurity tools. Other examples of real-world 
BlackBox attacks on AI systems include pointing lasers to confuse 
surveillance equipment, adding reflectors on a warship to refract 
light to confuse a spy satellite, and hiding malicious content in 
gibberish to evade content censors. In all of these examples, the  
adversary did not need access to the model’s architecture,  
the underlying training data, or any additional information about 
the model. All they needed was the endpoint and enough trial 
and error tests. 

Transfer and Surrogate Attacks
Transfer attacks refer to successfully crafting an attack against a 
known or internally developed model and then using the attack 
on a similar, externally developed model. These attacks are also 
called surrogate attacks. You can think of transfer attacks as build-
ing a test case or training center for your attack before bringing it 
into the real world. 

The concept of a transfer attack is well known to national 
security leaders and those who have been involved with special 
operations in the military. Prior to completing complex operations, 
special forces teams will create entire mock-ups of compounds or 
structures that they will encounter during a high-profile raid. This 
was famously completed by the Naval Special Warfare Develop-
ment Group (commonly known as SEAL Team 6) during their 
preparation for the raid on Osama bin Laden’s compound outside 
Abbottabad, Pakistan. 

After determining that there was a high probability that bin 
Laden, controversially thought to have been code-named Geron-
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imo, was at the location, the National Geospatial-Intelligence 
Agency captured high-resolution photographs of the compound 
from satellites. As Operation Neptune Spear, as the operation was 
officially code-named, ramped up, the special forces operators who 
would be on the operation needed to practice. A complete mock-up 
of the facility was created at the secretive, government-owned 
facility named Harvey Point in North Carolina.22,23 This structure 
mirrored the architecture of bin Laden’s compound in Abbottabad, 
giving the SEALs as realistic a training target as possible. 

Transfer attacks use this same concept. An adversary will try 
to create a model that resembles their target model as closely as 
possible. While key internal elements of the model may not be 
known, an adversary can make their best guess as to the decision- 
making logic of the AI and then build WhiteBox tools to fool 
them. In that way, transfer attacks typically start as WhiteBox 
attacks on internal models but are then applied to additional 
models. AI security researchers have found that evasion attacks 
have a high degree of transferability. This means that attacks 
created based on a WhiteBox attack can be tested against mod-
els completing similar tasks with a high degree of success. Why 
evasion attacks can be easily transferred remains an open-ended 
research question.24 

Transfer attacks provide an adversary with a way to take 
advantage of the power of WhiteBox attacks without the addi-
tional cybersecurity capabilities typically required to pull them off. 
An attacker attempting a transfer attack has a few possible ways 
to successfully construct an attack, based on their knowledge of 
and access to the model. 

First, an adversary may try to rebuild the model by querying the 
endpoint of the model. If the AI provides information as part of its 
output, sometimes referred to as being an oracle, querying enough 
times will give the attacker sufficient data to reverse engineer the 
model.25 Once the model has been reverse engineered, a WhiteBox 
attack can be constructed and optimized for a successful attack. 
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If the AI does not provide a query-able endpoint, an attacker 
can instead try to construct a similar model. For example, if the 
AI is being used to do a common, or well-known, task such as 
malware classification, facial recognition, or object recognition, 
an attacker can create a model based on the same data as their 
target AI. They would need access to this training data to create 
this model, but common AI applications often have open-source 
information available that has become widely used in model train-
ing. Unless the target AI is trained on the basis of proprietary or 
sensitive information, it is possible that the same library a model 
was trained against is available for others to use. Once an AI 
model has been used to complete a similar task, the attacker can 
make an educated guess about the architecture of the model and 
construct an attack from there. 

Finally, if the attacker has no knowledge of or access to the 
data or model, the attacker can build a model that completes 
the same task. They can do this by taking an off-the-shelf model 
from AI development firms or they can build a model using their 
own dataset. At the outset, this may appear to be a flimsy attack. 
But evasion attacks constructed in this manner often have a high 
degree of success when transferred between AIs.26 The transfer-
ability of WhiteBox attacks created on one AI system to other 
AI systems completing a similar task remains an unsolved, and 
therefore unmitigated, security concern when it comes to building 
secure AI systems. 

Let’s look at how, and why, an adversary could construct a 
transfer attack. In this example, we will assume that you are a 
human rights activist network operating in a large city in a foreign 
country with a history of human rights abuses. You have reason 
to believe that you and your colleagues will be targeted by local 
security forces due to ongoing protests that you have organized 
regarding the country’s upcoming elections. This country, like 
many in the region, has recently added a significant amount of 
security cameras in the city, creating a ubiquitous surveillance net 
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around government buildings and the business district. These are 
exactly the places you need to get to. Due to the risks, you want to 
transit to and from the protest sites and your home, as well as go 
about your daily life, without disruption. So you decide to fool the 
ubiquitous facial recognition system without attracting attention. 

To target the AI system and create a hack, you need to know 
more about it. The name of the company that developed the AI is 
a good place to start. During your research, you find that a large 
contract for the installation of security cameras and a facial rec-
ognition system was not released by the city government or the 
security forces, but you are able to find out which company pro-
vides these by first looking at the brand of surveillance cameras in 
use and then using Google Search (or, if you’re even more privacy 
minded, DuckDuckGo) for that company plus the name of your 
city. You find a press release about the contract in their online, 
publicly available PR archive. Now you have your target AI system.

Next, you will create a similar facial recognition AI. Many 
facial recognition classifiers are available on the Internet, through 
open-source libraries, and by companies. Meanwhile, there are 
many open-source and purchasable libraries of tagged photos and 
videos available to train models. Through open-source research 
and by evaluating how the city’s surveillance cameras are used, 
you can start to create an educated guess around the AI logic 
used in the system, including key features used by the AI to 
determine identities. Now, it is important to note that your model 
does not need to be an exact copy of the target model, due to the 
high transferability of powerful attacks from one AI system to 
another completing a similar task. After trial and error with many 
different models, you pick an AI model that you believe closely 
resembles the target model. Then you get to work. 

Because the model has been created by you, there is plenty 
of information to create a WhiteBox attack. Because you don’t 
want to attract attention, you decide to limit your perturbation 
area to create an adversarial patch that can easily be created in the 
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real world. You optimize a WhiteBox attack, which gives you as 
close as possible to a single-pixel attack in the form of a red dot 
on your cheek. Next, you go down to the local pharmacy, choose 
a box of children’s Band-Aids with colorful designs, and put one 
in the exact location from the attack. You test the attack back on 
your model and find it has decreased its confidence score by 75 
percent and now misclassifies you as someone else. Success. You 
have hacked an AI system using a transfer attack. 

It must be stated that there are several limitations to oper-
ationalizing these attacks. Modern AI systems in use can look 
at any number of factors in determining identity, ranging from 
pattern-of-life analytics to the gait of someone’s walk. Therefore, 
these sort of attacks remain challenging to successfully opera-
tionalize without serious technical know-how. But there are two 
trends in favor of the attacker. First, most AI systems in use today 
are relatively basic and transfer attacks have a high rate of success 
against them. Second, more and more tools are becoming avail-
able to aid AI attackers. 

At CalypsoAI, our research team would regularly comb 
through the Internet, including the dark web, to find attacks 
against commercial classifiers. In 2019, we found 184 attack 
libraries against known classifiers available, including against 
commercial facial recognition. And we found them all as a side 
project. At that time we had a total team size of between ten and 
twenty people, and all of us were doing a mix of machine learning 
research, product development, and sales. I have no doubt that our 
research efforts on the topic fell well below those of a dedicated, 
persistent actor or state-sponsored entity. Many of the attacks 
we found were designed to hack current best-in-breed computer 
vision models. These attacks were typically named for the AI they 
were designed to break and therefore tended to have been obscure. 
For example, one high-quality facial recognition hack refers to its 
method as LResNet100E-IR with ArcFace loss. For that specific 
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example, we actually did not need to find a hack on the dark 
web—it was published in an academic journal.27 

In order to stay relevant in the rapidly advancing field of 
AI, many companies use best-in-breed models developed else-
where in their products. The incorporation of these models into 
products, paired with the rapid acceleration of academic papers 
and dark web attack libraries to beat these models, means that 
well-intentioned companies trying to remain at the cutting edge 
of AI science and capabilities may unwittingly be adding new 
vulnerabilities into their digital environment—vulnerabilities akin 
to the sort that our hypothetical activist can take advantage of. 

With over two thousand papers published each year by aca-
demics and new attack libraries popping up on the Internet every 
few weeks, the environment has never been better for a would-be 
AI hacker. And this is only going to get worse as the fiend of 
adversarial machine learning rapidly moves away from being a 
trivial academic matter into a full-blown cybersecurity risk. 
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Data Poisoning

WHAt Is DAtA poIsonIng?
Data poisoning attacks are when an adversary submits 
malicious data to an AI system as a way to force the system to 
behave the way the attacker wants, as opposed to its creator’s intent. 
These attacks take advantage of one of the foundational primitives 
of AI, the underlying data itself. By submitting faulty informa-
tion, an attacker is able to shift an AI’s behavior or decision- 
making. Historically it was believed that data poisoning attacks 
only take place at the training time. This means that an adver-
sary would have to gain access to the dataset being used to train 
the model in order to inject faulty information. Recent research, 
however, has shown that malicious activity can be submitted to an 
AI to force it to incorrectly learn while in use. Attacks that occur 
while the AI is actively working are sometimes called adversarial 
drift or online system manipulation.

Figure 6.1 details how data poisoning works. In this example, 
you can see the classification boundary between two classifica-
tions of data, circles on the left and triangles on the right. This 
two-dimensional classification boundary is a common way to 
visualize how an AI system working on classification looks. In this 
example, just a single piece of data is changed. This is represented 
by the triangle and arrow on the right-hand image moving up 
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and to the left. Due to this shift in the value of underlying labeled 
training data, the entire classification boundary shifted. In the 
image, this could have happened simply due to new collection or 
new data being input. 

Data poisoning attacks occur when an adversary feeds specifi-
cally selected data into an AI either in training or in use such that 
these classification boundaries, or other decision-making func-
tions, fail or respond specifically to that adversary’s intentions and 
against the intentions of the developer. These attacks have been 
successful against facial recognition systems, sentiment analysis 
tools,1 malware detection,2 cyberworm signature detection,3 cyber-
attack detection,4 intrusion detection,5,6,7 and many others. For 
readers who are interested in digging into this particular attack 
type in depth, Ilja Moisejevs’s blog post on Towards Data Science 
on this topic serves as a highly accessible primer.8 

Similar to the evasion attacks explored in chapter 6, poison-
ing attacks have been found to be highly transferable between 

Figure 6.1. Shifting the boundary through data poisoning.
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AI models. This means that once an attack has been developed, 
an adversary can use it across multiple models, even when the 
model is retrained to perform a different task.9 As organizations 
look to outsource the development of models, or increasingly use 
pretrained models as part of their workflow, the transferability of 
attacks embedded in the models originally can spill over into the 
new tasks. This means that both the developer and the end user of 
the model might be unaware of the risk. 

Data poisoning is typically broken down into two categories: 
availability attacks and integrity attacks. They both share the same 
characteristic of using certain amounts of specifically selected or 
altered data as a weapon to modify the behavior of a model.

AvAIlABIlIty AttAcks: AI leARnIng gone WRong
Availability attacks aim to provide an AI with such high levels of 
bad information that the learned behavior is useless. These attacks 
are also referred to as model skewing, because they are designed 
to change the behavior of a model in such a way that the model 
starts to misclassify inputs. An attacker can use these methods to 
either instill levels of doubt into the performance of a model or to 
systematically alter an AI’s behavior in a way that will benefit the 
attacker unknowingly to the AI user. 

For a while it was believed that only a limited class of AI 
types, especially binary learning algorithms and support vector 
machines, were susceptible to poisoning attacks. It was theorized 
that this was due to the high levels of complexity needed to opti-
mize data inputs for attackers to create an attack. More advanced 
AI techniques, such as neural networks and deep learning archi-
tectures, were thought to be immune due to the more advanced 
insights these AI types generate and the difficulty of understand-
ing their decisions. 

But this is not the case. In 2017, a team of AI researchers was 
able to hack advanced AI systems using similar techniques applied 
to the more complex learning of advanced AI. Their research has 
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shown that advanced AI capabilities are, in fact, highly susceptible 
to availability attacks as well. Neural networks and deep learning 
approaches used in a wide range of AI applications—including  
spam filters, malware detection, and handwritten digital  
recognition—all can be poisoned, leading to high levels of failure 
and mistrust in the system.10 

A striking element of availability attacks is the nonlinear 
relationship between malicious data injected and performance 
degradation of the AI system. Also in 2017, a team of researchers, 
including Jacob Steinhardt, Pang Wei Koh, and Percy Lianghas, 
demonstrated that just 3 percent of a dataset being malicious 
can result in up to an 11 percent drop in the accuracy of the AI’s 
behavior. The impact appears to be nonlinear, with greater impact 
occurring as incrementally more data is added. A novel feature of 
Steinhardt and team’s finding is that these impacts remain when 
a model has been adversarially trained, meaning the AI devel-
oper took specific precautions to avoid availability and evasion 
(explored in chapter 5) impacts to their model. 11 

Obviously, the larger the training set or volume of intake data 
into the AI system, the higher the cost to a would-be attacker. 
However, with data perturbation engines and open-source attack 
frameworks becoming widely available online, it is increasingly 
easy for attackers to create enough data to poison a dataset. To 
illustrate how rapidly this barrier to would-be attackers is dis-
solving, let’s look at the rapidly evolving threat against neural 
networks, which are an AI type being widely developed across 
computer vision, natural language processing, fraud detection, 
and other application areas. Successful data poisoning demon-
strations against advanced AI systems neural networks used a 
method called the direct gradient method to generate poisoned 
data to inject into the system. This method proved highly effective 
but could be slow to implement. In just under a year, a team was 
able to increase the generation of poisoning data by 239.4 times, 
greatly compressing the time needed to create and execute a suc-
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cessful attack. The team used what is called an auto-encoder, often 
called a generator, to continually improve the creation of poisoned 
data, making the attacker more and more powerful.12 It is expected 
that the speed of attack viability is going to continue to increase, 
as researchers and attackers alike both accelerate forward. 

tAy Becomes RAcIst
In a classic example of an availability attack on a public AI system, 
it took only hours for Internet trolls to turn a Microsoft-created 
Twitter chatbot, named Tay, from a pleasant conversationalist 
into a full-blown racist. The fact that Tay completely changed in 
less than a day has become an Internet meme unto itself. It also 
carries two significant warnings for AI developers. First, even 
sophisticated natural language processing AI systems created by 
one of the most powerful technology companies on the planet 
are vulnerable to these attacks. Second, never underestimate the 
depravity of anonymous Internet users. Where there are openings 
on the Internet, there are trolls. 

Tay started as a conversation bot experiment. She was 
designed to engage with users on Twitter with conversational 
understanding. The intention was that through many interactions, 
her language skills would improve, and she could become “fluent” 
in conversational English. The more users messaged, tweeted at, or 
otherwise engaged Tay, the smarter she would become. This could 
have huge benefits for Microsoft and other companies that see 
chatbots as a core customer service feature in the future. But as we 
now know, instead of becoming smarter, Tay simply internalized 
the behavior of those who interacted with her. 

Tay’s racist transition over a day is partially due to the fault 
of her creators. Certain flaws in her logic, such as telling her to 
“repeat after me,” resulted in her repeating the language of the 
trolls. Learning directly from these interactions likely accelerated 
her racist tones. Meanwhile, Tay’s ninety-six thousand tweets 
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during her short lifespan overwhelmed any secondary human 
adjustments that Microsoft had put in place. 

But most of the fault lies with those who engaged with Tay. 
Almost immediately after she was launched, Twitter users started 
interacting with the bot with “misogynistic, racist, and Donald 
Trumpist remarks.”13 This last point is not meant as a political 
comparison. At one point Tay mirrored the president’s language 
by responding to Twitter user @goddblessamerica that “WE’RE 
GOING TO BUILD A WALL, AND MEXICO IS GOING 
TO PAY FOR IT.” She went well beyond political campaign rally 
language as well, responding to Twitter user @TheBigBrebowski’s 
question of “is Ricky Gervais an atheist” with the nearly nonsen-
sical response of, “ricky gervais learned totalitarianism from adolf 
hitler, the inventor of atheism.” 

Tay’s racist rants are a fairly extreme example of data poi-
soning. A bot that was expected to learn through interaction in a 
decent, casual manner rapidly learned through new, novel data she 
was exposed to. I have to suspect that Microsoft did not include 
a lot of hate speech in her training, so her rapid shifts can be 
attributed to rapidly changing classification parameters caused by 
the large-scale, troll-driven data poisoning attack. 

IntegRIty AttAcks: BAck DooRs In youR AI
In the near future, it is likely that an AI back door will be found to 
be the culprit of a sophisticated attack on an AI system. The attack 
could be by a nonstate hacking group, but given the sophistication 
of these specific attacks it is more likely that a state or state- 
sponsored actor will be behind it. 

Although these attacks have been effective across a wide range 
of AI uses, including cybersecurity and computer vision, let’s use 
endpoint protection platform (EPP) cybersecurity systems. These 
systems prevent malware from being injected into a network or 
computer system. They are also increasingly relying on AI to tell 
the malware from the goodware. In order to train these systems, 
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AI developers working on EPPs will train their models against 
massive databases of known malware as well as malware software 
that has been internally developed or manipulated by the team. 

In a coordinated effort, a malicious actor could start add-
ing faulty malware pieces into publicly available data sharing 
exchanges. These open-source databases exist to check known 
malware more rapidly. Instead of trying to change the entire AI 
logic, the adversary can submit files of goodware with a specific 
string embedded in the binary. If done correctly, with enough 
knowledge of the AI system, an adversary can tailor these strings 
and the files in which they are embedded specifically so that the 
AI learns to associate any software program with that string as 
goodware. Then the adversary can inject this string into a specific 
malware program as part of a coordinated cyberattack, bypassing 
even the most sophisticated of AI-enabled EPPs. The results can 
have devastating consequences for organizations using that EPP. 

Integrity attacks on a model are when an attacker is able to 
inject a back door into the model that the AI developer is not 
aware of. These back doors allow an attacker to manipulate the 
model under very specific instances. Unlike availability attacks, 
which seek to alter the entire behavior of a model using brute- 
force volumes of manipulated data, an integrity attack seeks to 
alter the behavior of a model just once or a small number of 
times, through a back door. Integrity attacks are sophisticated and 
require more access and knowledge of an AI’s underlying training 
data than do availability attacks. 

An integrity attack works by changing an imperceptibly small 
element of data, such as a small cluster of pixels in an image or 
strings in a piece of computer software. Due to the complexity of 
creating backdoor attacks, integrity attacks tend to typically involve 
injecting optimized poisoned data into the training data itself, or 
into the data likely to be collected in creating a model. 

The back doors installed can be triggered by extremely small 
levels of data manipulation. These levels of manipulation are often 
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imperceptible to the human eye and could pass standard quality 
assurance testing with ease. In a telling example, sophisticated 
computer vision systems have been shown to be susceptible to 
single-pixel backdoor attacks. These attacks are accomplished by 
changing just one pixel on a certain subset of the training data.14 
If done correctly this minute manipulation of the training data 
can result in an image being misclassified at a critical moment by 
an adversary. All they have to do is change one pixel or change 
something extremely small in the environments to yield the same 
result. Because the carrier of these back doors typically appear as 
benign input, many have taken to calling these attacks Trojans.15 

A spy slIps pAst
The consequences of these attacks can have implications beyond 
the cyber domain. Due to their imperceptibility, these attacks can 
take place in the real world as well. For example, an intelligence 
officer could use these attacks to avoid recognition at an inter-
national border, even while under constant watch by airport or 
customs security. 

Imagine this: an intelligence officer boards a flight in her 
home nation, bound for the busy airport of San Francisco Inter-
national. She is flying on a false identity as an exchange student 
and is on nonofficial cover entering the United States. When the 
plane lands, she heads immediately to the restroom located in the 
international exchange located just before passport control. This 
is not her first trip to the airport, and she knows exactly where to 
walk, disguising her haste with the look of someone who really 
needs to use the restroom after a long flight. Due to a small 
run-in with the local police while photographing the outside of a 
computer data center on her last trip to the United States, she had 
been successfully flagged by the FBI’s counterintelligence team as 
a likely intelligence officer. A photo of her is in the Department 
of Homeland Security’s facial recognition database as someone to 
detain for debriefing. 

 EBSCOhost - printed on 2/9/2023 9:31 AM via . All use subject to https://www.ebsco.com/terms-of-use



79

Data Poisoning

She enters the restroom and instead of heading to a stall 
walks instead to the sinks and mirror. Still nothing strange here, 
as it is common enough for people to freshen up before going 
to customs and meeting business associates or family. She starts 
to apply her makeup and is extremely cautious about it. A per-
fectionist, a passerby might think. But a perfectionist would not 
make the same mistake she made, leaving a small dot of lipstick 
just under her lower lip, visible but looking like the sort of mistake 
anyone getting off a twenty-plus-hour flight might make. She 
checks herself one last time, then gets in line for passport control. 

Months earlier, a contractor hired to develop the AI for U.S. 
Customs and Border Protection had been at a loss. There were too 
few photos of persons from a certain ethnicity in their database. 
The AI’s predictive ability at matching identification to photos, 
even when looking directly at the camera, was limited. A friend in 
the FBI’s international crimes division had mentioned a database 
of criminal photographs that a foreign country had shared as a 
possible way to gain more photos of these persons. Plus, the data 
was already labeled, making training the AI on this data even 
easier. To be safe, the AI developer had looked carefully through 
a number of the images for any irregularities, but could find none. 
They were all high-resolution digital images of criminals. It was 
exactly what he needed to finish the job. No viruses were found 
in the images, even after many thorough analyses by the FBI’s 
cybersecurity division. These images were clean and appeared to 
have been shared in mutual good faith against criminals. 

But they also contained a Trojan. Single pixels had been 
manipulated in each. These changes were unseen to even a trained 
eye. Likewise, they contained no malicious information on their 
own and therefore were not picked up by a cybersecurity scan 
looking for viruses or exploits. 

At passport control, the intelligence officer stares directly into 
the U.S. Customs and Border Protection’s new cameras. She holds 
herself perfectly still. This is the moment of truth. These cameras 
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are linked directly to the database that contains her picture. But 
busy border agents don’t have time to individually check each per-
son. They let the AI do that for them. The camera looks directly at 
her, the light turns green, and she enters the United States.

In this example, a nation, such as China or Iran, had offered to 
share a subset of its database of citizen identity card photographs 
with the United States, or any other nation, ostensibly as a way 
of stopping violent criminal gangs and known human smugglers 
from entering. On the surface, this is a perfectly reasonable act 
of good faith. The U.S. government’s customs and border patrol, 
under the Department of Homeland Security, could then run 
proprietary facial recognition AI against these images and front- 
facing images taken at the border to identify and either arrest or 
deny entry to criminal actors. 

But as we know, the United States was looking not only 
for criminals but also for spies and controlled persons, called 
assets, involved in industrial espionage. What went wrong in this 
hypothetical, but plausible, example was the seemingly benign 
use of the photos shared with the AI developer. The back door 
was installed in the AI at training time, allowing a perfectly 
timed exploit, coming from the real world, to be leveled against 
the advanced facial recognition system. The result: a known spy 
slipped across the border. 

AttAckeR stRengtHs
Like all cybersecurity attacks, not all attacks are of the same 
strength. They can vary greatly depending on an attacker’s capa-
bilities, knowledge of the AI and its logic, and access to the 
underlying training data. Of these, an adversary’s access to an AI 
system and its dependent data sources and internal logic is the 
most important to determine the strength of an attack. In order 
of magnitude, attack strengths from both availability and integrity 
data poisoning attacks fall into four categories: logic corruption, 
data modification, data injection, and transfer attacks. 
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Logic Corruption
The most powerful of the attacks, logic corruption is the most 
dangerous scenario for a developer or user of AI. Logic corrup-
tion happens when an attacker can change the foundational way 
the AI learns. Therefore, in theory the attacker can embed any 
sort of logic into the model that they want. Here, the poisoned 
data has been of sufficient volume and attack strength to alter 
everything about the model, rendering it completely in the hands 
of the attacker. The good news is that these attacks are extremely 
challenging to implement, due to the high number of other cyber-
security flaws and access levels that have to be in place for these 
to be possible. Logic corruption is closely tied with back door 
creation, due to the sophisticated parameters that must be met for 
successful back door installations. 

Data Modification
This is the most straightforward of the poisoning strengths. 
In data modification, an attacker is able to gain access to and 
manipulate the underlying training data. While the model is still 
in training, data modification attack generally results in either 
changed, added, or removed data from a specific dataset. These 
results are useful if the goal of the attack is an availability attack. 
An attacker can, for example, more easily manipulate the labels of 
data than all of the underlying data itself. On the contrary, if an 
attacker has a level of access to the data such that it can be manip-
ulated outright (first of all, your CISO has a big problem on their 
hands!), but the attacker can then shift classification boundaries 
and add certain back doors. 

Data Injection
Data injection is on the weaker side of poisoning attacks because 
the model has already been trained and is actively in use. Here, an 
attacker is trying to brute force their way to create model behavior 
changes. This can be successful at changing model behavior in the 
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wild (such as Microsoft’s Tay bot) but requires a large and consis-
tent volume of data in order to be successful. 

Transfer Attacks
In a transfer attack, an adversary attempts to use a higher-order 
attack strength, such as logic corruption or data modification 
attack, on a different model or after a model has been retrained. 
These attacks are surprisingly effective across cybersecurity and 
computer vision AI applications. Although they are the weakest 
data poisoning attack overall, transfer learning attacks can be 
dangerous as they can carry over from model to model even after 
retraining. 

Defenses AgAInst DAtA poIsonIng AttAcks
Unfortunately, as of today there are no defenses that will always 
prevent an attacker from successfully poisoning an AI. But that 
does not mean that most data poisoning attacks will succeed. But 
there are a wide range of best practices that leaders and data sci-
ence teams can instill to not become a soft target. 

Mitigating data poisoning starts with good traditional cyber-
security hygiene for the organization at large. Data poisoning 
attacks on training data also highlight a significant, traditional 
cybersecurity risk to AI models. This is explored further in chapter 
12. Most training methodologies for AI models require that the 
data used be in an unencrypted, consolidated state. This is prob-
lematic for an organization for several reasons, especially when 
AI is applied to data as an afterthought, as opposed to as its core 
reason for collection. First, moving data from its collected and 
stored location to a data scientist can take significant time and 
effort on behalf of a data engineering team. Second, bringing all of 
the data into a single training dataset provides would-be attackers 
with a single attack vector for malicious data injection. Attackers 
attempting to infiltrate a network to implant poisoned data have a 
wide range of traditional cybersecurity attack vectors and capabil-
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ities to use in their efforts. Organizations that are actively training 
models on collected data need to keep a careful eye on network 
accesses and data entry logs for indicators of malicious activity. 

AI developers and users should also defend their AI systems 
against data poisoning attacks through outlier detection. This 
method tends to be broken down into data sanitation and anomaly 
detection, with the first happening during training and the latter 
occurring while the model is in active use. On the surface, anomaly 
detection is straightforward: simply remove outliers or oddities 
in the data. But this can create other challenges if those outliers 
were naturally occurring. However, completing an outlier analysis 
and having humans review at least a subsample of anomalous data 
points is best practice. Meanwhile, while in runtime any high vol-
ume of outliers should be flagged to a human operator. 

Another approach that is emerging to prevent data poisoning 
is relatively simple in concept but can be difficult or expensive to 
complete. The model can be consistently rerun again against the 
original training data and its accuracy can be judged. If a poisoning 
attack is happening, or has already been successful, it is also likely 
that the AI’s accuracy against the training data will be decreased. 
This is because in data poisoning attacks, a classification boundary 
is shifted, which will likely cause the fault prediction of original 
training data clustered around that boundary. This can also be 
done through a technique known as STRIP, whereby an AI user 
intentionally changes, or perturbs, a data input and observes the 
change in the underlying accuracy of the model.16

The best way to prevent data poisoning attacks is to keep a 
human in the loop at all times (e.g., to kick anomalies when they 
occur for review) and also to maintain data custody and prove-
nance at all times. In this rapidly emerging space, AI developers 
are going to increasingly be up against adversaries looking to take 
advantage of them. For leaders at organizations using AI, it is 
best that they maintain a high-security posture against possible 
poisoning attacks to avoid being a soft target. 
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Model Inversion (“Privacy”) Attacks

The development of AI training datasets and the devel-
opment of AI systems is big business. Start-ups and major 
enterprises command significant valuations and trading multiples 
based on the superiority of their AI or underlying data. Inherent 
in these valuations is that the AI is proprietary to the company. It 
is expected to be safeguarded through cybersecurity best practices 
as well as a core piece of intellectual property. But what if AI 
models or their underlying data could be stolen? And worse, what 
if these assets could be stolen not through a cybersecurity breach, 
but instead through their required interaction with the environ-
ment through their endpoint, such as a vehicle’s camera, stock 
trading algorithm, or military command-and-control decisions? 
As it turns out, both the underlying data and AI models can be 
stolen though the emerging use of model inversion attacks. 

Model inversion attacks are when an adversary tries to steal 
your AI model or the underlying training data involved. Because 
these attacks try to take something that is supposed to be pro-
prietary, either the training data or the AI itself, they are also 
called privacy attacks. Model inversion attacks are one of the 
most recent attack types on AI systems. But in markets including 
healthcare and financial services, as well as technology companies 
under GDPR (General Data Protection Regulation) and other 
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consumer privacy–preserving regulations, model inversion attacks 
represent not only a security risk but also a significant compliance 
risk to companies. Heavily regulated industries, companies with 
significant intellectual property in their AI, and national security 
organizations including the U.S. Department of Defense and the 
intelligence community must be acutely aware of these risks. 

Model inversion attacks started by researchers trying to 
understand if they could re-create a model’s training data by 
looking at the decisions it made. In effect, these researchers were 
trying to steal the underlying data by re-creating it through care-
ful observation of the AI. Now, if the only intent of your AI is to 
identify when your dog is eating from the cat food and to squirt it 
with an automated water gun, you probably don’t care too much 
if your data is re-created and stolen. However, if you are training 
an AI system based on proprietary data such as financial records 
or highly sensitive information such as classified espionage briefs, 
you are likely extremely concerned about the implications of hav-
ing this data in the open. 

steAlIng DAtA
To understand how underlying data can be stolen, it is important 
to understand how an AI learns. Recall that an AI learns first on 
a set of training data. Once trained, an AI can then be applied to 
real-world data to which it had not been exposed before. Expos-
ing the AI to data beyond the dataset, known as the AI’s gener-
alized learning, is critical. It is what allows an AI to be taken out 
of a training environment and exposed to real-world problems. 
If it was only able to operate under known, set conditions then 
it would resemble the rules-based classical AI school of thought, 
abandoned in favor of machine learning. 

However, in a concept that borders on science fiction, AIs 
have memories. The entire notion of machine learning is based 
on the concept of these AI memories, and they are part of what 
makes choosing the correct training data so important. During 
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training time, AIs learn patterns in the training data that are then 
applied elsewhere. Because AIs can then be taken and run on new 
data, AIs inherently “remember” the data they were trained on 
and make predictions based on this information. By interacting 
with an AI repeatedly, patterns can emerge that make it possible 
to reverse engineer the training data. These data privacy attacks 
weaponize these memories of an AI and make it possible to steal 
proprietary, underlying information that was used to train it. 

One common approach to understanding the underlying 
training data of an AI is to test if a piece of data was in the orig-
inal training set. This can be done even in situations where an 
adversary has no access to the AI other than the endpoint, similar 
to a BlackBox evasion attack. In one example, AI research teams 
used a technique known as a membership inference attack to rec-
ognize the differences in the AI’s predictions on inputs that were 
originally in the training set versus those that were not. This is a 
relatively straightforward example. The model simply made better 
predictions on data that was in its original training set. What is 
impressive about this simple technique is that it has been proven 
to be effective even against commercial “machine learning as a 
service” providers such as Google and Amazon.1 

A real-world example of the damage a membership inference 
attack can have includes leaking personal information from a 
hospital. Using the same technique used against the Google and 
Amazon classifiers, AI security researchers were able to success-
fully test if certain persons were included in an AI system trained 
on hospital records.2 This could be used to see if certain patients 
had a certain health condition, such as a sexually transmitted 
disease, that they would prefer not be public knowledge, while 
also putting the company running the AI potentially in breach of 
HIPPA compliance. 

In another potential compliance breach using membership 
inference attacks, teams have been able to determine if a user’s 
text message3 and location data4 was used to train an AI. Using 
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this method, AI research teams were able to determine whether 
specific users had their data used to train the AI while the AI was 
in use. This technique can be useful for privacy-conscious users 
and regulators enforcing data protection laws such as GDPR. This 
took place without direct access, or WhiteBox access, to the AI, 
making it possible for individuals and regulators alike to check on 
the privacy of the AI. 

Defending against membership inference attacks is challeng-
ing. The more classes, or possible outcomes, the AI has the more 
vulnerable the model will be. This is because each class takes up 
a smaller section of the underlying dataset, making it easier to 
pinpoint by observing the model. However, AI models such as 
Bayesian models, whose decisions are less impacted by a single 
instance or feature, tend to be more resilient to these sorts of 
attacks than more fragile AI models, such as decision trees. In 
heavily regulated industries such as financial services and health-
care and in cases where privacy should be preserved, the selection 
of AI model should be carefully weighed against its ability to 
withstand these attacks. 

Determining if a piece of data is either in a training set or out 
of a training set can have privacy and security implications. But 
it is a far cry from re-creating the entire dataset. In recent years, 
trying to fully re-create a dataset given only limited BlackBox or 
GreyBox access to a model has gained in popularity. These attacks, 
known as data extraction attacks, are rapidly emerging as a major 
security and privacy risk for organizations with proprietary or 
sensitive underlying data. But they are still in their infancy. 

Over the last few years, several major breakthroughs have 
taken place in data extraction attacks. These attacks have been 
proven in AI systems used in medicine, facial recognition, and 
financial services, all industries that have compliance and security 
implications for leaking this information. 

In medicine, an AI used to predict medicine dosage was 
attacked using a data extraction method. The hacking team was 
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able to extract individual patients’ genomic information that had 
been used during the training time.5 In facial recognition, AI 
hackers were able to re-create the specific faces of persons used 
in the training set.6 In financial services, hackers were able to 
steal the credit card numbers and Social Security numbers from 
a text generator that had been trained on underlying data from 
the financial institution.7 Part of what makes each of these three 
AI uses so suspectable to data extraction attacks is there are so 
many unique classes in each. Because each person’s, credit card, 
Social Security number, and genomic code is unique, it is easier to 
re-create the underlying dataset. 

One possible solution to privacy attacks on an AI’s data is the 
field of differential privacy. This theoretical framework aims to 
provide a formal guarantee that an AI model is robust, while also 
having the side effect of enhancing the privacy of AI systems. As 
a formal definition, differential privacy attempts to prove that two 
models differing by exactly one sample will provide similar pre-
dictions. This means it would be impossible to infer that sample. 
In practical terms, differential privacy works by injecting noise, 
sometimes referred to as randomness, into the AI system. The 
noise injection can come in the form of input into the training 
data, the parameters of the model, or the output of the model. 
Each of these noise injections makes it harder to extract the 
underlying data.

Differential privacy is not cheap, however. The more you want 
to obscure your underlying data, the more you have to pay to 
generate the noise. On small datasets, this can be relatively cheap. 
However, on large datasets such as those in computer vision, 
healthcare, or financial records, the costs can get quite high. Orga-
nizations must therefore allocate a privacy budget within their 
broader AI and data science budget when developing models on 
data that must be obscured. 

Theft or re-creation of the underlying training data of a 
model can put an organization at significant legal, compliance, 
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and security risks. Prior to providing any AI endpoint that can 
be publicly accessible, organizations using AI must go through a 
rigorous privacy and compliance screening. There will be tradeoffs, 
therefore, in the speed of AI development and application, but in 
high-security or heavily regulated industries, the alternative costs 
of leaking sensitive data are too high. 

steAlIng A moDel
In a hypothetical tomorrow, the CEO of a hedge fund will wake 
up excited. Today is the day she is going to turn on their new tool, 
trAId, an automated stock trading AI. This AI goes well beyond 
your competition’s AI. It is able to analyze financial data, give 
news and reports, show satellite images of shipping containers, 
and even track trader sentiment. With your new high-end distrib-
uted computing architecture, your trAId is able to make decisions 
about future changes in the market seconds before your compe-
tition even knows about them. The CEO drinks her coffee and 
looks out from her Manhattan apartment to the east, admiring 
the continual reinvention of the Brooklyn waterfront. “It’s going 
to be a good day,” she thinks.

The day starts off well. After a small speech to her top trad-
ers, legal advisors, and data scientists in her midtown Manhattan 
headquarters, the CEO gives the order to start trAId. And it’s 
off to the races. Even before the market opens the AI is placing 
bets in the futures markets, anticipating market flections based on 
news coming out of the Middle East that hasn’t hit international 
wires yet. When the market opens, the AI goes into overdrive, 
placing bets faster than humans can keep track. Fortunately, the 
CEO also invested in cutting-edge risk analytics tools to ensure 
trAId doesn’t do anything too risky. 

Over the first six months, trAId outperforms the market by a 
large margin. The CEO’s investors are pleased and she is able to 
add several billion dollars to her assets under management. But 
then slowly, trAId starts generating less and less alpha against the 
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market. The CEO stays up night after night with the data science 
team trying to understand what is happening. It seems that some-
times trAId is able to make the right decision with enough time 
to place a good trade. Other times, though, it seems that someone 
else had already gotten there, compressing the spreads on each 
transaction and lowering the fund’s returns. It was almost like 
someone was running their own, exact trAId system in parallel.

Paranoid that her prize and joy was stolen, the CEO con-
ducts a thorough cybersecurity investigation. All internal logs are 
audited, employee computers are closely analyzed, and traffic on 
the company’s networks is closely examined. While some employ-
ees come under scrutiny for emailing files to outside accounts, 
these were all dismissed as innocuous, like travel confirmations 
and healthcare appointments. The CEO’s expensive data forensics 
comes up with nothing, and her WhiteHat hacking team finds 
that she is exceeding financial services cybersecurity standards. It 
is unlikely, they say, that anyone was able to hack in to steal the 
model and the training data without being caught. 

But these cybersecurity professionals were looking in the 
wrong place. The CEO was right that the model had been stolen, 
but it was not though a cybersecurity breach. It had been stolen in 
a model inversion attack. If you were to leave the CEO’s office and 
fly over the East River and then past the hipster neighborhood of 
Williamsburg, you would find yourself in the still rough neigh-
borhood of Bushwick. Bordered by a Superfund site canal and old 
warehouses, a team of AI hackers in our hypothetical tomorrow 
had carefully observed trAId’s trading habits. They had been con-
tacted by an unnamed third party, likely a competitor hedge fund, 
to re-create trAId to the best of their abilities. 

It was expensive to effectively monitor the AI. Sometimes, 
the team would have to make trades themselves, so their sponsor 
gave them several million dollars to put to use, learning to mimic 
the trades of trAId. At first, the team believed that it was impos-
sible to reverse engineer the AI without access to the confidence 

 EBSCOhost - printed on 2/9/2023 9:31 AM via . All use subject to https://www.ebsco.com/terms-of-use



92

Chapter Seven

scores of the machine. Then they realized that trAId made bigger 
bets the more confident it was in its prediction. Armed with this 
GreyBox inference and the ability to place large trades and watch 
trAId’s reaction, the AI hacking team had everything they needed 
to steal the AI. 

This hypothetical tomorrow scenario is not in the immediate 
future. These attacks are known as model inversion attacks. But 
similar to evasion attacks, model inversion attacks have been 
shown to not only be possible, but to also be quite effective, when 
an adversary has GreyBox access to the model. For example, 
machine-learning-as-a-service companies provide access to their 
model’s endpoint through an application programming interface 
(commonly referred to by the acronym API). This endpoint gives 
adversaries the ability to query the AI or otherwise observe its 
actions. In some cases, this is enough to re-create, or steal, the 
underlying AI logic. 

As a caveat, there are many ways hedge funds can hide their 
actions, such as by trading on multiple exchanges or through dark 
pools, which would limit the ability for a would-be adversary to 
collect the actionable intelligence needed to create a model inver-
sion attack. Meanwhile, a significant body of research still has to 
be done to understand how teams can actually steal models in the 
real world without an associated cybersecurity attack. 

Recent model extraction attacks have primarily targeted 
machine-learning-as-a-service providers, including BigML and 
Amazon. Amazingly, and perhaps disconcertingly, simple, effi-
cient attacks have been able to extract AI models with near- 
perfect fidelity from these big companies, including popular 
model types like logistic regression, neural networks, and decision 
trees.8 If Amazon’s machine-learning-as-a-service models are not 
safe, are yours?

Model extraction attacks remain rare today. That is primarily 
because the statistical and testing methodologies are still being 
developed. But just because they are not prevalent today doesn’t 
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mean data science teams and organization leaders should not 
be worried. To prevent these sort of attacks, organizations must 
be careful not to give out too much information on their AI’s 
endpoint. Simple methods, such as exposing only hard labels 
or bucketing confidence scores into a few categories, are easy to 
implement and make it harder to steal the underlying model. 
Actively monitoring your AI for odd interactions, such as thou-
sands of queries over a short period of time by the same user, can 
also be simple to implement and provide relatively cheap ways 
to prevent model extraction attacks. As AI accelerates into uses 
that are constantly engaging with the markets, users, or the world 
around them, it is important that these critical intellectual prop-
erty assets are safeguarded from theft. 

InteRpRetIng AI tHRougH HAckIng
In a hybrid of model inversion attacks and evasion attacks is the 
blurry world of model surveillance through adversarial manip-
ulation. Research work done by the military and intelligence 
contracting firm Booz Allen shows that GreyBox and BlackBox 
models can be understood by carefully feeding them adversarial 
samples.9 These samples do not even need to hack the classifier. 
Instead, by feeding an AI fast, consistent, and documented adver-
sarial perturbations and watching how the AI classifies the way 
the model interrupts the input, adversaries can learn more about 
the underlying logic of the model itself. 

AI surveillance using adversarial perturbations is a technique 
that will increasingly be included in intelligence and cyberrecon-
naissance operations. These options are likely to take place by 
state actors, such as foreign militaries and their affiliates, as well 
as nonstate actors, including criminals. This information can be 
used to craft a different type of AI hack, such as an evasion or 
model inversion attack, or may simply be used as part of ongoing 
intelligence collection by an adversary for potential later use. 
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At CalypsoAI, we coined the phrase “operational explainabil-
ity” to describe this surveillance technique. We envisioned a world 
where both strategic cyberwarfare operators, such as the U.S. Air 
Force’s 1B4 units, as well as more operational elements, such as 
special forces soldiers, in the field would have access to easy-to-
use perturbation engines. These engines could be used to query 
an AI to uncover as much information as possible in a short time 
using these techniques. For example, if a special forces team was 
trying to gain access to an area with ubiquitous AI surveillance, 
they could rapidly set up a computer vision perturbation engine to 
query the AI to potentially generate actionable intelligence. This 
human-AI-intelligence nexus is likely to be one of the defining 
parts of intelligence collection in the coming years. 

Mitigating this sort of surveillance can help limit the possi-
bility that an adversary will craft a successful attack in the future. 
The techniques are similar to defending against model inversion 
attacks and primarily involve limiting the amount of information 
your AI endpoint provides except to trusted users and limiting 
the detail of information into broader buckets. By preventing an 
adversary from gaining knowledge about your AI, you can prevent 
future attacks. 
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Obfuscation Attacks

The last type of hack on an AI system is interesting 
because it takes advantage of a machine’s ability to think at a rate 
faster than humans, which allows purposefully manipulative data 
to be fed into the machine in such a way that the machine still 
behaves correctly for the input. If that seems confusing, it is. These 
attacks take advantage of AI’s superiority in data processing over 
humans. This is worrying because it means these attacks happen 
in plain sight but still remain hidden to human observers. 

Obfuscation attacks are attacks that hide data in other data in 
order to gain access to and ultimately hack an AI system. They are 
distinct from evasion or poisoning attacks but may also include 
these techniques in their ultimate payload. What sets apart an 
obfuscation attack is that the AI may not be fooled in the process, 
but the underlying inputs are hidden in a data ingestion feed that 
allows the attack to go unnoticed. 

A primary example of this is in whisper data for audio AI. 
Imagine that the year is 2021. You have an antsy toddler who will 
not stop bothering you while you work from home one summer 
afternoon. It’s hot and you desperately want an afternoon beer, but 
you need to get on just one more conference call. Needing to focus 
on the call, you give your toddler your iPad and set it to a mindless 
children’s YouTube station. Small animals sing catchy songs on 
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the screen and your toddler becomes focused on the bright colors 
and animation and, most importantly, not on you. “Alexa,” you say 
to your voice assistant, “please add more IPAs to my Whole Foods 
order.” It’s just one more call to get through.

What you don’t know is that you have already been hacked. 
For the most part, the children’s videos and songs are innoc-

uous. They are simple melodies and characters created by an AI 
tool. These melodies are designed for toddlers, and even slightly 
older children get bored of them easily. But the colors and cute 
animal faces are exactly what is needed to keep toddlers enter-
tained. In fact, the video has tens of thousands of views. These 
characteristics describe hundreds of videos available on popular 
streaming sites and more and more are popping up each day. 

As the songs play, one song contains a hidden message. Unlike 
the supposed satanic subliminal messages hidden on old vinyl 
records, these messages are only for the AI and are not meant to 
be deciphered by humans. In fact, the creators of the message have 
gone so far as to hide their message using whisper data, which is 
hidden to the human ear due to imperfections in how humans 
hear. But when the machine completes the transformation of audio 
input into machine readable code, these messages become hard-
coded for the machine. Because Alexa does not know the origin 
of the commands now that they are in machine-readable code, she 
simply executes on the request to confirm a new banking transac-
tion. Your bank had recently developed an integration with Alexa 
to aid in online purchases and hands-free mobility. Individually, 
none of these systems—the song playing, Alexa, or your banking 
integration—was a threat. But together, this new system was vul-
nerable to a new type of attack. You were the victim of an AI hack. 

If this attack seems far-fetched, you should be worried. A 
variant of it was already carried out. In 2018, researchers at an AI 
lab in Germany managed to manipulate the actions of an Alexa 
device by playing an audio recording of birds chirping within ear-
shot of Amazon’s voice assistant device.1 To the researchers and to 
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any human listening in, the recordings played sounded indistin-
guishable from songbirds chirping. However, hidden within the 
recording was data that the human ear did not register, but the 
voice assistant in the room did. 

By playing the recording for the device, the researchers were 
able to steal the device owner’s personal banking and financial 
details and make unauthorized purchases galore. All this trans-
pired without the human observers in the vicinity becoming 
any the wiser. The researchers hacked the Alexa by tricking two 
systems: the voice assistant’s AI and the human ear. Tricking the 
former was a matter of understanding the mathematical process 
(namely, a Fourier transform) the voice assistant uses to transform 
audio data into machine-readable code. Once they understood 
this process, the researchers were able to create audio data that, 
when transformed, would read just like a human voice command.

The researchers also hacked the human ear—after all, the 
experimental attack technique would be fairly useless if any 
person within earshot was able to pick up on it immediately. 
According to Fast Company, “Their method, called ‘psychoacous-
tic hiding,’ shows how hackers can manipulate any type of audio 
wave . . . to include words that only the machine can hear, allow-
ing them to give commands without nearby people noticing.” In 
short, when humans process a sound being emitted at a certain 
frequency, our ears automatically block out other, quieter sounds 
at this frequency for a few moments.2 This provides just enough 
time to sneak through commands that machines will hear but 
humans will not.

Once they had hacked the Alexa’s sound-to-code mathemati-
cal process and the human ear, the researchers were able to deliver 
a series of commands that enabled them to access and exploit the 
device owner’s personal financial information in a variety of ways. 
These attackers were researchers, so the underlying threat of their 
actions was limited. And, to their credit, Amazon quickly patched 
the logic holes that allowed this attack to be carried out. 
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Obfuscation attacks primarily occur with AI systems that 
interact with humans, such as voice assistants, self-driving cars, 
and military weapons systems. The goal of an obfuscation attack 
is to hide malicious data in a way that a human actor ignores but 
the machine registers as an input. Because the input itself is intact 
with no perturbations, it is different in nature from an evasion or 
poisoning attack. 

Unfortunately, defenses against obfuscation attacks are lim-
ited because throughout the entire attack, the machine is behaving 
as intended. It is simply that human senses tend to have built-in 
lags and sensory overloads, which result in machines being more 
perceptive. AI model risk management teams should be aware 
of the risks posed by obfuscation attacks and should periodically 
view the local interpretability of individual AI decisions. Local 
interpretability attempts to determine and percentage weights 
that various features played in an AI’s selection of a response.3 It 
can be used to audit for obfuscation attacks by looking at which 
features were used to determine a prediction. A model risk man-
agement team should be set up with procedures through which 
changes or anomalies in local interpretability of AI systems are 
immediately flagged, which can help limit the potential damage 
of obfuscation attacks.
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Talking to AI: Model Interpretability

Victor Ardulov looks the part of Russian scientist. He 
has an unkempt beard and a mess of hair  on top of a slim build. 
He could be a runner or an ascetic. In reality he is a bit of both. 
He grew up in California to immigrant parents. Victor began his 
career like many children of Silicon Valley engineers. He built 
robots and learned to code even before high school. In under-
grad, he landed prestigious internships at NASA’s Jet Propulsion 
Laboratory at CalTech. He then started working on projects for 
DARPA. This agency, known as the Pentagon’s brain, has fielded 
scientific advances ranging from the Internet to stealth fighters. 
Working on projects for DARPA means you’re working at the 
cutting edge of foundational scientific advances. 

Victor’s field of expertise was originally in a branch of 
robotics called control theory. Broadly, control theory looks to 
optimize machine processes or robotic behaviors to minimize 
errors. Control theory is extremely important in advanced robot-
ics and machinery. “I really started looking into how robots are 
controlled and how to optimize their behavior,” Victor tells me. 
When talking about control theory, or any subject that he is pas-
sionate about, Victor can go on forever. He finds significant joy 
in explaining the nuances of complex topics to others. It can be 
extremely informative. 

Chapter Nine
Talking to AI: Model Interpretability 
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“As robotics is advancing into more and more complex sys-
tems, I started to work with AI also. Mainly, I started working 
with computer vision as part of the overall system. This led me 
in turn to start to test the failure areas of computer visions and 
robots. I really wanted to understand why they could fail. I mean, 
sure they can fail. For hundreds of reasons. Sensor failure or deg-
radation, anomalous data inputs, stuff like that. But when you 
want to know why specifically they failed, that’s where things got 
a little more complicated.” 

Victor’s work on DARPA programs led him to work on  
cutting-edge robotics and AI research. But he ran into challenges 
understanding why an AI system could fail. “We needed the 
machines to explain things to us,” he recalls. “But they were not 
able to. You can’t just ask an AI, ‘Hey, why did you mess that up?’” 

His research here eventually led him to the field of adversarial 
machine learning and later into validating AI systems. But where 
he started, understanding AI failures, highlights a critical compo-
nent of AI. It is hard to understand. If DARPA research scientists 
cannot easily make sense of an AI, how can the public trust that 
it will do the right thing?

AI interpretability, also called AI explainability and XAI, has 
rapidly become a core element of enterprise AI initiatives. AI 
interpretability is the ability for an AI system to communicate 
why it made a particular decision. Such insight is critical for regu-
lated industries that cannot rely on black box neural networks and 
can also provide significant information about AI biases and secu-
rity. The need to trust AI systems is increasingly both a topic of 
concern and an area of investment within the AI community. AI 
interpretability is seen as the ability to understand, to the extent 
possible, the logic of the AI. This, combined with quality control, 
security, compliance, and other measures, will ideally bring about 
levels of public trust in AI needed for large-scale usage. 

The challenge that AI interpretability attempts to solve is 
that many of the most popular AI models, namely deep learning 
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neural networks, cannot be examined after the fact. This prevents 
users from knowing exactly why an AI came to the conclusion 
that it made. Because intent is such a core element of our legal 
and moral system, we generally want to know why an action was 
taken. Interpretability attempts assign intent for AI. The three 
primary questions that AI interpretability attempts to solve are 
Why did the AI system make a specific prediction or decision?, 
Why didn’t the AI system do something else?, and When did the 
AI system succeed and when did it fail? By answering these ques-
tions, AI developers and organizational leadership hope to gain 
enough insight into an AI’s intent in order to trust it. 

The easiest way to make AI explainable is to not use tech-
niques that make it opaque. Pretty simple, right? But there are 
trade-offs involved. For example, simpler forms of machine learn-
ing, including decision trees and Bayesian classifiers, are relatively 
straightforward to interpret. In many use cases, these model 
types are sufficient to yield the quality of AI required. Generally 
speaking, the simpler the AI model, the easier it is to understand. 
In data science, you generally hear this referred to as Occam’s 
razor. That is, the simplest model is always the best,  the caveat 
being that for certain tasks more complex models are needed. So 
the correct way to state AI’s Occam’s razor is to use the simplest 
model to yield the AI performance required. More powerful AI 
methodologies, including neural networks, ensemble methods 
including random forests, and others make the trade-off between 
interpretability and insights generated. 

One important reason why AI developers want to use AI is 
not intuitive. It is because AIs are cheaters. That is, AI systems 
often mistakenly learn from the data to make inferences that are 
not there. Sometimes, this is due to a bias in the system. Inter-
pretable AI can therefore be extremely helpful in determining 
if certain racial groups are being treated differently by a model. 
Often, it is because of something in the data that the machine 
saw that the humans didn’t even think to see. In one example, 
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an academic research team I was working with told me about a 
horse identification computer vision model. Basically, they were 
just training a model to detect horses in an image. They used 
images scraped from the Internet to compile their training set. 
Their model worked amazingly well when on the training data, 
but failed consistently when they tried using it in the real world. 
Why? Because horse owners apparently also tend to have better 
cameras and cell phones. The AI classifier had learned to look 
not at the image, but instead at the metadata associated with the 
image to determine if it was likely to be a horse photo or not 
before reviewing the photo. While this worked great on the train-
ing data, it led to implementation issues. Having interpretable AI 
helps mitigate the challenge of cheating AIs. 

Models that are simple enough to be easily interpreted have 
“intrinsic interpretability.” Those models that are more complex 
are said to require “post hoc” interpretability. Post hoc means 
training a complex, opaque model and then applying methods 
including feature importance and partial dependency plots after 
the fact. These methods give some insight into the why behind the 
model’s prediction. Models with intrinsic interpretability tend to 
have their own set of tools to interpret them, such as coefficients, 
p-values, AIC scores for a regression model, or rules from a deci-
sion tree.1 These tests are known as model-specific interpretability 
tools. Models requiring post hoc interpretability require what are 
known as model agnostic interpretability tools. These primarily 
involve looking at perturbations in data inputs and looking at the 
differences between input-output pairs. 

Using data perturbations to look at the difference between 
input-output pairs is also useful when looking into the vulnera-
bility of a model to attack as well as naturally occurring stresses 
to the model based on environmental conditions. These methods 
are therefore a critical component of understanding AI security 
elements as well as regulatory and legal compliance. 
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DARPA buckets AI interpretability into three categories. 
First is prediction accuracy. Sometimes called performance met-
rics, this means explaining how good a model is at a certain task. 
Second is determining decision understanding from machine to 
human. This step involves finding a way to communicate which 
features of a key piece of data led to an output. For computer 
vision, this often can be visualized as a heatmap on an image 
detailing exactly what sections of the image led the AI to make 
its conclusion. For other data types, decision communication 
involves histograms, charts, or scatterplots showing relative fea-
ture importance. Through these simple charts, humans in the loop 
can determine if an AI is learning the right things from the data, 
as opposed to finding the wrong pattern. Finally, DARPA wants 
machines to have introspection and traceability. This will allow 
humans to examine decisions after the fact for AI forensics while 
also enabling an AI to examine its own decision-making and 
identify if anything is amiss. 

AI interpretability is especially important in heavily regulated 
sectors. While the users of an AI system will want to know why 
a model gives a certain prediction to make sure it is learning 
the right things, regulators want to ensure that AI is fair and 
transparent. Their concern is primarily to protect consumers and 
the public from inequitable treatment as well as potential safety 
issues. Although few comprehensive regulatory frameworks exist 
for interpretable AI, regulators including the Food and Drug 
Administration (FDA) and the Securities and Exchange Com-
mission (SEC) have started making public statements hinting at 
regulation in the near future. Data science teams and corporate 
leaders must therefore be well attuned to changes in regulation in 
their sector so as to not have their AI run afoul of future compli-
ance requirements. 

To date, the field of interpretable AI remains nascent but 
is rapidly emerging as a core area of research. In 2019 alone, 
nearly a dozen well-funded start-ups were funded to solve AI  

 EBSCOhost - printed on 2/9/2023 9:31 AM via . All use subject to https://www.ebsco.com/terms-of-use



104

Chapter Nine

interpretability with software solutions and software development 
kits. In 2016, M. T. Ribeiro, S. Singh, and C. Guestrin introduced 
Local Interpretable Model-Agnostic Explanations (LIME) at 
SIGKDD, a conference for the Association for Computing 
Machinery’s Special Interest Group on Knowledge Discovery and 
Data Mining. They introduced the framework primarily as a way 
to build trust in an AI machine. As they say in their paper intro-
ducing LIME, “Understanding the reasons behind predictions is, 
however, quite important in assessing trust, which is fundamental 
if one plans to take action based on a prediction, or when choos-
ing whether to deploy a new model. Whether humans are directly 
using machine learning classifiers as tools, or are deploying mod-
els within other products, a vital concern remains: if the users do 
not trust a model or a prediction, they will not use it.”2 Expansion 
in the field of AI interpretability is likely to greatly accelerate AI 
adoption for those organizations that currently shy away from AI 
due to fears about its opacity. It will increase trust and therefore 
adoption.

I heard all about these fears down the road from Fort Belvoir 
North. As the home of the National Geospatial-Intelligence 
Agency (NGA), Fort Belvoir North lacks the hype surrounding 
CIA headquarters in Langley or the DoD’s Pentagon. Located 
between several of the highways that crisscross Northern Virginia, 
the building is massive. It houses eighty-five hundred employees 
and at 2.77 million square feet it is the third largest building in 
the DC metropolitan area.3 But most Americans have never even 
heard of it. But they certainly do rely on it. They look at things, 
in high detail, primarily from space. This is the building through 
which all of the country’s geospatial information, including sat-
ellite imagery, comes through. Historically, this has primarily 
been military maps. However, in recent years the agency has also 
provided digital mapping capabilities to first responders in disas-
ters. NGA is one of the country’s seventeen intelligence agencies 
and is considered one of the Big Five agencies that include CIA, 
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NSA, Defense Intelligence Agency (DIA), and National Recon-
naissance Office (NRO). This designation broadly means that 
the NGA is one of the primary organizations responsible for the 
intelligence that shapes U.S. national security. NGA has the pri-
mary mission of collecting, analyzing, and distributing geospatial 
intelligence to the military, U.S. intelligence agencies, Congress, 
and other partners. 

“There was no way in hell we’re going to just use it,” my com-
panion told me. He had once been a member of the technical staff 
at NGA. We were down the road at a brewery. “I mean get this. 
And this is purely hypothetical,” the technician said. “But there is 
a world in which an AI is looking at a navy destroyer. You know 
how the U.S. has the big ‘H’ for helos to land? Well other navies 
have their own. Bull’s eye for Russia, China has a ‘V,’ that sort of 
thing.” He is discussing hypothetical AI tools that could help the 
thousands of analysts prepare intelligence briefings faster. He is 
also digging into the heart of AI interpretability. Without it, you 
will never know when the AI is cheating. 

“You run the model against all of these images we have of the 
vessel type. High def, low def, sub-meter, whatever. And it turns 
out the classifier works great. But then you start to look at why. 
Well it turns out, Bull’s Eyes and giant ‘V’ shapes don’t happen 
naturally. All it takes is a paint job for them to disappear. Then 
what are you left with? Apparently an invisible ship to the dumb-
ass AI.” What our NGA technician is referring to is that AIs do 
not always learn the right thing. In this case, they were learning 
what is or is not a destroyer not from the hull shape of the vessel, 
but instead from the nonnaturally occurring shape of the paint job 
on the decks of these enemy warships. 

Given the vast and ever-increasing amount of satellite images, 
multispectral images, drone footage, and other collection done by 
the U.S. intelligence community and commercial entities, NGA 
seems a logical place to leverage AI automation to gain additional 
insights. And, at least publicly, NGA has been rapidly pursuing 
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an AI strategy and AI adoption. AI is listed as one of the agency’s 
four technology focus areas for 2020, alongside data management, 
modern software engineering, and the future of work.4 NGA 
is hoping to achieve, in the very near future, human insights at 
machine speed, giving the more than two thousand geospatial 
analysts who work at the agency high-quality AI to focus on the 
harder analytical problems.

But insiders paint a very different image than the press 
releases. Current and former employees told me that many AI 
efforts are stalled. Some of these efforts are stalled due to data 
formatting, data infrastructure, and other enterprise technology 
issues. But culturally, the agency is facing significant challenges 
as well. Those geospatial analysts do not want to lose their jobs 
to an AI. And they especially do not want to lose their jobs to 
an AI that cheats its way to the right answer in training. This 
could cause serious consequences in a kinetic battlefield situation. 
Without significant advances in AI interpretability, these trust 
barriers between humans and AI will not go away. Combined 
with the known risks of adversarial attacks, AI interpretability is 
a risk not only to compliance-focused organizations, but also to 
mission-critical agencies that would otherwise be fast adopters of 
the technology. 

“All it would take to mess up those models is a simple paint 
job. How freaking dumb is that?” our technician ended. AI inter-
pretability will help organizations, including the NGA, to more 
rapidly deploy capabilities in support of national security mission 
objectives. Much work is already being done in this space. And 
open-source information—such as the portfolio of the CIA’s ven-
ture capital arm In-Q-Tel, Other Transaction Authority (OTA) 
awards, and Small Business Innovation Research awards—points 
to significant investment being done on behalf of the U.S. gov-
ernment into private sector solutions for AI interpretability and 
related technologies. 
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What my scientist colleague in California and a technician 
at a critical U.S. intelligence agency both understand is that for 
AI to be trustworthy, it must be understood. AI interpretability 
could help mitigate these concerns by identifying what regions of 
an image, or any piece of input data, are being used to make AI 
decisions. By putting a human assessor in the loop, AI developers 
and users can prevent AI systems from cheating their way to the 
right answer on training data by learning the wrong information. 
AI interpretability is also critical for human review of legal, risk, 
compliance, ethics, and many other elements of AI risks that must 
be taken into account when deploying AI tools. 
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Machine versus Machine

To be honest, I did not think it would happen so quickly. 
I had just finished David Ignatius’s The Paladin two days prior. It 
was one of my guilty reads of the summer. Ignatius’s spy thrillers 
are something I look forward to, and his most recent one was all 
about a topic I was increasingly concerned about. Deepfakes. In 
the novel, a hacker team creates lifelike representations of real 
events to, I won’t spoil it, shake things up a bit. These represen-
tations take the form of video and audio that, although fake, 
look and sound real even to an astute observer. Think about what 
would happen if videos of President Trump or President Obama 
emerged discussing secret negotiations with a corporate executive. 
Depending on the content, there might be riots, a stock market 
rally, or a multitude of other possible outcomes. But what if the 
video never happened? How could you convince the public to 
ignore their evidence in front of their eyes? This was the premise 
of the book, and I flew through it in less than two sittings. It was 
a good read. But it was fiction. 

Then it happened. 
The headline read, “Deepfake used to attack activist couple 

shows new disinformation frontier.”1 Reuters reviewed in depth 
how a fake profile was used to submit incendiary articles against 
activists. The use of a fake persona to spread disinformation is not 
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a new trick. Intelligence officers, undercover investigators, and 
privacy-concerned activists all use cover identities for personal 
protection. What was unique about the fake persona, named Oli-
ver Taylor, was that the image of the person on the online profiles 
was not found anywhere else. Typically, fake profiles simply steal 
an image from social media. This image, though, could not be 
found anywhere. That is because although it looked real, the image 
was completely a fake. It had been created by an AI specifically 
designed to fool the human eye.

Over the last year, Oliver Taylor submitted increasingly incen-
diary articles. This culminated with an article calling an activist 
couple “terrorist sympathizers.” His online persona shows him 
deeply involved in anti-Semitism and global Jewish events. His 
articles were published in newspapers including the Jerusalem Post 
and the Times of Israel. Oddly, but not odd enough to raise suspi-
cion initially, Oliver never requested payment for these articles the 
way most freelancers would. Likewise, the university he claims to 
have attended has no record of him. Oliver Taylor is a fiction. 

At first glance he looks real enough. If you look carefully at 
the image, there is something off-putting about Oliver Taylor. 
There is a stiffness to the smile that seems unnatural. His shirt 
collar folds in a strange way. And his eyes seem to lack any emo-
tion. If you look every carefully, his earlobe is strangely large for 
a human. He has some odd-looking balding spots where there 
are usually bangs. But none of these are apparent at first glance. 
Looking at Oliver Taylor’s image in a byline of a newspaper or on 
LinkedIn, it would be easy to glance right past and assume he was 
real. And that is exactly what happened. 

Oliver Taylor’s image and untraceable online persona are just 
one example of how deepfakes have the potential to propagate 
misinformation. The threat of misinformation looking and sound-
ing like real information is drawing the attention of Silicon Valley 
and policy makers alike. In 2019, House Intelligence Committee 
chairman Adam Schiff warned that computer-generated video 
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could “turn a world leader into a ventriloquist’s dummy.” Mean-
while, Facebook has widely reported on its Deepfake Detection 
Challenge, which will ideally help journalists identify deepfakes. 
It has yet to be seen how either the technology or the Beltway 
community will address these challenges. 

WHAt Is A DeepfAke?
In a story told in depth by the MIT Technology Review, deep-
fakes and the technology that creates them, generative adversarial 
networks, were created over a beer.2 In 2014, doctoral student 
Ian Goodfellow went drinking with several of his classmates. 
They were celebrating the graduation of a classmate. Over pints 
that night, Ian asked his friends for help. He needed a way for a 
computer program to generate photos by itself. The applications 
of computer-generated synthetic data were massive. These images 
could be used to fill holes in data collection with synthetic data 
to help remove collection or selection biases. Synthetic images 
could also be used to drastically lower collection costs for research 
projects, allowing the cash-strapped doctoral students to do more 
with their paltry budgets. 

Ian was not the first to think of using machines to generate 
synthetic data. Academic and industry researchers had been using 

Figure 10.1. The image on the left is a deepfake purporting to be 
of British student and freelance writer Oliver Taylor. The image on 
the right is from the deepfake detection company Cyabra in Tel-Aviv. 
(Courtesy of Dan Brahmy at Cyabra)
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AI to generate images and other data types for several years. The 
problem was that these were not very good. Images would come 
out blurry. Faces would be unrecognizable. To solve this, Ian’s 
doctoral student friends suggested a statistical mapping of ele-
ments of the images to allow the machine to create them on its 
own. However, the challenge with this approach was simply that 
it would take up too much time and the computing costs would 
be too high. 

Ian decided he would try a different approach to save time. 
He would point two neural networks against each other. One AI 
would create an image. The other AI would try to detect if it was 
real or not. The two AIs would be adversaries, with one creating 
fake images and the other detecting them. The AI creating the 
image would in turn be rewarded for getting more and more 
realistic, using an advanced AI technique known as reinforcement 
learning. If the AI creating the image was good enough to fool 
the AI scanning for fakes, it was likely to fool a human also. Ian 
liked this idea partially because it made some sense. In recent 
years, neural networks had become extremely good at detecting 
real versus fake images. This could allow him to generate insight 
at machine speeds. Ian also liked the idea because he was in the 
midst of drinking beers and wanted some results by morning. This 
would allow him to code for a few hours while his girlfriend was 
asleep and then let the machines do most of the work. 

When he awoke, so the legend goes, the first deepfakes were 
available. He had created an AI that was able to generate images 
that could beat another AI’s real-or-not-real detection capa-
bilities. Ian’s methods became known as generative adversarial 
networks, shortened to GANs. They were named so because they 
generated new data based on an adversarial relationship between 
the creating AI trying to fake the detecting AI. This seemingly 
simple technique turned into a significant risk within information 
and disinformation warfare and propelled Ian to becoming an AI 
celebrity. The most important reason why GANs are important 
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is because they transformed AIs into something that could only 
detect into something that can also create. In essence, Ian gave 
AI systems creativity. When speaking to MIT Technology Review, 
Yann LeCun, Facebook’s chief AI scientist, has called GANs “the 
coolest idea in deep learning in the last 20 years.” Another AI 
luminary, Andrew Ng, the former chief scientist of China’s Baidu, 
says GANs represent “a significant and fundamental advance” 
that’s inspired a growing global community of researchers.

A Deepfake is the outcome of a back-and-forth rivalry 
between two AI systems. The most common analogy used is 
between an art forger and an art expert who is detecting forgeries. 
Let’s imagine the two have a friendly competition to see who can 
outsmart the other. The forger starts with a bad forgery that is easily  
detected. He eventually gets so good at forging that he tricks the 
art expert into thinking one of his creations is the real thing. The 
forging AI in a GAN is called the generator. The art expert is 
called the discriminator. Both of the AIs are trained on the same 
initial training dataset. The rivalry continues until the generator is 
able to outsmart the discriminator. The output is a deepfake. 

GANs, and the deepfakes they create, have opened up entirely 
new worlds for AI. Now, AI can compose music, digital art, and 
even poetry. GANs are less reliant on human programmers to tell 
the machine exactly what to do and what is in the training dataset, 
opening up significant opportunities in the field of unsupervised 
machine learning. This in turn opens up huge opportunities in 
commercial solutions for self-driving cars and other autonomous 
vehicles, where labeled training data required for supervised 
machine learning has been increasingly challenging to obtain 
given the volume of data and multitude of objects on a road to tag. 

At the same time, GANs open up new areas for disinforma-
tion campaigns. As useful as GANs are to AI research and the 
advancement of AI capabilities, they bring with them significant 
societal risks. Part of these risks fall under the category of exis-
tential risks. GANs are able to reason with closer to human-like 
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consciousness. This also means that the artifacts of GANs can fool 
humans. This is where they become dangerous. Deepfakes have 
all the hallmarks of a real image, video, or audio segment. But 
they are not real. Technology that can create artificial events that 
can be widely spread represents a significant threat to targeted 
organizations. 
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Will Someone Hack My AI?

sAme tHReAts, neW tecH
Will someone hack my AI? The answer is, it depends on 
who you are, how much is at stake, and how hard it is. So, in short, 
maybe? The threat level at which your model will be under attack 
depends on a lot of factors, including the impact of the hack, the 
difficulty of the hack, and availability of your model. It should go 
without saying that the damage done by a hack on an AI market-
ing bot will be significantly less than a similarly executed attack 
on a military AI weapons system. While in theory all models can 
be hacked, it is unlikely that many of them will because both the 
risk–reward and difficulty–reward ratios are too high. 

Leaders and AI development teams need to understand and 
score a model’s risk profile in order to prioritize both model 
hardening and security measures and accurately estimate AI 
security budgets. To complete this, I propose an AI threat model 
as a framework to work from. This framework is not meant to be 
exhaustive, and organizations can develop their own frameworks 
to work from. But it will give organizations and AI development 
teams a starting point as they begin to think about AI riskiness. 

Chapter Eleven
Will Someone Hack My AI? 
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secuRe AI lIfe cycle
Threat modeling methods are commonplace in the cybersecurity 
industry. Although there are many types, with various industry 
bodies and security professionals choosing the one they feel most 
appropriate for the job, threat models all tend to have the same 
underlying components. First, threat models typically involve 
looking at a cybersystem in abstract, without thinking about the 
specifics of a system. For a cybersecurity analyst, the system might 
be as general as underlying customer data or the robotic controls 
at a manufacturing plant. Second, the motivations of the attacker 
are taken into account. This is sometimes referred to as the pay-
off, or expected outcome, from the attack. Finally, all risk models 
include a focus on the methods used to carry out the attack. These 
three elements can be thought of simply as Why, Who, and How.

The best use of the Why, Who, and How threat modeling is 
done early in the development life cycle. Thinking about security 
requirements should not be an afterthought but instead should 
be carefully considered at the onset of development and tested 
throughout. This can lead to proactive decisions regarding risks 
and trade-offs to architectural decisions that allow for threats to 
be reduced from the start. In recent years, the active integration of 
security testing into software development has taken on the name 
secure development life cycle, or SDLC. There are many SDLC 
frameworks, with companies including Microsoft1 and govern-
ment agencies including the National Institute of Standards and 
Technology (NIST)2 each having their own version. The imple-
mentation of SDLCs has helped standardize the process of secure 
software development and greatly improved the security of many 
organizations. SDLCs, when used correctly, can be thought of as 
the action or process associated with threat modeling. 

Today, data science and AI development teams lack a secure 
AI life cycle (SAILC). Security in the data science community 
is where cybersecurity was twenty years ago. At best, it is an 
afterthought, and most of the time it is barely considered at all. 
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Granted, AI use today is still limited. There is a popular joke in 
the data science community that AI is for PowerPoint presenta-
tions while machine learning is in python (and is sometimes even 
used!). The boundaries on practical AI implementations limit 
both the opportunity for an attacker to attack an AI as well as the 
potential payout. Meanwhile, the technical know-how to hack AI 
systems, mainly the effective use of operationalized adversarial 
machine learning, is still a relatively new field. This leaves few 
would-be attackers with the skills to even carry about an attack, 
if one were possible.

But these caveats should not dissuade organizations from 
investing in and implementing SAILC capabilities. From smart 
voice assistants to self-driving cars to a range of business analytics 
platforms, AI is increasingly found at the heart of strategic initia-
tives. Leaders in all industries are actively experimenting with AI 
and more than half of CEOs believing it is core to their strategic 
position in the future. 

For data scientists and AI developers, security is generally an 
afterthought if it is brought up at all. If you ask an AI developer to 
describe their job, she may talk about generating insights, build-
ing new products and services, creating optimization workflows, 
or building next-generation platforms. If she includes security in 
their job descriptions at all, it will almost always be somewhere 
near the end of the list and usually in the context of traditional 
cybersecurity protocols.

This is not the fault of the AI developer. Beyond the fact that 
cybersecurity budgets are already stretched thin, for many peo-
ple, thinking like an adversary can be unusual. For instance, the 
engineers who designed the early generations of self-driving cars 
did not expect their cars’ computer vision systems to be hacked 
in ways that can cause crashes. Indeed, the very purpose of these 
systems was to avoid crashes! But this is exactly what happened. 
Likewise, the creators of voice applications did not write their 
code thinking people would embed whisper data into audio files 
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in a way that would compromise the applications’ security, but 
again, this is exactly what came to pass. Adversaries and AI hack-
ers take advantage of the optimism of system developers and use 
their lack of security to their advantage. 

Such optimism-to-a-fault has shaped the tech space since at 
least the advent of the Internet. Few people anticipated that the 
Internet would become the driving engine of global finance and 
communications (and so much more) it has, and as a result, few 
meaningful security measures were built into its foundation. This 
created a massive cybersecurity debt that organizations are still 
trying to pay off today. The harsh reality is, we’re building AI in 
much the same way—it is open and rarely has security built in.

Speaking on business interest in AI today, IDC Research 
Director for Cognitive/Artificial Intelligence Systems David 
Schubmehl says, “Interest and awareness of AI is at a fever pitch. 
Every industry and every organization should be evaluating AI to 
see how it will affect their business processes and go-to-market 
efficiencies.”3

This interest in AI is leading to increased investment in AI, 
which is leading to increased deployment and use in critical mis-
sion and business settings. The common critique that not enough 
AI hacking is done as of today should not negate the development 
and implementation of a SAILC. If your organization is consider-
ing deploying AI in any context relevant to your strategic vision, 
a SAILC is needed to prevent AI development from facing the 
same challenges that plagued the cybersecurity industry. As of the 
summer of 2020, the average cost of a traditional cyberbreach is 
roughly $116 million per breach in the United States4 and $3.92 
million globally.5 This translates to billions of dollars spent every 
year by organizations after the breach has already occurred. Many 
of these losses could have been avoided had proper SDLC proto-
cols been followed. 

AI security and risk mitigation is still in its infancy. But 
instead of waiting for threats to emerge, as industry practitioners 
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ultimately have done with most digital technologies, it is better 
that we take pragmatic steps today. The security vulnerabilities 
and attack vectors of AI are still being explored. But we have 
enough information today to make a concerted effort toward 
security by design. This will not only save companies millions in 
the future by making it harder for would-be attackers to succeed, 
but given AI’s applications in healthcare, transformation, and mil-
itary applications, such actions will also save lives. 

A threat model underpinning the process of a SAILC has 
many of the same underlying components of traditional cyber- 
security threat models. The AI threat model that I have developed 
includes both a threat space (the understanding of the anatomy 
of a potential attack) and the mitigation space (an analysis of 
best techniques to limit the threat). I purposefully avoid using 
the team’s problem space and solution space in this framework, 
despite these terms being common in threat modeling language. 
This is because thinking of any threat as a solved problem can 
yield improper thinking. Threat landscapes, especially on the AI 
threat surface, are constantly changing. This is why implementing 
a SAILC is so critical. If done correctly, this process will be an 
iterative cycle, as opposed to a stand-alone solution.

Why
The first question that must be asked is in a SAILC threat model 
is why will someone attack the model in the first place? This 
question is really about the motivations of an attacker. While 
there may be academic or bragging value in hacking a system just 
for the sake of doing so, in reality most hacks have a financial, 
competitive, or national security motivation behind them. Under-
standing why someone would want to disrupt your AI is import-
ant. For example, even if both systems use sophisticated computer 
vision, it is more likely that an adversary will want to disrupt the 
AI of a weaponized military drone in order to hide their forces, as 
opposed to hacking a restocking robot in a grocery store. The same 
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is true within the same organization as well. For example, stealing 
or gaining access to underlying consumer financial transaction 
data at a big bank is going to have a bigger payout than hacking 
that same bank’s marketing bot on Twitter. 

An important consideration behind why an attacker might 
seek to hack an AI is not even a successful attack. Instead, an 
adversary might simply be trying to sow mistrust in the AI system 
and prevent its use. This is especially true in national security con-
texts where eroding trust in an AI might be the primary reason to 
attack an AI system in the first place. Tyler Sweatt, a U.S. Army 
veteran and technology expert, is deeply concerned about this new 
field of psychological warfare. I was able to meet up with Tyler 
near his home in northern Virginia. He looks the part of a U.S. 
Army veteran, barrel-chested and bearded. He has a booming 
voice, which makes you think he is yelling even when discussing 
highly technical topics. “I started my career as a bomb guy. Later 
did intelligence work,” he tells me. Since leaving the army, Tyler 
has been building cutting-edge technology applications for the 
military and national security industry. He has been the primary 
voice behind this new field of anti-AI psychological warfare. He is 
worried that even just the threat of a successful attack will force the 
U.S. military to kick AI systems offline. This could render AI capa-
bilities offline not due to a technical issue, but because of mistrust.

He says, “AI will permeate all aspects of daily life in coming 
years, from security to health to social and more. Having the abil-
ity to sow distrust between a society and the AI powering it will 
be a critical tool kit in government around the world. The inabil-
ity to defend against such attacks will kick some governments 
out of the digital age.” Tyler sees a new psyops frontier between 
those who want to use AI and those who want to sow distrust in 
those systems to prevent their adversaries from using them. For 
example, the United States might release information that it has 
weaponized tactical AI attacks in new battlefield cyberunits. This 
could cause the Chinese military to switch off their AI at a critical 
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time, increasing the U.S. military’s ability to disrupt its kill chain 
in a hypothetical great power conflict. The same is of course true 
in the reverse. The threat that an AI is susceptible to a successful 
attack can prevent their use. This is important to remember when 
viewing whether an attacker will try to hack an AI. AI attacks do 
not need to be successful to be effective. 

How
After knowing why, you have to understand how. Will this be an 
evasion attack? Data poisoning? Model inversion? How will an 
attacker gain access to my model? Will there be additional cyber-
security hacks involved? The how is really where the imagination 
of the SAILC team comes into play. Will there need to be a phys-
ical site breach to gain access? Can the AI endpoint be attacked 
using off-the-shelf tools? It is important here to think through 
all plausible options, even those that seem out of the ordinary. If 
the prize is big enough, an AI hacker will be willing to try nearly 
anything to get to the prize.

Understanding the how is more complicated than it may 
seem, primarily because it requires a change in thinking by the 
AI development or data science team. The best defense is a good 
make-believe. In order to know how an adversary might want to 
hack your model, it is best to think like an attacker. Developed in 
the military, the concept of red teaming is the process of forcing 
a team to think through dissenting strategic or security elements. 
In other words, red teaming involves assuming the role not only 
of the devil’s advocate, but of an attacker. Red teaming a model 
is the process of understanding exactly how an adversary can pull 
off an attack. 

High-performing companies like Amazon and Google fre-
quently use red teaming (sometimes under a different name) to 
assess new strategies, products, and services. According to legend-
ary Ford executive Alan Mulally, red teaming is essential at a stra-
tegic level “because your competitors are changing, the technology 
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is changing, and you’re never done. You always need to be working 
on a better plan to serve your customers and grow your business.”6

In more strictly technological contexts, red teams adopt the 
optimism of a technologist while assuming the role of an attacker. 
A good red team should neither shoot down a project nor stand 
in the way of a new product rollout, but should instead take for 
granted that attackers will find some way to trick, fool, or mali-
ciously abuse a digital system—and try to facilitate a defense 
against such abuses. Simply put, red teams look at new technolo-
gies and ask, “If I were an attacker, how might I use this technol-
ogy to my advantage?”

Apart from those who find weaknesses for a living, such as 
military members or security professionals, most people don’t go 
about their everyday lives thinking about how something can be 
attacked or exploited. In the digital world, naivete regarding the 
likelihood of an attack can lead to vulnerable systems. Too often, 
in software development security checks and patches are only 
completed at the end of a development cycle by a separate team. 
While recent trends toward DevSecOps and similar frameworks 
are helpful, too often security remains an afterthought. 

Given the increasing use of AI in critical mission and business 
systems, security cannot be an afterthought. The practice of contin-
ually red teaming your model to both understand an adversary as 
well as determine the likelihood of a successful attack must be com-
pleted as a continual part of the secure AI development life cycle. 

In every case I have examined, including banking, insurance, 
self-driving vehicles, and military AI systems, successful attacks 
can be found. But the goal of this part of the process is not only 
to find successful attacks but also to gain an understanding of 
how an adversary was able to create the attack. For example, were 
there other systems the adversary needed access to? What were 
the computing costs and perturbation distance required, and is 
the attack payout high enough to convince an adversary to spend 
on creating the attack? 
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Who
After they have identified, an organization needs to understand 
who would do this. This is not so much an exercise in identifying 
possible criminal groups or state-level adversaries. For example, 
the U.S. military and intelligence community already know that 
China and Russia will try to hack their AI. The question is more 
importantly about the skill levels involved. Is a PhD in statistics 
or machine learning needed to piece together the intelligence 
gathered? Or can this hack be carried out using open-source tools 
pieced together by someone only moderately familiar with AI? 

During the who stage, open-source intelligence on adversarial 
machine learning is critical. There is a rapidly emerging body of 
online resources available for those who want to hack AI systems. 
Some are found on the dark web and are for hacking specific things, 
like a leading auto manufacturer’s self-driving vehicles. Others are 
provided by big companies, like IBM, as a research tool.7 In hack-
ing circles for cybersecurity, practitioners sometimes pejoratively 
describe persons who use off-the-shelf tools as “script kitties.” But 
this pejorative language doesn’t make those who use the rapidly 
increasing pool of open-source AI attack libraries any less dan-
gerous, especially when there are no defenses in place. Continually 
updating open-source intelligence on the current trends and avail-
able libraries in adversarial machine learning will help organizations 
understand the personalities needed behind the threats they face. 

Impact
Finally, an organization needs to understand the impact of the 
hack. Some impacts are straightforward. If an enemy is able to trick 
an intelligence, surveillance, and reconnaissance drone’s AI system 
that its troops are friendly troops or not there at all, the impact 
can be fatal to service members and decisive on the battlefield. 
Meanwhile, AI systems that leak classified, sensitive, or regulated 
information could lead to significant fines for the company if they 
are in the healthcare, financial services, insurance, or other heavily 
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regulated sector. Some impacts might also be quite minor, such as 
a marketing blunder or better online shopping deals for a user to 
optimize his behavior to match a marketing bot. The impact of an 
AI hack is going to differ from industry to industry and also from 
use case to use case. It is best at this stage in a SAILC to involve 
not only the data science team, but also legal, risk, compliance, and 
business continuity specialists when reviewing the final output. 

Those first four elements—why, how, who, and impact—make 
up the threat space of the AI threat model. Each of these need 
to be considered in a risk-adjusted manner to make up the final 
prioritization of the biggest potential AI security risks to an orga-
nization. Once the biggest threats have been identified and pri-
oritized, the team needs to be able to mitigate them to the extent 
possible. This is where the second part of the SAILC threat model 
comes in, the mitigation space. 

Data
First, it is important in AI to start with the data. As we have seen, 
data providence and dataset solutions are critical to building robust 
AI systems. A thorough analysis should take place when the threat 
model indicates that data poisoning or data tampering, includ-
ing evasion attacks, can take place. It is possible to mitigate data 
threats through careful monitoring of training and data ingesting. 

Defenses
Next, the team will want to consider model defenses. There is 
often a trade-off between model precision and accuracy and the 
robustness of a model to adversarial attack. It is in this stage that 
these trade-offs need to be carefully considered. For example, 
some models such as those used in precision medicine require 
high fidelity and are unlikely to come under attack. Others, 
such as models used in a military context, may require an adver-
sary-robust model, which will have lower precision scores during 
training. Models that are in low-threat environments do not need 
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to face these trade-offs, but they are critical for the successful 
implementation of models in high-threat environments. 

Monitoring
Finally, AI systems cannot simply run without ongoing moni-
toring. This is true for all AI systems, as some ability to monitor 
their computing costs and data access is necessary for simple 
cybersecurity and IT protocol. For high-threat AI systems, active 
monitoring and local interpretability tools are likely required to 
ensure that any anomalies in usage or in feature importance are 
flagged to a human operator. These could be indicators of an AI 
attack and should be investigated. These monitoring capabilities 
can be fed into a security operations center (SOC) as opposed 
to keeping them with the data science team. This will require a 
culture shift where the data science and AI development teams at 
large organizations are not the primary professionals responsible 
for monitoring AI. 

Figure 11.3. The trade-off between classification accuracy and 
security in AI.
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The end result of a SAILC process is a prioritization of AI 
risks at an organization. These risks and mitigation strategies 
need to be effectively communicated both to the AI development 
and data science teams and also to the chief information security 
officer and to the model risk management team. Therefore, part 
of the job of AI development teams is translating between the 
various cross-functional parts of their organization and effectively 
communicating not only what risks are present, but how to fix 
the ones that can be fixed and mitigate the effects of AI risks 
that cannot be. A properly implemented SAILC team should 
not become a barrier to the acceleration of AI applications but 
instead be a necessary component in the acceleration of safer AI 
deployments. 
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The Machine Told Us to Do It

ouR cuRRent tools ARe not enougH
It was a hot day in the American South. It was humid 
enough that the walk from the parking lot to the front desk of 
our client left me dripping with sweat. I paused in the lobby right 
under an AC vent, checking unimportant emails on my phone 
while making them look very important as a way to stall. I was 
extremely happy that my colleagues and I were not expected to 
be in suits or button-downs. We were the AI team, after all, and 
our black T-shirts and flip-flops fit the bill. We had been brought 
down to the sticky South because things were moving slowly. We 
joked in the car ride over that it was because of the heat. But in 
reality, it was because the AI was not explaining itself. 

In the conference room my client, a large financial institution, 
went over the challenge. As a financial company with millions of 
consumer accounts, they were heavily regulated. In the past decade, 
the firm had invested heavily in technology as a way to cut back on 
costs, increase security, and provide new and faster services to their 
customers. Many of these automations were routine tasks, meaning 
there was no advanced statistics, machine learning, or AI involved. 
They were simple if-then statements and corresponding logic trees. 
But while these automated systems were not complex, they were 
very complicated. Sometimes the automated task involved multiple  
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teams in several departments. Others involved setting risk on 
traders across the firm by looking at underlying market conditions 
and valuing their balance sheet “at risk.” And automated systems 
helped detect and prevent fraudulent transactions. To ensure com-
pliance across these rapidly expanding automated systems, the 
firm had invested in a robust model risk management team. This 
team was made up primarily of legal experts and financial analysts 
and was located within their compliance department. As those in 
finance will be quick to tell you, the compliance office is not usually 
the most innovative part of the firm. 

The model risk management team had grown in importance 
over the last decade. In 2011, the board of governors of the Fed-
eral Reserve had issued Supervisory Letter SR11-7, which had 
elevated the importance of model risk in the financial systems. 
The supervisory letter states that “banking organizations should be 
attentive to the possible adverse consequences (including financial 
loss) of decisions based on models that are incorrect or misused, 
and should address those consequences through active model risk 
management.”1 This was designed to build on earlier references to 
the model risk management dating back as far as 2000. That year, 
the Federal Reserve had focused primarily on the need for increased 
model validation. Supervisory Letter SR09-01 highlighted “vari-
ous concepts pertinent to model risk management, including stan-
dards for validation and review, model validation documentation, 
and back-testing.”2 In addition, the Federal Reserve’s important 
Trading and Capital-Markets Activities Manual also discusses 
validation and model risk management.3 And while the Federal 
Reserve had led the charge for model risk management, other 
regulatory bodies, including the Federal Deposit Insurance Cor-
poration (FDIC), had their own guidance for banks. For example, 
in FIL 17022, the FDIC provides regulatory guidance for “model 
development, implementation, and use; model validation; and 
governance, policies, and controls.”4 These specific risk areas are 
addressed in detail throughout the document and are designed to 
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assess if an “institution’s model use is significant, complex, or poses 
elevated risk to the institution.”5 Other financial regulatory bodies, 
such as the Office of the Comptroller of the Currency (OCC), 
also have released guidance on model risk across areas, including 
“underwriting credit; valuing exposures, instruments, and posi-
tions; measuring risk; managing and safeguarding client assets; and 
determining capital and reserve adequacy.”6 

These overlapping, and at times confusing, regulations are well 
intentioned. In recent years, the financial services industry has been 
one of the fastest adopters of automation, ranging from the basic 
automation of routine back-office tasks to sophisticated financial 
instrument trading done at leading hedge funds. The OCC in 
particular took note of the far-reaching impact automation was 
having on the financial services industry, noting that while “models 
can improve business decisions, they also impose costs, including 
the potential for adverse consequences from decisions based on 
models that are either incorrect or misused. The potential for poor 
business and strategic decisions, financial losses, or damage to a 
bank’s reputation when models play a material role is the essence 
of ‘model risk.’”7 Model risk management, in the broadest view, was 
designed primarily to avoid outsized risks based on model behavior. 

In the aftermath of the 2008 financial crisis, financial institu-
tions became incredibly concerned about the risks associated with 
models, with good reason. Many economists, regulators, and mar-
ket pundits blamed the banking industry’s overreliance on models. 
These models, especially those predicting the value of financial 
derivatives based on housing prices and associated mortgage pay-
ments, were based on faulty assumptions of risk associated with 
selection bias on historical trends. Even though the models were 
statistically sound based on their data, ultimately the models in 
use leading up to the 2008 crisis failed to account for a nationwide 
collapse in housing prices and associated spillover effects. 

Entire books, dissertations, and MBA courses are now taught 
on the banking industry’s failure to adequately manage risk using 
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models, so I will avoid going into too much detail here. What 
is crucial for our purposes is that these models were primarily 
statistics-based models. Very few, if any, were machine learning 
or AI. The aftermath of the 2008 crisis was a wake-up call to 
regulators and banks wanting to avoid costly fines for noncom-
pliance to implement these new regulations with earnest. Some 
financial institutions built entire teams of model risk management 
professionals while others built model risk management working 
groups made up of cross-functional professionals from legal, risk, 
compliance, and market teams. 

All of these model risk management teams shared a common 
trait: they were focused primarily on statistical models and purely 
deterministic systems. A deterministic system involves no random-
ness in the development of future states of the system. Therefore 
for any possible input, there is a known output. Model risk man-
agement teams are primarily focused on evaluating all possible 
inputs and their associated outputs and often required as close to 
an if-then scenario as possible. And in purely statistical models 
and robotic process automation, model risk management based 
on regulatory guidance has worked quite well. But then came AI. 

“So after my team is done creating the model, testing it, and 
running a few live scenarios with other datasets, we send it to 
compliance. They have a model risk management protocol to go 
through,” my client said. She is an experienced cybersecurity pro-
fessional who had recently taken ownership of the firm’s internal 
data science projects for fraud detection. Beyond being an accom-
plished cybersecurity lead, she also has advanced degrees in data 
science and has led AI development teams in the past. She is one 
of those rare professionals who seamlessly blended two critical 
fields at exactly the right time. 

“After it goes to model risk management, it sits there. Usually 
for a few weeks at a time. Then we get questions back. These ques-
tions are usually about specific possible data inputs. So, we run it 
through the AI model. And report back. Then we get questions a 
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few weeks later asking why we got those answers,” she explains. 
She is walking me through their workflow. They had dozens of 
professionals working as data scientists and AI developers across 
the organization. She oversaw not only data scientists working on 
fraud, but also on other areas of automation and insight genera-
tion. As a talented, experienced professional running a sophisti-
cated and highly paid team, I was expecting her organization to 
be deploying AI rapidly. She clearly had the support of the firm’s 
leadership. In their annual earnings report the company’s CEO 
had mentioned AI and automation several times during his call 
with the investment community. 

“At the end of the day, every time we send a model to model 
risk management for approval it turns into two things. First is a 
random walk down specific inputs that they want to see outputs 
for. Fine. This is time consuming but doable. Then send a list of 
inputs, we put it through the AI engine, and send the results back. 
Second, we need to basically teach them a Master Class in AI 
theory to get them comfortable with each new model. It never 
really works.” What she is describing is the process it takes to get 
an AI model through the model risk management framework 
at her firm. On average, it takes four to six months to have AI 
models approved. 

“The compliance team was always concerned that they would 
have to tell a regulator, ‘well the machine told us to do it’ and we 
would be fined,” she told me. “The reason they wanted to see all of 
the possible input and output combinations possible was because 
they felt that was the only way they could tell a regulator that the 
machine was compliant. They were scared of the black box AI 
and were even more scared that the regulators were scared of the 
black box.”

As we dug deeper, my colleagues and I discovered that it was 
not due to poor documentation or justification for model architec-
ture on behalf of the data science team. Unlike many companies 
I have spoken with, this client in particular already had a robust 
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model assessment criteria and information sharing in place. The 
challenge was that it was created by data scientists and AI experts 
for other experts. These experts understood the trade-offs between, 
for example, random forests and deep neural nets. And they care-
fully constructed their models to be the right model for the job. 
The breakdown in communication came when they needed to 
justify these findings to the model risk management team. 

A similar situation unfolded when talking with a leading 
insurance company. This firm, known for being on the bleeding 
edge of insurance technology, was actively using AI to make 
underwriting decisions on home and business property. On the 
surface, it looked like they had an obvious edge and I could not 
figure out why their competition was not doing the same. The 
challenge, however, was nearly identical. 

“It was one of the big states. Think New York, Texas, or 
California. And their insurance regulator, the Department of 
Insurance, wanted to certify that our model was compliant,” said 
the insurance company’s director of growth. He was walking me 
through the challenges they faced when using AI models for 
underwriting. “Ultimately, they asked us to provide outputs for 
something like fifty thousand different addresses. And then a 
random sample from every zip code in the state. We complied and 
ended up shipping them something like twenty thousand printed 
pages of documentation.”

Compared to many regulatory bodies, the state’s Department 
of Insurance was seemingly well equipped to examine an AI model. 
After all, insurance companies and their regulators are well versed 
in the statistical models that underpin insurance practices. How-
ever, even these mathematically sophisticated organizations are 
unable to adequately assess whether a model is of high quality and 
compliant. The only methods at their disposal were to throw lots 
of data points at the AI and individually screen what the output is. 

When speaking about the challenges in the insurance indus-
try in particular, Amir Cohen, the cofounder and CTO of the AI 
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development firm Planck, boils everything down to trust. “AI will 
suffer,” he says, “at the beginning from lack of trust. Change is never 
an easy thing for people or organizations, and as it will permanently 
change processes that [insurance companies] have been running 
manually for decades, the switch will not happen in a day.”8 The 
trust Cohen is referring to is a trust that a model will perform and 
is secure. What Cohen touches on only briefly is the underlying 
cultural shift from manual operations to reliance on automated, 
nondeterministic AI systems. What he calls trust is really the differ-
ence between manually checking for all possible inputs and outputs 
versus understanding and evaluating the logic of an AI, where for 
any input the output is unknowable at the onset. 

The challenges my insurance and financial services clients 
face when it comes to assessing AI model risk are nearly iden-
tical. Mainly, AI development teams are unable to effectively 
communicate an AI’s legality and security to compliance-based 
organizations. Compliance organizations in this case refer to both 
regulatory bodies, such as a state-level department of insurance, 
and internal legal, risk, and compliance teams. This inability to 
effectively communicate between teams causes significant time 
delays on model implementation while wasting both time and 
resources. This is not the fault of these compliance organizations. 
In the previous chapters we have discussed in depth several ways 
that models can fail based on bad inputs and adversarial action. 
Regulators and risk teams alike are realizing that AI systems can 
be hacked. Rules-based automated systems, which the financial 
services model risk management and the insurance regulators 
are used to seeing, cannot be hacked using these methods. For 
any input, there is a known, mapped output. It is AI’s nondeter-
ministic nature that makes it both vulnerable and opaque. AI can 
also fail because it is poorly constructed, ill-suited for a specific 
use case, and AI performance can change over time. With all of 
these risks, regulators and compliance teams have good reason to 
be concerned about the performance, bias, and security of models. 
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Although both insurance and financial services industries 
have a direct impact on the lives of their customers, it is unlikely 
that an AI’s hacking or failure in either industry will result in 
lives lost. This is not the case in other sectors, such as aviation and 
defense, where the hacking or failure of an AI system can have 
life-and-death consequences. In light of these risks, it would be 
logical to assume that these industries have already established a 
robust tool kit to assess the security and performance of their AI 
systems. But this is not the case. 

In late 2019, the RAND Corporation was commissioned by 
the U.S. Department of Defense’s Joint Artificial Intelligence 
Center ( JAIC) to write an assessment of the JAIC’s efforts in 
AI. Established in 2018 and administered under the DoD’s chief 
information officer, the mission of the center is to establish a com-
mon set of “AI standards tools, shared data, reusable technology, 
processes, and expertise” for the entirety of the DoD.9 Under-
pinning the creation of the center was a single fear: the United 
States could potentially lose its technology edge in AI to Russia 
and China. The JAIC’s mission goes beyond just establishing a set 
of tools and technology. The mission behind the mission, so to 
speak, is to maintain the U.S. military’s information technology 
superiority in great power competition. 

The first major, publicly announced project undertaken by the 
JAIC was the controversial Project Maven. Officially called the 
Algorithmic Warfare Cross-Functional Team, Project Maven had 
been launched the year prior in April 2017. According to a Pen-
tagon spokesperson, the project’s mission is to create “computer- 
vision algorithms needed to help military and civilian analysts 
encumbered by the sheer volume of full-motion video data that 
DoD collects every day in support of counterinsurgency and 
counterterrorism operations.” Project Maven was intended as, and 
remains, highly sensitive, and most information about the project 
remains classified. What is known about the project publicly 
is that it is an advanced program to use computer vision AI to 
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sort through the massive amounts of livestream videos and other 
information captured by the massive U.S. military intelligence, 
surveillance, and reconnaissance apparatus. This means that AI 
systems are being used to identify persons, including enemy 
combatants, and track their movements. Among the first usable 
AI to be shipped to a warzone was a computer vision system that 
identifies “38 classes of objects that represent the kinds of things 
the department needs to detect, especially in the fight against the 
Islamic State of Iraq and Syria,”10 according to the DoD. 

Reasonably, this means that AI is actively in use by U.S. war-
fighters in active combat zones. What members of the defense 
community and even members of Congress believed was that due 
to the potential lethality of these systems as part of the intelligence 
collection and exploitation cycle, JAIC and Project Maven would 
have significant security and risk management protocols in place. 
What the RAND Corporation found, however, was the opposite. 

“The field is evolving quickly, with the algorithms that drive 
the current push in AI optimized for commercial, rather than 
Defense Department use. However, the current state of AI ver-
ification, validation and testing is nowhere close to ensuring the 
performance and safety of AI applications, particularly where 
safety-critical systems are concerned, researchers found.”11 

Despite the potential for lethal action associated with AI 
deployments on the battlefield, the use of the technology should, in 
theory, yield significant quality and security assurance testing from 
the military. At present, the benefits should outweigh the risks. But 
RAND found the opposite. Instead, the U.S. military is running 
into the same challenges as the private sector. The study found 
that AI security, in particular for U.S. military applications, lacks 
the same rigorous cybersecurity protocols that traditional software 
must use when it is being deployed. This is the same problem fac-
ing private sector companies as well. Despite significant experience 
in assessing and mitigating risk from complex software, logistics, 
and mechanical systems, the U.S. military is not well positioned to 
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assess the underlying security and performance risks of AI, even 
at centers dedicated purely to the acquisition of these technologies 
into warfighting capabilities. 

The inability of organizations to rapidly assess AI perfor-
mance and security does not illustrate all of the challenges of 
implementing AI. There are massive technical, workforce, and 
cultural challenges as well. On the technical side, AI strategies 
run into implementation challenges ranging from IT readiness, 
to data preparation, to traditional privacy and security concerns. 
These are coupled with an ongoing workforce shortage for 
advanced data science and AI developers and managers who can 
effectively lead AI-centric organizations. Finally, organizations 
must undergo cultural shifts as well. There are trade-offs to be 
made by implementing AI, not least of which includes potentially 
shedding jobs as automation increases. In many ways, these tech-
nical, workforce, and cultural challenges are the biggest barriers 
to successful AI implementation. These barriers represent more 
significant hurdles to date than security. 

What these examples from financial services, the insurance 
industry, and the U.S. military illustrate is that many of our most 
sophisticated organizations are ill prepared to understand, let 
alone mitigate, AI performance and security risks. AI security 
and quality assurance is considered an afterthought, if it is con-
sidered at all. This leaves these organizations open to an AI hack 
and also can put lives at risk. All organizations, whether they are 
just beginning their AI journey or already have robust AI devel-
opment teams in place, must adopt a riskcentric AI development 
and model risk management framework to ensure the quality, 
security, and compliance of their AI models. 

AskIng tHe RIgHt QuestIons
In assessing organizations’ AI pipelines across financial services, 
insurance, government, and even consumer sectors,12 one critical 
piece of information stood out. They were not asking the right 
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questions. Meanwhile, different teams, such as data science and 
legal teams, were not asking the same questions, which creates 
muddied responses and failed communication. The data science 
and AI development teams were primarily focused on data sci-
ence metrics, such as precision, accuracy, and F1 scores. These are 
all critical metrics in assessing the quality of a model. However, 
in a vacuum they do not answer the operational and compliance 
questions that the cross-functional team members of model risk 
management were asking. These questions concerned the legal-
ity, bias, and performance in so-called tail risk events. Basically, 
cross-functional teams were asking for justification as to why a 
model was sound and wanted to know when it would fail. 

A modern, AI-ready model risk management solution incor-
porates the secure AI life cycle (SAILC), discussed in chapter 
11, and layers on critical questions an organization must answer 
to validate a model’s quality, security, legality, and ethics. When 
done correctly, AI model risk management seamlessly combines 
cross-functional reviews, reports, and ongoing monitoring of an 
AI from initial data collection to successful implementation.

Although this approach is far more comprehensive than com-
pliance reviews at most large firms, AI model risk management 
should not slow down the use of AI. On the contrary, successful 
implementation of AI model risk management should accelerate 
AI experimentation, testing, and adoption at enterprise scale. This 
is because by baking in answers to the critical quality, security, and 
compliance questions from the beginning, final validation of AI 
systems will be straightforward. If an AI model risk management 
process has been followed from start to finish, all questions will 
have already been answered in a documented, auditable trail. This 
will require a significant cultural transition as cross-functional 
legal, risk, and compliance teams will need to work more closely 
with data scientists and AI developers. This is likely to cause fric-
tion at first as these organizations learn to work together. 
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Assessing AI using model risk management processes includes 
three primary categories: AI quality, security, and compliance. 
Each of these requires different types of reporting and metrics. 
Today, no single set of tools is available to manage an AI model 
risk management workflow. Instead, organizations must rely on a 
collection of tools and internal processes to manage the ongoing 
process of AI model risk management. The following sections are 
not meant to be in linear order, as components of each happen 
across the model development life cycle. 

The standards that organizations put in place across quality, 
security, and compliance will vary from AI use case to use case. 
A computer vision AI that predicts same store sales revenue 
estimates for Wall Street by looking at cars in a parking lot does 
not have the same security or legal requirements as a computer 
vision AI that diagnoses cancerous cells. Every question asked of 
an AI across its model risk management cycle must be appropri-
ately contextualized. The same is true even within high-security 
environments such as the military. For example, one of the larg-
est unclassified uses of AI by the U.S. Air Force is in predictive 
maintenance. The USAF uses connected sensors on its airframes 
to predict failure in advance, leading to decreased time spent in 
the shop and lowering replacement costs. While an adversary 
could likely find a way to disrupt these predictions, their payoff 
would be limited. However, the USAF also uses AI in sophis-
ticated weapons and targeting systems. These will almost surely 
come under attack by an adversary and also carry a much higher 
cost for failure. If a predictive maintenance AI fails, a plane might 
be grounded. At worst, it will be grounded at a critical time. 
However, if an AI weapon system fails, people may die. Because 
of the massive difference in the impact of an AI’s failure and per-
formance, organizations should designate specific thresholds for 
types of use cases. These thresholds should take into account the 
underlying quality, security, and compliance risks. 
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QuAlIty, peRfoRmAnce, AnD tRAceABIlIty
Starting with the model itself, the primary question that needs to 
be asked is: Is this model high quality? Unpacking the answer to 
this question primarily includes traditional data science metrics, 
as well as scenario planning, model simplicity testing, model stress 
testing, and data quality testing. All of these factors need to be 

Figure 12.1. An example of an AI model risk management framework.
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completed and documented by the data science team. Following 
documentation, the information must be shared internally to the 
data science team for expert review. Following data science review, 
each incremental evaluation should be shared and signed off on 
by members of the cross-functional model risk management team. 

Model quality refers to the appropriateness of a model and 
its underlying data for a certain task. Model performance is the 
model’s ability to perform not only on training data but also in 
real-world scenarios. These two characteristics of an AI, that it 
is the right model for the job and that it performs past a certain 
threshold, are both building blocks of AI model risk management 
and are typically where data science teams spend most of their 
time. Common performance scores, including AI accuracy, pre-
cision, and F1 scores, among others, are useful metrics to include 
during these segments of AI model validation. 

Traceability is often overlooked, but it provides continuity 
across the entire AI model risk management cycle. Traceability, 
sometimes called auditability, refers to the ability of any team 
member or manager with appropriate access to view every decision 
made in an AI model’s development and eventual deployment. 
This includes who made the decisions, notations on why or what 
trade-offs were considered, and who from the cross-functional  
team approved any decisions. Traceability is key because if done 
correctly it forces documentation and interteam collaboration at 
all model decisions while creating a single shared source of truth 
for the AI’s life cycle. That means when it comes time to push 
the AI into a production environment, all of the information is 
already codified, documented, and approved. 

The best examples of traceability come from inside the U.S. 
intelligence community. At the CIA, case officers, those responsi-
ble for recruiting and running spies in foreign countries, routinely 
document as much detail as possible at every step. 

“We make it so that any other officer can easily pick up where 
we left off,” a retired career intelligence officer told me over a quiet 

 EBSCOhost - printed on 2/9/2023 9:31 AM via . All use subject to https://www.ebsco.com/terms-of-use



143

The Machine Told Us to Do It

beer in northern Virginia. We had met up to discuss digital trans-
formation trends across the U.S. government. The conversation 
had quickly turned toward what we both saw as an impediment 
in AI usage within national security: poor traceability within data 
science teams. “You never know what’s going to happen in the 
field. You could be compromised and have to leave the country. 
You could be reassigned. If this is in a hostile territory, you might 
even be killed or wounded,” the aging officer told me. “For that 
reason, we make it so no matter what happens your work can be 
continued immediately by someone else with as much informa-
tion as you have.” 

While not nearly as dramatic or dangerous, data science teams 
should take the same approach. Data scientists and AI developers 
are in high demand and many shift jobs after only a short period. 
Meanwhile, given the numerous data science projects going on at 
major enterprises, many will be assigned to new projects or teams 
in the middle of working on other projects. Maintaining trace-
ability is therefore key to maintaining continuity and avoiding 
lost time,  wasted effort, and a stalled project. When done cor-
rectly, traceability is not seen or used as a Big Brother approach to 
quality assurance, but instead these techniques should be used to 
successfully document and communicate the quality and perfor-
mance of models to accelerate their use. 

secuRIty AnD DRIft
The best way to avoid an AI security incident is not to be a soft 
target. Therefore, a large component of AI model risk manage-
ment is the implementing of a security AI life cycle (SAILC), 
discussed in chapter 11. By implementing threat modeling 
and security testing as early as possible in the AI development 
process, organizations can avoid the trap of AI-security-as-an- 
afterthought that is pervasive in most organizations. Organiza-
tions implementing SAILCs should be careful not to confuse this 
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process as all-encompassing of AI model risk management. This 
process only makes up a subset of overall risk mitigation. 

At the beginning of February 2019, Gartner published a 
damning report on the status of AI security and risks.13 Their 
report stated that “application leaders must anticipate and pre-
pare to mitigate potential risks of data corruption, model theft, 
and adversarial samples.” This directly calls out many of the AI 
hacking methodologies addressed in prior chapters. Yet, the report 
found that organizations were extraordinarily underprepared. The 
chief information security officer (CISO) at a leading bank told 
me, “It’s not that we [the bank] don’t want to secure our systems. 
It’s that we don’t know how. How many data scientists do you 
know who can actually build adversarial samples or understand 
the science? Now, how many of those people want to work at a 
big, boring bank?” 

When Ram Shankar, Siva Kumar, and Frank Nagle con-
ducted research for Harvard Business Review, they found the same 
pattern across organizations, including Fortune 500, small and 
medium-size business, and government bodies—they found that 
89 percent lacked even a plan to tackle adversarial attacks against 
their AI systems.14 What was most interesting to me in this study 
is that it was not due to a lack of awareness that there was a prob-
lem emerging. Instead, it was a lack of capability and know-how 
as to how to address the concern. 

The authors point to two additional areas beyond internal 
capabilities that make it hard for organizations to strengthen 
their AI security posture. First, AI defenses continue to rapidly 
emerge. Take for example when AI security researchers found that 
thirteen of the leading defenses against adversarial examples from 
academic literature were found to be operationally useless.15 Many 
organizations view security as a “check-the-box” drill. But that 
cannot be done with AI hacking as the field is rapidly emerging. 

Second, existing copyright, product liability, and U.S. 
“anti-hacking” statutes may not address all AI failure modes.16 
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Some aspects of computer crime, copyright, and tort law cover 
some elements of perturbation, poisoning, model stealing, and 
model inversion attacks, while others are not covered. For exam-
ple, because attacks on computer vision systems that take place in 
the real world, such as adversarial glasses or stickers on stop signs, 
do not actually give access to the underlying computer system, 
such attacks are not covered under the law. This means that the 
normal levers an organization can pull to assess and mitigate its 
risk were not available. Beyond legal mitigation, companies typi-
cally look to mitigate security risks through insurance. But in the 
case of AI, even traditional cyber insurance policies do not cover 
the new ways adversaries can manipulate models.17

Beyond successfully implementing a SAILC process, organi-
zations that care about AI security must also do two things to fill 
the gaps mentioned above. First, they must elevate the role of the 
CISO to be a cross-functional executive overseeing the SAILC 
and AI model risk management. Second, they should invest in 
AI insurance. 

A common question when discussing SAILCs with execu-
tives is: Who has responsibility for this? Which translates from 
executive speak to: Whose ass is on the line when this fails? A 
common reaction is that the design and implementation of the 
SAILC should be within the data science or AI development 
team itself. I believe that this is the wrong choice. The team and 
leadership most suited to tackle AI security is the team already 
taking on cybersecurity—the CISO. SAILCs should be managed 
by a cross-functional team organized by and reporting to the 
CISO and their staff.

This will take an evolutionary shift in the role of the CISO. 
Constrained by tight budgets and needing to comply with 
overlapping rules, requirements, regulations, and vendors, many 
CISOs today are overworked already. They rely on a strict set of 
compliance and standards. In short, except in extremely forward- 
leaning cases, CISOs are not thought to be the innovation engine 
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of an organization. But in many organizations, CISOs are already 
taking on this role. “I got called to give a presentation to the 
board one Friday night,” a CISO of a leading consumer brand 
told me. “It wasn’t because of anything I did. Or even my team 
did. Marketing had messed up, and their marketing tool pushed 
advertising incorrectly. It was AI, so fell under data science. But 
they said it was a digital system failure, which is true, I guess. The 
job fell to me. Now I am in charge of making sure all of our AI 
doesn’t crap out.” 

CISOs will need new tools, increased budgets, and authorities 
to effectively manage a SAILC. Data science teams will likely 
either continue reporting to business units directly or operate as a 
firmwide shared service. So the CISO will need to find new ways 
to interact with these teams and will require top cover from senior 
management to implement them. There is no other organization at 
big firms well suited to manage the combination of cyber, physical, 
and algorithmic risks associated with AI security. CISOs will need 
to hire data-fluent professionals and learn quickly about the new 
risks of AI and AI hacking. But cybersecurity has always been fast 
moving and evolving. I am sure CISOs are up to the task. 

Second, organizations should also invest in AI insurance. 
Even when an organization does everything right within its AI 
model risk management framework, bad things can still happen. 
I developed this framework in part due to public AI failures at 
large organizations including Google,18 Tesla,19 and Uber.20 In 
each of these examples, a complete AI model risk management 
framework does not appear to have been followed. However, 
these organizations and their AI development teams were still 
doing the best they could with the tools and processes they had. 
As organizations forge ahead with new AI technology implemen-
tations, it is likely that AI risks and model risk management will 
continue to be a sideshow, viewed as a cost center as opposed to 
the cost saving and AI acceleration engine it can be. This is to say 
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that AI failures will continue to happen. As technology adoption 
expands, these failures will likely increase in frequency as well. 

Today, cyber insurance policies will cover only a narrow band 
of AI risks. Namely, they will cover model stealing and data leak-
age. Model stealing is covered because it can be argued that there 
was a breach in private information. Meanwhile, data leakage is 
already covered and typically does not include specific language 
as to which attack vector was used in order to trigger the policy. 
But if an attacker causes bodily harm, does brand damage to the 
organization, destroys digital or physical property, or causes other 
adverse effects, cyber insurance will not cover the company. 

As organizations regard AIs as more than just tools to being 
centers of growth and operations, having SAILCs will not cover 
all the risks. Mistakes and failures will happen. The insurance 
industry is set up to help offset these risks. It is likely that orga-
nizations looking to purchase AI insurance will need to bake 
in either ISO21 or NIST22 trusted AI standards as part of their 
SAILCs reporting and incident response framework. Today, sev-
eral of the large insurance carriers I interviewed for this book are 
exploring underwriting AI risks as part of a subset of cyber insur-
ance, or as a separate offering. Many are referring to it broadly 
as algorithmic risk in order to avoid distinctions between AI, 
machine learning, and other automation. “It’s where the future 
is clearly going,” said the chief innovation officer of one of these 
firms. “We quickly built a cyber insurance practice when the mar-
ket needed it. Now, my fear is that we are just one disaster away 
from an AI risk practice. It would be better to start sooner, but the 
demand is not there.”

Rounding off AI security as part of AI model risk manage-
ment is model drift. Model drift is when a model’s performance 
changes over time due to changes in the data it is receiving. 
Essentially, the model changes its behavior because it is learning 
new things. These changes are not always good and can create 
security gaps. Model drift requires active monitoring of an AI. 
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Model drift can occur in cases where the AI’s input data 
changes over time relative to the data it was trained on without 
the model undergoing retraining on a periodic basis. For example, 
a stock trading AI might be trained in certain market conditions 
that prevailed in the years leading up to the AI’s development. If 
the Federal Reserve takes an aggressive stance and intervenes in 
the market in new, or unforeseen ways, the new type of signals the 
model is getting might cause the model to become less effective. 
Models can also change their performance due to adversarial 
impacts, such as an attacker feeding a model bad information to 
change its performance.

Model drift can be monitored either directly or by proxy. 
In the case of direct monitoring, the AI engineer must collect 
and label new data to test the performance of the model on an 
ongoing basis. By doing this the AI engineer can observe if the 
quality of the model degrades over time and attempt to overcome 
this by performing new training cycles at an appropriate interval. 
This is typically the best way to monitor model drift. However, 
this approach comes with the overhead requirement of providing 
new labeled data on an ongoing basis. The easier, but less effective, 
solution is to monitor model drift by proxy of the input data. In 
this case the distribution of the input data is monitored over time; 
if changes are observed in the distribution of the input data it may 
mean that the model is becoming stale. The challenge is that with-
out labels this cannot be tested explicitly, only inferred. A hybrid 
solution would monitor staleness using the proxy method and 
only apply the direct method in cases where the proxy indicates an 
increase in staleness. This has the benefit of avoiding unnecessary 
labeling efforts but the disadvantage of missing staleness in cases 
where the underlying distribution does not change—for example, 
if the distribution of the features and labels both change simulta-
neously in such a way as to mask the changes to the features alone. 

Good security starts with active threat modeling and does not 
end, even while the model is in use. It is critical to perform ongo-
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ing security checks on models, red-team models even while in 
use, and maintain active monitoring of AI performance. Although 
security can never be 100 percent guaranteed, these measures will 
limit an organization’s exposure to AI security risks. 

etHIcs, legAlItIes, RIsk, AnD complIAnce
The wrong time to review both the underlying ethics and com-
pliance requirements of a new AI system is at the end of its 
development time line. However, this is usually what happens at 
large enterprises. Instead of taking the time to assess these at the 
beginning, many times this is left to the compliance team only at 
the end. When this happens, massive time delays can take place 
as the compliance team needs to thoroughly research the use case, 
identify areas for legal, risk, and compliance review, and then 
thoroughly interrogate the AI and the data science team to ensure 
standards and ethical considerations are met. This time-consuming  
process is a big part of the flash-to-bang delays in deploying AI 
models.

Instead, prior to beginning a complete model development 
cycle, organizations should carefully consider these elements. 
Exceptions should be made for experimental models, of course, but 
even in experimental contexts careful ethical consideration must be 
made both to the underlying data and the use of the AI tool.

Legal and compliance tend to be the clearest elements of 
this section of AI model risk management to understand. Orga-
nizations in heavily regulated industries are already accustomed 
to rigorous compliance and legal reviews for new products and 
services. Smaller organizations or organizations in less regulated 
industries may need to rely on third-party legal or expert counsel 
when making their decisions. One increasingly critical risk is data 
privacy. California’s recent consumer data protections and the 
European Union’s General Data Protection Regulation (GDPR) 
have increased both the number of data compliance regulations as 
well as the costs associated with noncompliance. The ISO23 and 
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NIST24 trusted AI standards and frameworks are likely going to 
be the guiding principles for trusted AI in the near term, while 
industry-specific guidance will come from federal and state regula-
tory bodies. The U.S. Department of Transportation, for example,  
has started slow-rolling self-driving car guidance25 and plans to 
release more as regulations are set. 

Risk assessments for AI come in several forms. They are 
typically bucketed as performance and safety risk, legal risk, and 
reputational risk. In the context of AI, performance and safety risk 
includes the risk that something will go wrong and what the effect 
will be on the organization. AI applications in mission critical or 
public safety situations, such as weapons systems or self-driving 
vehicles, obviously have larger safety considerations than an AI 
that predicts warehouse supply. By determining performance risk 
early, organizations can also decide which safety and performance 
thresholds an AI has to meet prior to deployment. Legal risk 
looks both at what laws must be adhered to when both developing 
and using the AI. In assessing this risk, it is important to also eval-
uate worst-case scenarios for the AI’s use, or misuse. Who carries 
legal risk can sometimes be murky. For example, if an AI model 
is purchased from a vendor and used in a system that fails, who is 
liable? Currently, it is case dependent and can rely on individual 
licensing agreements between the organizations. Finally, reputa-
tional risk is the risk to an organization’s regulation if an AI goes 
awry or if knowledge of the AI’s application is uncovered. 

Unlike legal and compliance risks, ethical considerations are 
murkier. While many organizations tend to bucket ethical risk 
alongside reputation risk, I feel that this is the wrong approach. 
Firms and organizations that wish to turn certain critical thinking, 
and even decision-making, capabilities over to AI systems need 
to be aware not only about the multitude of performance and 
security risks such systems face. They also must take into account 
questions like: Who does this AI replace? Will any harm come 
from this AI’s use? and Can my AI be abused? I am an AI opti-
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mist. I believe that the benefits from the technology can improve 
lives, decrease inequitable distributions, and lead to breakthroughs 
for society. But this is an optimist’s view. Of course it is rosy. There 
is a very real world in which AI only fuels additional inequality, 
racial bias, joblessness, and inequitable distributions of wealth. 
And in fact, many believe this is a more likely outcome than my 
optimistic view. AI will not create either of these futures on its 
own. Humans must develop and deploy AI to meet their needs. 
Therefore, careful evaluation of AI ethics, including their codifi-
cation into law when necessary, is the most powerful tool we have 
to prevent AI-enabled dystopian futures. 

Ethical considerations are closely tied to underlying biases in 
the AI and data. The most important consideration when address-
ing bias is executive awareness and concern. Leaders must educate 
themselves about underlying data biases and the challenges it can 
bring to their successful implementation of AI. Organizations 
should also establish fact-based conversations and reporting 
around discussing data and AI bias. Many professionals feel it 
borders on the political and therefore avoid it. Such behavior can 
not only continue to harm vulnerable communities, but also leads 
to models of poor quality. Using modern model interpretability 
techniques can provide organizations with the facts they need 
about an AI’s decisions to engage in transparent discussions. A 
successful AI model risk management process involves multiple 
touch points with many parts of an organization, and therefore 
should also help to diversify the professionals evaluating AI sys-
tems and their potential for bias. But this side effect of AI model 
risk management is not enough. Removing data and AI bias 
requires an active approach on behalf of data scientists and their 
organizations. As a technology community, we need to proactively 
work toward a more inclusive AI field. 

AI ethics are closely tied to overall compliance. But it is 
important to remember that even if something is fully legal or 
compliant, an organization might decide to spike it due to ethical 
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concerns. This is, and should be considered, a valid reason to not 
pursue AI projects. If done correctly, this decision can be made 
in a transparent and traceable manner that makes it clear to the 
organization why this decision was the right one. 
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