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Unmanned. vehicles/systems. technology. is. an. emerging. technology. in. recent.
years..Unmanned.vehicles.play.a.more.significant.role.in.many.civil.and.military.
applications,.such.as.remote.sensing,.surveillance,.precision.agriculture,.and.rescue.
operations.rather.than.manned.systems..The.UAVs.can.gather.photographs.faster.
and.more.accurately.than.satellite.imagery,.allowing.for.more.accurate.assessment..
This.study.provides.a.comprehensive.overview.of.UAV.civil.applications,.including.
classification.and.requirements..Also.encompassed.are.research.trends,.critical.civil.
challenges,.and.future.insights.on.UAVs.
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In.order.to.commercialize.in.the.industry,.various.sensors.and.electrical.gadgets.are.
used.to.keep.prices.low.in.a.few.fields..Unmanned.aerial.vehicles.(UAVs).can.be.
utilized.for.surveillance,.pesticide.and.insecticide.application,.and.bioprocessing.
mistake.detection.to.save.money.and.improve.the.abilities.of.agricultural.experts..
Both.single-mode.and.multi-mode.UAV.systems.will.perform.admirably. in. this.
application..This.chapter.examines.the.constraints.of.the.internet.of.things.and.UAV.
connectivity.in.remote.areas,.as.well.as.smart.agriculture.application.scenarios..In.
addition,.the.benefits.and.uses.of.employing.the.internet.of.things.(IoT).and.UAVs.
in.agriculture.were.discussed..On.the.basis.of.several.elements.such.as.geographical,.
technological,.and.business,.a.system.model.has.been.presented..For.various.IoT.
applications,.the.architecture.includes.enabling.technologies,.scalability,.intelligence,.
and.supportability..Finally,.interoperability.issues.are.examined.in.depth.in.order.
to.uncover.the.complications.that.arise.during.coordination.between.UAV.and.IoT.
components.
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Agriculture.is.considered.to.be.the.driving.force.of.the.Indian.economy..Production.
of.crops.is.considered.to.be.one.of.the.complex.phenomena.as.they.are.influenced.
by. the. agro-climatic.parameters..From.novice. to. experienced. farmers,. at. times,.
fail.to.figure.out.the.suitable.crop.for.their.lands,.leading.to.financial.loss..This.is.
because.of.the.dynamic.change.in.soil.nutrient.levels.and.climatic.conditions..Hence,.
it.is.important.to.predict.crops.according.to.the.presence.of.the.nutrients.in.a.land..
Recommending.the.crops.to.a.farm.after.considering.the.nutrients.levels.of.the.soil.
and.predicting.the.yield.will.largely.help.the.landowner.in.taking.necessary.steps.for.
marketing.and.storage.in.the.future..These.results.will.further.assist.the.industries.
to.plan.the.logistics.of.their.business.who.are.working.in.partnership.with.these.
landowners..In.this.work,.pH.and.other.soil.nutrients.are.estimated.from.the.input.
ortho.images.to.recommend.crops.that.can.grow.well.under.the.given.circumstances.
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Today,. drone. systems. have. become. an. emerging. technology. for. agriculture.
applications.as.an.unmanned.aerial.vehicle.(UAV)..They.help.the.farmers.in.crop.
monitoring.and.production..They.are.used.to.reduce.human.resources.and.to.control.
pollution.in.the.agriculture.field..In.real-time,.drones.are.suitable.for.working.in.
the.agriculture.field.during.strong.winds.and.even.in.various.climate.conditions..
This. chapter. proposes. an. amphibious. unmanned. aerial. vehicle. (UAV). system.
design.and.implementation.for.agriculture.applications..Drones.are.useful.to.avoid.
deforestation.in.India..The.estimated.simulation.results.are.used.to.calculate.the.
drones’.efficiency.using.their.weight,.flying.time,.and.power.consumption..In.this.
chapter,. three.different.UAV.system.phases.have.been.discussed. (i.e.,.design.of.
drones,.the.building.of.payload,.and.evaluation.of.drone.using.the.software)..This.
chapter.helps.the.beginners.understand.the.necessary.calculations.of.the.drone.design.
along.with.thrust.values,.select.the.propellers.sizes,.and.calculate.the.drone’s.flying.
time,.stability,.and.power.consumption.
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New.technologies.are.always. remarkable. for. the.sustainability.of.human.beings.
and.for.their.enhancement..Unmanned.aerial.vehicles.(UAVs).are.highly.used.on.a.
wide.range.of.commercial.as.well.as.defense.purposes..UAVs.are.also.called.drones..
With.the.phenomenon.scope.of.application,.drones.have.reached.a.very.high.level.
in.each.and.every.field.with.smart.cities.being.no.exception..UAVs.provide.many.
services. for. the.development.of. smart. cities. like. traffic.control,. natural. disaster.
management,.monitoring,.transportation,.infrastructure,.mapping,.air.quality,.and.
many.other.parameters..UAVs.with.high.resolution.cameras.and.advanced.techniques.
have.many.properties.(i.e.,.less.time.consuming,.highly.efficient,.data.to.collect.and.
analyze,.etc.)..Collection.of.data.is.very.fast.and.accurate;.even.analyzation.of.any.
task.given.is.very.authentic..They.are.also.considered.as.an.aid.to.surveillance.for.
security.purposes.
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The.objective.of.this.chapter.is.to.propose.a.model.of.an.automated.city.crime-health.
management.that.can.be.implemented.in.future.smart.cities.of.developing.countries..
The.chapter.discusses.how.a.suitable.amalgamation.of.existing.technologies.such.
as.IoT,.artificial.intelligence,.and.machine.learning.can.output.an.efficient.system.
of.unmanned.city.management.systems,.thereby.facilitating.indirect.engendering.
of. innovative.scopes. for. technology.workers.and. researchers.and.alleviating. the.
living. standards. within. the. city. fabrics,. catalyzing. infrastructure. development..
In. this.chapter,. the.authors.have. structured.an. ideal.UAV-matrix. layout. for.city.
fabric.surveillance.built.over.the.scopes.of.artificial.intelligence..Succinctly,.this.
chapter.provides.a.platform.that.would.galvanize.the.possibilities.and.that.could.be.
reimagined.to.structure.a.more.resourceful.working.model.of.new.emerging.smart.
cities.and.enlighten.the.settings.of.existing.ones.
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Vehicular.Surveillance.Systems..........................................................................146
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In.the.real.world,.smart.city.traffic.management.is.a.difficult.phenomenon..Introducing.
the. internet. of. things. into. traffic.management. systems. in. smart. cities. is. a. huge.
challenge..Smart.city.definitions.differ.from.city.to.city.and.country.to.country,.
depending.on.the.city’s.level.of.growth,.willingness.to.change.and.reform,.finances,.
and.ambitions..Unmanned.aerial.vehicles.(UAVs).have.been.used.in.a.variety.of.
applications.for.civil.and.defense.infrastructure.management..These.uses.include.
crowd.surveillance,.transportation,.emergency.management,.and.building.design.
inspection..In.smart.cities,.a.variety.of.transport.options.exist.with.respect.to.public.
transport. and.private. transport. connectivity..The.mathematical.modelling-based.
vehicular.network.enables.automobile.manufacturers.to.incorporate.smart.features.
into.vehicles.at.a.low.cost,.boosting.their.market.competitiveness..This.proposal.
addresses.the.challenges.concerning.the.surveillance.system.for.smart.city.traffic.
management.systems.(TMSs).
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Over.the.last.few.years,.the.way.people.trade.information.and.communicate.with.
one.another.has.changed.tremendously..In.business.communication,.social.media.
channels. such. as. Facebook,. Twitter,. and. YouTube. are. becoming. increasingly.
significant..Nevertheless,.the.study.into.online.brand.fan.page.is.primarily.focused.
on.using.website.platforms.rather.than.social.media.platforms..As.a.result,.more.
research.is.needed.to.analyze.UAV.businesses’.fan.page.engagement.behavior.in.
order.to.grow.their.fan.base.and.further.induce.a.fan’s.buying.behavior.using.the.
honeycomb.model’s.views..Consumers.who.have.participated.in.an.online.brand.
fan.page.are.the.study’s.target.group..A.web-based.survey.was.used.to.collect.data..
Identity,.conversation,.presence,.sharing,.reputation,.relationships,.and.groups.all.had.
a.significant.beneficial.effect.on.brand.equity,.according.to.the.findings..This.study.
confirms.the.impact.of.perceived.value.in.improving.various.fan.page.behaviors,.
which.aids.in.the.identification.and.implementation.of.an.online.engagement.plan.
for.purchase.
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Learning.Integration.for.Projects.(MLI4P).........................................................188
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In. this. chapter,. the. author. bases. his. research. projects. on. his. authentic. mixed.
multidisciplinary. applied. mathematical. model. for. transformation. projects.. His.
mathematical.model,.named.the.applied.holistic.mathematical.model.for.project.
(AHMM4P),.is.supported.by.a.tree-based.heuristics.structure..The.AHMM4P.is.
similar.to.the.human.empirical.decision-making.process.and.applicable.to.any.type.
of.project,.aimed.to.support.the.evolution.of.organisational,.national,.or.enterprise.
transformation.initiatives..The.AHMM4P.can.be.used.for.the.development.of.the.
enterprise.information.systems.and.their.decision-making.systems,.based.on.artificial.
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Preface

This comprehensively edited book will cover the development of Unmanned Aerial 
Vehicle (UAV) for multidisciplinary applications using Artificial Intelligence (AI) 
Techniques. UAV broadens its applications to which AI techniques are applied. Due 
to its rapid and cost-effective deployment, UAV is used in various applications. 
Unmanned Aerial Vehicle (UAV) have extended the freedom to operate and monitor 
the activities from remote locations. It has advantages of flying at low altitude, small 
size, high resolution, lightweight, and portability. UAV and artificial intelligence 
have started gaining attentions of academic and industrial research. UAV along with 
machine learning has immense scope in scientific research and has resulted in fast 
and reliable outputs. Deep learning-based UAV has helped in real time monitoring, 
data collection and processing, and prediction in the computer/wireless networks, 
smart cities, military, agriculture, and mining. This comprehensive edited book 
covers Artificial techniques, pattern recognition, machine, and deep learning-based 
methods and techniques applied to different real time applications of UAV. The 
main aim is to synthesize the scope and importance of machine learning and deep 
learning models in enhancing UAV capabilities, solutions to problems and numerous 
application areas. This book aims to provide the state of the art of UAV as well as 
involved AI techniques and give an insight of the major comprehensive study in the 
use of deep learning, machine learning in UAV.

Owing to the scope and diversity of topics covered, the book will be of interest 
not only to researchers and theorists, but also to professionals, technology specialists 
and methodologists dealing with various applications of UAV. The book also aims 
to provide a roadmap to recent research areas in the field of UAV. Also, the book 
is designed to be the first reference choice at research and development centers, 
academic institutions, university libraries and any institutions interested in analyzing 
the UAV and the AI techniques therein. Academicians and research scholars are 
other projected audience who identify applications, tools and methodologies through 
qualitative/quantitative results, literature reviews, and reference citations.

xiv
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The following describes the chapters included in this book.

Chapter 1: UAVs for Multidisciplinary Application – Introduction
Unmanned vehicles/system is an emerging technology in recent years. Unmanned 

vehicles play a more significant role in many civil and military applications, such 
as remote sensing, surveillance, precision agriculture, and rescue operations rather 
than manned systems. The UAVs can gather photographs faster and more accurately 
than satellite imagery, allowing for more accurate assessment. This study provides 
a comprehensive overview of UAV civil applications, including classification and 
requirements. Also encompassed research trends, critical civil challenges, and fu-
ture insights on UAVs. This chapter covers the usage of UAVs in multidisciplinary 
applications.

Chapter 2: A Review on Applications of Unmanned Aerial Vehicles and Internet 
of Things Towards Smart Farming

In order to commercialize in the industry, various sensors and electrical gadgets 
are used to keep prices low in a few fields. Unmanned Aerial Vehicles (UAVs) can 
be utilized for surveillance, pesticide and insecticide application, and bioprocessing 
mistake detection to save money and improve the abilities of agricultural experts. 
Both single-mode and multi-mode UAV systems will perform admirably in this ap-
plication. This chapter examines the constraints of the Internet of Things and UAV 
connectivity in remote areas, as well as smart agriculture application scenarios. In 
addition, the benefits and uses of employing the Internet of Things (IoT) and UAVs 
in agriculture were discussed. On the basis of several elements such as geographi-
cal, technological, and business, a system model has been presented. For various 
IoT applications, the architecture includes enabling technologies, scalability, intel-
ligence, and supportability. Finally, interoperability issues are examined in depth 
in order to uncover the complications that arise during coordination between UAV 
and IoT components.

Chapter 3: Recommendation of Crops and Its Yield Prediction by Assessing Soil 
Health From Ortho-Photos 

Agriculture is considered to be the driving force of the Indian economy. Production 
of crops is considered to be one of the complex phenomena as they are influenced by 
the agro-climatic parameters. From novice to experienced farmers, at times, fail to 
figure out the suitable crop for their lands, leading to financial loss. This is because 
of the dynamic change in the soil nutrient levels and climatic conditions. Hence it 
is important to predict crops according to the presence of the nutrients in a land. By 
recommending the crops to a farm after considering the nutrients levels of the soil 
and predicting the yield will largely help the land owner in taking necessary steps 

xv
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for marketing and storage in the future. These results will further assist the industries 
to plan the logistics of their business who are working in partnership with these 
land owners. In this work, pH and other soil nutrients are estimated from the input 
ortho images to recommend crops that can grow well under the given circumstances.

Chapter 4: Design and Implementation of Amphibious Unmanned Aerial Vehicle 
Systems for Agriculture Applications

Today, drone systems have become emerging technology for agriculture applica-
tions as an unmanned aerial vehicle (UAV). It helps the farmers in crop monitoring 
and production. Drones are used to reduce human resources and to control pol-
lution in the agriculture field. In real-time, drones are suitable for working in the 
agriculture field during strong winds and even in various climate conditions. This 
chapter proposes an amphibious unmanned aerial vehicle (UAV) system design and 
implementation for agriculture applications. Drones are useful to avoid deforestation 
in Indian countries. The system software is used to construct the drone’s structure 
and application to design the drone architecture. The estimated simulation results are 
used to calculate the drones’ efficiency using their weight, flying time, and power 
consumption. The flying capacity is most important to maintain the stability of the 
UAV system for all applications. In this chapter, three different UAV system phases 
have been discussed, i.e., design of drones, the building of payload, and evaluation 
of drones using the software. This chapter helps the beginners to understand the 
necessary calculations of the drone design along with thrust values, select the pro-
pellers sizes, calculates the drone’s flying time, stability, and power consumption 
for different sizes of the drone discussed.

Chapter 5: Scope of UAVs for Smart Cities – An Outlook 
New technologies are always remarkable for the sustainability of human beings 

and for their enhancement. Now a days Unmanned Aerial Vehicles (UAV’s) are 
highly used on a wide range for commercial as well as defense purpose. UAVs are 
also called ‘Drones’. With the phenomenon scope of application, drones have reached 
to a very high level in each and every field and smart cities being no exception. 
UAV provide many services for the development of smart cities like traffic control, 
natural disaster management, monitoring, transportation, infrastructure, mapping, air 
quality and many other parameters are also there. UAV with high resolution cameras 
and advanced techniques has many properties i.e., less time consuming, highly ef-
ficient, data to collect and analyze etc. Collection of data is very fast and accurate, 
even analyzation of any task given is very authentic. They are also considered as 
an aid to surveillance for security purposes.

xvi
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Chapter 6: Urban Intelligence and IoT-UAV Applications in Smart Cities – 
Unmanned Aerial Vehicle-Based City Management, Human Activity Recognition, 
and Monitoring for Health 

The objective of this chapter is to propose a model of an automated city crime-health 
management that can be implemented in future smart cities of developing countries. 
The chapter discusses how a suitable amalgamation of existing technologies such 
as IoT, Artificial Intelligence and Machine Learning can output an efficient system 
of unmanned city management systems, thereby facilitating indirect engendering 
of innovative scopes for technology workers and researchers, and alleviating the 
living standards within the city fabrics, catalyzing infrastructure development. In 
this chapter, the authors have structured an ideal UAV-matrix layout for city fabric 
surveillance built over the scopes of Artificial Intelligence. Succinctly, this chapter 
provides a platform, which would galvanize the possibilities, that could be reimag-
ined to structure a more resourceful working model of new emerging smart cities, 
and enlightening the settings of existing ones. Scopes like UAV based healthcare 
and crime monitoring using motion tracking and human activity recognition will 
be examined and discussed in this chapter.

Chapter 7: Mathematical Modeling of Unmanned Aerial Vehicle for Smart City 
Vehicular Surveillance Systems

In the real world, smart city traffic management is a difficult phenomenon. 
Introducing the Internet of Things idea into traffic management systems in smart 
cities is a huge challenge. Smart city definitions differ from city to city and coun-
try to country, depending on the city’s level of growth, willingness to change and 
reform, finances, and ambitions. Unmanned aerial vehicles (UAV) have been used 
in a variety of applications for civil and defence infrastructure management. These 
uses include crowd surveillance, transportation, emergency management, and build-
ing design inspection. In Smart cities a variety of transport options with respect to, 
public transport and private transport connectivity. The mathematical modelling 
based vehicular net-work enables automobile manufacturers to incorporate smart 
features into vehicles at a low cost, boosting their market competitive-ness. This 
proposal addresses the challenges concerning the surveillance system for smart city 
Traffic Management System (TMS).

Chapter 8: Unmanned Aerial Vehicle Brand Fan Page Engagement Behavior 
Analytics

Over the last few years, the way people trade information and communicate 
with one another has changed tremendously. In business communication, social 
media channels such as Facebook, Twitter, and YouTube are becoming increasingly 
significant. Nevertheless, the study into online brand fan page is primarily focused 
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on using website platforms rather than social media platforms. As a result, more 
research is needed to analyze UAV businesses’ fan page engagement behavior in 
order to grow their fan base and further induce a fan’s buy behavior using the hon-
eycomb model’s views. Consumers who have ever participated in an online brand 
fan page are the study’s target group. A web-based survey was used to collect data. 
Identity, Conversation, presence, sharing, reputation, relationships and groups all 
had a significant beneficial effect on brand equity, according to the findings. This 
study confirms the impact of perceived value in improving various fan page behav-
iors, which aids in the identification and implementation of an online engagement 
plan for purchase.

Chapter 9: Business Transformation and Enterprise Architecture Projects – Machine 
Learning Integration for Projects (MLI4P)

In this chapter, the author bases his research projects on his authentic mixed 
multidisciplinary applied mathematical model for transformation projects. His 
mathematical model, named the Applied Holistic Mathematical Model for Project 
(AHMM4P), which is supported by a tree-based heuristics structure. The AHMM4P 
is similar to the human empirical decision-making process and applicable to any 
type of project, aimed to support the evolution of organisational, national or enter-
prise transformation initiatives. The AHMM4P can be used for the development 
of the enterprise information systems and their decision-making systems, based on 
Artificial Intelligence, Data Sciences, Enterprise Architecture, Big Data and Ma-
chine Learning. The author tries to prove that an AHMM4P-based Action Research 
approach can unify the currently frequently used siloed machine learning trends.

Chapter 10: Future Trends and Challenges of UAVs – Conclusion
In this chapter, the design, modeling and control of a UAV is presented. The 

conceptual design stages of the UAV are analyzed in detail. UAV as observers in 
the sky will remain important for the indefinite future. UAV being an efficient and 
successful device across the field, it places a vital role in Military; Drone has been 
used for carrying IEDs to Destroy enemy areas. Agriculture, Drones, remote sens-
ing applications from tree species, water quality monitoring, disease detection, crop 
monitoring, yield predictions, and drought monitoring are just a few of the data 
sources. Health Care, Microbiological and laboratory samples, drugs, vaccines, 
emergency medical supplies, and patient transportation can all be delivered using 
drones.

The readers of this book will be benefited about the evolution, usage, challenges 
of UAV for multidisciplinary applications. The book aims to enable the readers to 
realize the importance of UAV, their limitations and future scope. The proposed 
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book focuses to publish original research outcomes towards agriculture, smart cities, 
crime monitoring, and healthcare using various technological advancements. Hence, 
the readers will gain insights to taxonomy of challenges, issues and future research 
directions in this regard. This book helps the beginners to understand the drone design, 
interoperability issues and showcase the challenges and future research directions 
for existing practitioner. The readers will gain exposure to a novel paradigm where 
UAV, IoT and AI are merged together to solve real-time problems in smart cities, 
agriculture and in many other applications. Further, the book aims to bring together 
state-of-the-art innovations, research activities (both in academia and industry), and 
the corresponding standardization impacts of machine learning and deep learning 
so as to make the readers aware of the requirements and promising technical options 
to enrich and boost research activities in this area.

Bella Mary I. Thusnavis
Karunya Institute of Technology and Sciences, India

K. Martin Sagayam
Karunya Institute of Technology and Sciences, India

Ahmed A. Elngar
Faculty of Computers and Artificial Intelligence, Beni-Suef University, Egypt
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ABSTRACT

Unmanned vehicles/systems technology is an emerging technology in recent 
years. Unmanned vehicles play a more significant role in many civil and military 
applications, such as remote sensing, surveillance, precision agriculture, and rescue 
operations rather than manned systems. The UAVs can gather photographs faster 
and more accurately than satellite imagery, allowing for more accurate assessment. 
This study provides a comprehensive overview of UAV civil applications, including 
classification and requirements. Also encompassed are research trends, critical civil 
challenges, and future insights on UAVs.
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UAVs for Multidisciplinary Applications

INTRODUCTION

UAV commonly known as drone is refer to as emerging miniature aircraft, which is 
highly used to transporting goods, (Sivakumar and TYJ, 2021). Surveillance, research, 
communications and photography. It is a powered aerial system that does not seek 
a human operator on board. It is a modern military unmanned vehicle that can fly 
autonomously or RF (Radio Frequency) remote controller from a particular distance. 
The use of drones will drastically grow by 2020 because of its significant role. It 
has the ability to fly on the ground, underwater and in the air. Every Drone has its 
own range and speed depending on its purpose. Its miniature has more advantages 
and is adopted in various domains. Every drone is manufactured aerodynamically 
for better performance. Some Drones are Pre-programmed to operate without the 
assistance of humans for particular works. Various equipment is attached with it, 
like cameras, Sensors, Electronic Devices, Global Position System depending on its 
purpose. It is a mini prototype of Giant aircraft which is more capable and affordable.

MOTIVATION

Humans are always inspired by nature, which makes humans creative. The inventor 
was inspired by a small bird that is more capable of flying around swiftly. This 
inspired the invention of a small aircraft for military purposes. Later it emerged and 
advanced in both civil and military applications. Abraham Karem is widely known 
as the “Father of UAV” for his contribution to the development of drones. Initially 
adopted for military surveillance, with human interference. Currently, universities, 
government agencies, defense companies and private organizations are conducting 
immense research which has been widespread across various domains, including 
agriculture, disaster zone mapping, E-commerce, and hurricane forecasting and 
still more.

Features

1.  UAVs are highly enhancing devices in most because of their significant 
properties.

2.  It is cost-efficient and also user-friendly.
3.  It has an ability to fly in any climatic condition, so it is highly used during 

Calamities for surveillance and rescue.
4.  A simple drone is built using various electronics components like motors, 

propellers, batteries, transmitters and receivers, sensors and wings. Some 
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more components are included depending on this purpose. The UAV follows 
the law of Thermodynamics and the laws of physics.
a.  UAV has a wide range of applications across the domains.
b.  Highly Capable Device with-friendly approach.

CLASSIFICATION

UAVs can be classified on the basis of their performance characteristics. It is 
categorized on different parameters such as mass, durability, coverage area, velocity 
and wing loading. The price, wing span and height are also a few categories which 
can be considered to compare. Engine type and maximum power developed will 
be other categories which vary depending on its applications. These classes are 
narrowed by the survey. Furthermore, more classification can be done if we extend 
the usage in various applications. Classification by performance characteristics is 
useful for designers, manufacturers and customers because it enables these groups 
to attain their needs with the performance aspects of UAVs (Arjomandi et al., 2006).

Important Performance Characteristics

1.  Mass
2.  Durability and coverage area
3.  Height
4.  Wing Loading

Classification by Mass

The altitude of a UAV differs based on purpose and applications. Every domain has 
its own expectations. People classify them by size, range, and endurance, and use 
a tier system that is employed by the military. For classification according to size, 
one can come up with the following sub-classes:

• Micro or Nano UAVs
• Mini UAVs
• Medium UAVs
• Large UAVs
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Classification According to Range and Endurance

UAVs also can be classified according to the range as shown in Table 1 they can 
travel and their endurance in the air using the following sub-classes.

• Proximity range UAVs
• Close-range UAVs
• Less-range UAVs
• Medium-range UAVs
• long UAVs

Depending on its purpose, UAV varies according to various factors which is shown 
in Table. In particular, endurance and range play an important role in categorizing 
UAV based on its application in various fields.

Mostly, high endurance and ranged UAVs are used in the Military for lasting 
support and accurate outcome, whereas Medium is used in other real-time applications 
where it doesn’t require the high category device. Low categorized UAV is used in 
a simple application which involves low cost used in photography.

Classification by Maximum Altitude

Altitude is the maximum height covered by a UAV from ground level, which 
varies from drone to drone. The category on Altitude is shown in Table 2. The 
Low Categorized Drone lifts up to 1000m, and the medium ranges from 1000 to 
10000m to the high-categorized vehicle flies higher than 10000m. All the working 
abilities differ in cost too.

Table 1. Category according to range and endurance

CATEGORY ENDURANCE RANGE RANGE

L >24 Hours >1500km

M 5-24 Hours 100-400 km

S <5Hours <100km
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Classification by Wing Loading

Wing Loading is the ratio of the lift of a drone to its weight. To calculate the wing 
loading of a UAV, the total weight will be divided by the wing area. Usually, the 
essential equipment for flying, like a battery, rotor shares a high role in dealing with 
the wing loading, then the Equipment needed based on its application. It is mainly 
categorized into three, Listed out in Table 3. Low-less than 50 kg/m2, Medium ranges 
from 50 to 100 kg/m2, High- greater than 100 kg/m2

APPLICATIONS

Unmanned Aerial Vehicles can be practiced in various fields, like Military, Agriculture, 
Geography mapping, Health care, Weather forecast, Disaster Management, 
Transportation, and delivery.

MILITARY

Being an efficient and successful device in the field, UAV plays a vital role in the 
military. It was initially built as a military device which works for reconnaissance and 
surveillance operations. Combat operations which risk human life can be substituted 
by UAV. Surveillance in the risk area operations costs human life several times. It 
can be prevented by using the drone where the vision of the area is clear and saves 

Table 2. Category according to altitude

CATEGORY MAXIMUM ALTITUDE

La >10000m

Ma 1000-10000 m

Sa <1000m

Table 3. Category based on wing loading

CATEGORY WING LOADING kg/m2

Ll <50

Ml 50-100

Sl >100
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life. Recently, drones have been used for carrying IEDs to destroy enemy areas. In 
addition, prevention and destruction is possible by UAV. On the frontline, where 
transportation is a huge challenge because of the climatic conditions where soldiers 
suffer, the basic needs like food, medicine, ammunition and other essentials have been 
transported by drones, which is cost-efficient, eco-friendly and faster. Remote sensing 
has been done using drones for advancement of troops and Combat Vehicles. Aerial 
images produced by the drone are highly helpful for planning and advancement. It is 
more effective than satellite imagery because of its clear accuracy on the object on 
the earth. UAV is flexible for the operator for what exactly he should view, whereas 
the satellite imagery cannot achieve that efficiency. During times of calamities, the 
search and rescue becomes a handful for quick response by using drones.

AGRICULTURE

UAV’s notable growth in a remote sensing platform facilitates various applications in 
agriculture in monitoring, storing data and mechanical work. Because of it, improved 
features in remote sensing have resulted in increased adoption of this technology 
in metropolitan areas. Drones can be used to collect data from ground sensors and 
forward it to control/base stations. Drones with sensors can be used to create an aerial 
sensor network for disaster management and environmental monitoring. Drones, 
remote sensing applications from plantation families, monitoring the quality of 
water/water bodies, detection of diseases, crop monitoring, yield predictions, and 
drought monitoring are just a few of the data sources. Some of the applications of 
drones in agriculture are:

• Crop monitoring: The crop fields are vast and challenging to monitor the 
unpredictable weather conditions, increasing the field risk and labor costs. 
Unmanned aerial vehicles equipped with high level cameras help to eliminate 
these challenges.

• Precision agriculture: Vegetation that focuses on crop diseases, nutrient 
deficiencies, and pest invasion in reduces productivity. Crop data is collected 
by UAVs and processed with AI techniques to address these challenges.

MEDICAL CARE

UAV has the potential to gather real-time data and deliver payloads at an affordable 
price, and it enhances the extension of various industrial, commercial, and civil 
applications. Drones are implemented for diagnosis and treatment, pre-planned 
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inspection, and cost telemetering in rural locations. Microbiological and laboratory 
samples, drugs, vaccines, emergency medical supplies, and patient transportation 
can all be conveyed using drones. Drones have a variety of practical applications 
that have a lot of potential and are listed below:

• Emergency supplies or medications on board: EpiPens, poison antidotes, 
and oxygen masks are just a few types of life-saving kit.

• Blood and tissue sample collection: Drones may be able to provide goods 
and services while also allowing for speedier return transit to labs that are 
adequately prepared, eliminating human work and time.

• Performing search and rescue missions: People who are misled or are 
injured can be rescued at sea, in the mountains, in the desert, or in remote 
areas.

• Accessibility to far-flung patients: People are predominantly found in 
situations where the infrastructure for efficient emergency or continuity of 
care is lacking. Drones are being used to provide telemedicine, vaccinations, 
prescription drugs, and medical supplies to people in the place they present.

• Integration of cloud and internet of things (IoT): It dispenses a cost-effective 
way to connect heterogeneous devices and address rising data demands in 
healthcare applications, plus seamless application deployment and rendering 
service. One of the most exciting areas of drone development is within the 
healthcare industry. Such applications include delivering medicines, vaccines, 
blood and other medical supplies that are urgently needed in inaccessible 
areas. Supply challenges are frequently caused by poor transport networks, 
extreme weather conditions, natural disasters, or traffic congestion in urban 
areas. Delivery by drone could be a solution to such problems.

ROAD TRAFFIC CONGESTION CONTROL

Traffic congestion is a considerable global issue resulting from high population 
density, an increased increase in automobiles and their infrastructure. Researchers 
have outlined congestion in various forms. The standard definition of congestion in 
the state of traffic flow is when the travel demand exceeds road capacity. From the 
delay-travel time perspective, congestion occurs when the normal flow of traffic is 
interrupted by a high density of vehicles, resulting in excess travel time. Congestion 
can also be explained by the increment of the road user’s cost due to the disruption 
of normal traffic flow. A variety of reasons are responsible for creating congestion 
in developed areas. For these reasons, congestion can be classified into recurring 
and non-recurring congestion. Recurring congestion occurs regularly, mostly due 
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to the larger number of vehicles during peak times (Reed and Kidd, 2019). It also 
takes place in unpredictable events—weather, work zones, incidents, and special 
events—are the reasons for non-recurring congestion. Figure 1 represents the current 
procedure to measure congestion.

Speed

Speed Reduction Index (SRI)

It is the ratio of relative speed change between congested and free-flow conditions 
of 0 to 10. When the index value moves 4 to 5, it is considered as congestion and 
Values less than 4 it is determined as non- congested situation. (1) represents the 
mathematical representation of Speed Reduction Index

SRI = (1 − sac/sff) × 10  (1)

where SRI implies the speed reduction index, sac denotes the actual travel speed, 
and Sff determines the free-flow speed.

Speed Performance Index (SPI)

SPI had improved the regulation in the urban road traffic conditions. The value of 
SPI (ranging from 0 to 100) can be determined by the ratio between vehicle speed 
and the maximum permissible speed. To calculate the traffic state on the road with 
this index, classification criterion of the urban road traffic state is shown

Measuring the congestion level is for upgrading traffic management and improving 
control in urban areas. The decision-making steps which are listed are used towards 

Figure 1. Current procedure to Measure Congestion (Afrin and Yodo, 2020)
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a sustainable transportation system are highly dependent on the actual road traffic 
conditions. Thus, the measurement approach to quantify the congestion severity 
should be practical enough for the decision-makers to implement necessary steps 
to mitigate congestion promptly to achieve a sustainable and resilient transportation 
system.

Travel Rate

It is rate of motion for a particular roadway segment or trip that can be represented 
by the ratio of the segment travel time by the segment length. The inverse of speed 
can also be employed to quantify the travel rate.

Tr = Tt /Ls  (2)

where, Tr denotes the travel rate, Tt is the travel time, and Ls indicates the segment 
length

Delay

Delay Rate

The delay rate is defines as rate of time loss for particular vehicles operating during 
congestion for a specific roadway segment or trip. It can be measured by the ratio 
between the actual travel rate and the acceptable travel rate as

Dr = Trac-Trap  (3)

Table 4. Transportation experts have suggested a range of attributes

Speed Performance Index Congestion State Level Description of Traffic State

(0,25) Massive congestion Low average speed, poor road traffic 
state

(25,50) Mild congestion Lower average speed, road traffic 
state bit weak

(50,75) Smooth Higher the average speed, road traffic 
state better

(75,100) Very smooth High average speed, road traffic state 
good
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where, Dr is the delay rate, Trac is the actual travel rate, and Trap is the acceptable 
travel rate.

Delay Ratio

The delay ratio can be measured by the ratio of delay rate and the actual travel rate. 
It is used to compare the relative congestion levels on different roadways

D = Dr /Trac  (4)

where D denotes the delay ratio, Dr is the delay rate, and Trac is the actual travel rate.
Measuring the congestion level is important for improving traffic management and 

control. The following decision-making steps towards a sustainable transportation 
system are highly dependent on the actual road traffic conditions. Thus, the 
measurement approach to quantify the congestion should be practical enough for 
the decision-makers to implement necessary steps to mitigate congestion promptly 
to achieve a sustainable and resilient transportation system.

Transportation experts have suggested a range of attributes that are often desired 
in a congestion measure, a good congestion measure should:

1.  Be well-defined, easily comprehensible, and uncomplicated for non-technical 
users to interpret the results easily,

2.  reflect the real level of service for any road types,
3.  consider different system performances, such as travel time and speed,
4.  provide a continuous range of values,
5.  be able to be used in predictive and statistical analysis purposes,
6.  offer comparable values to different road types, and be widely applicable for 

different road types

Table 5. Peak point of different congestion measures on a weekday

Day Monday Tuesday Wednesday Thursday Friday

Congestion Measures a.m. p.m. a.m. p.m. a.m. p.m. a.m. p.m. a.m. p.m.

SRI - 5:31 - 5:21 - 2:10 - 5:31 - 4:11

SPI - 5:31 - 5:21 - 2:10 - 5:31 - 4:11

Travel Rate - 5:31 - 5:21 - 2:10 - 5:31 - 4:11

Delay Rate - 5:31 - 5:21 - 2:10 - 5:31 - 4:11

Delay Ratior - 5:31 - 5:21 - 2:10 - 5:31 - 4:11

Source (Afrin and Yodo, 2020)
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Unmanned Aerial Vehicle Components

Various UAV is used in different types of areas, including dangerous material operation 
and control. The Quadcopter, which is an aerial vehicle with four rotors, has been 
involved in all recent research in the field of small independent drones. Its simple 
design is the key reason for its prominent role in small drones. It consists of two 
parts- rotating wings mounted at the top of a chasis. Vertical take-off and landings 
similar to traditional helicopters are achieved. Quadcopters should meet an appropriate 
time. Meeting the scheme should be fast, reliable and robust. No of propellers is 
one of the most important categories in drone making, usually termed as X-copter. 
Based on the number of propellers used, “X” was replaced with quad-, hexa- and 
octa-. The Table below gives the overview of the most acceptable components used 
in an quadcopter mounting to guarantee the endurance and reliability of the process. 
The table also gives the component description. Drones are used for preparing 
equipment, inspecting, transport, delivering in difficult terrain or distant land. They 
are used to collect information and things in areas where humans cannot live. Image 
recognition and mobile monitoring is possible (Arjomandi et al., 2006). The most 
used Components are listed below in the table 5 with its description.

Table 6. Components of UAV

Chasis It is the construction that holds all the components together.

Motor The design of motors is to provide rotatory motion for the propellers. Each rotor is controlled 
separately by a speed controller.

Speed regulator Controls the speed of a rotor which directs it to the engine.

Rotor A quadrotor holds four propellers, two “regular” propellers that rotate counter- clockwise, and 
two “pusher” propellers that rotate clockwise to dodge body spinning.

Flight controller
It is the brain of the quadrotor. It houses the sensors above-mentioned include the 
accelerometers and gyroscopes, which include how quickly each of the quadrotor motorsturns.
(Sivakumar.M,&Malleswari.TYJ2021)

Radio Transmitter It enables the regulation of the quadrotor, and it necessitates four channels for a basic 
quadrotor.

Power unit

Lithium polymer (LiPo) batteries are among the most frequent battery kinds for drones, as 
their size and weight benefit from high energy density with greater voltage per cell, which 
allows them to power drones on-board systems with less cells than other rechargeable systems. 
(Sivakumar and TYJ, 2021).

Telemetry module
It is practiced to regain flight information of the quadrotor on a computer to follow various 
aircraft parameters on the ground. 
(Sivakumar and TYJ, 2021).

Camera It enhances the production of the quadrotor and adds value to its uses—the camera works as an 
attachment with a USB to observe the images (Sivakumar and TYJ, 2021).

Video Sender and Reciever
The transmitter transforms the information into a radio signal and outputs it to the imputed 
antenna, which later sends it out. The receiver operates to turn the radio signal into explicit 
videos (Sivakumar and TYJ, 2021).
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DRONE SHAKTI

During the Union Budget 2021, an announcement was made on Drone Shakti. 
Industry got a great push after the relaxation given by the Government of India. 
As per the Regulations, use start-ups will be promoted for usage for use across the 
domain. The Kisan Drone is one of the drones promoted by the government to help 
farmers in the agricultural field in crop assessments, land data maintaining, Spraying 
pesticides. This revolution is expected to boost production in the Agri and farming 
sectors. Usage of drones for surveillance in crowded areas or public places

In India, drones were also deployed to deliver Covid-19 vaccines and other 
medical equipment during Pandemic 2020. This project, being led by the ICMR 
(Indian council of Medical Research), is highly used in the rural areas like Manipur, 
Nagaland and Andamans and Nicobar Islands. Drones are also being used for 
surveillance of Covid-19 hotspots and containment zones.

CONCLUSION

Unmanned aerial vehicles are highly versatile these days. This chapter tells 
the Features of Drones, Classification of Drones, and Various applications are 
discussed. It makes efficient use of scholars to get quick recap of the drone and its 
Multidomain applications, The study on various aspects on drone is discussed in 
this chapter. Drones plays a vital role in various domains like agriculture, military, 
Traffic management and medical field. This chapters discusses the important role 
and different way of usage of drone in civil applications. This Chapter pays ways 
to researchers to further research on the drone and its applications.
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ABSTRACT

In order to commercialize in the industry, various sensors and electrical gadgets are used 
to keep prices low in a few fields. Unmanned aerial vehicles (UAVs) can be utilized for 
surveillance, pesticide and insecticide application, and bioprocessing mistake detection to 
save money and improve the abilities of agricultural experts. Both single-mode and multi-
mode UAV systems will perform admirably in this application. This chapter examines the 
constraints of the internet of things and UAV connectivity in remote areas, as well as smart 
agriculture application scenarios. In addition, the benefits and uses of employing the internet 
of things (IoT) and UAVs in agriculture were discussed. On the basis of several elements 
such as geographical, technological, and business, a system model has been presented. 
For various IoT applications, the architecture includes enabling technologies, scalability, 
intelligence, and supportability. Finally, interoperability issues are examined in depth in 
order to uncover the complications that arise during coordination between UAV and IoT 
components.
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INTRODUCTION

Technology has gotten ingrained in every element of our life as a result of rapid 
technological growth and a reduction in human abilities. Agriculture and irrigation 
are two fields where man’s potential can be fully realised. In order to commercialise 
in the industry, various sensors and electrical gadgets are used to keep prices low 
in a few fields. Agriculture is derived after two Latin words ‘Ager’ and ‘Culture,’ 
that indicate ‘Land’ and ‘Cultivation,’ respectively. It is a milestone in human 
evolution and one of the benchmark domains. Throughout human history, extensive 
revolutions have been planned to advance agricultural production with fewer assets 
and labour. Notwithstanding this, the population density has never allowed demand 
and supply to equal over time. Agriculture is vital to the survival of more than 60% 
of the world’s populace. Based on the statements made by Food and Agricultural 
Organization of the United Nations, agricultural output covers around 12% of entire 
terrestrial zone (Zavatta, 2014). According to the projected scenario, the global 
population will spread up to 9.8 billion in 2050, representing a 25% increase over 
the current situation (Samir & Lutz, 2017). As a result, the emerging countries are 
expected to see nearly the same population growth as the developed countries (Le 
Mouël & Forslund, 2017).

On the other hand, urbanisation is expected to continue at a rapid pace, and 
nearly 70 percent of the population of whole world is expected to be built up by 
2050 (Chouhan et al., 2020). In India, the population is estimated to be around 1.2 
billion people. 50% people is employed in the agriculture sector, and approximately 
61.5 percent of the population in India is mostly reliant on agriculture aimed at their 
living (FAO in India, 2017; Sawe, 2017).

Agriculture, on the other hand, has been undergoing the fourth revolution in 
recent decades as a result of the incorporation of Information and Communications 
Technologies into conventional agriculture (Sundmaeker et al., 2016). Machine 
Learning and Big Data Analytics, Remote Sensing, IoT, and UAVs are all promising 
technologies that might help agricultural systems innovate (Walter et al., 2017; Wolfert 
et al., 2017). Many agricultural restrictions, such as environmental circumstances, 
development state, soil status, irrigation water, pest and fertilisers, weed control, 
and greenhouse production environment, can be monitored in smart farming to 
increase crop yields, lower costs, and enhance process inputs (Nukala et al., 2016). 
Smart agriculture is a green technology practise since it reduces traditional farming’s 
environmental footprint (Walter et al., 2017). Smart irrigation and minimal fertiliser 
and insecticide use in crops can further reduce leaching troubles and yields, as well 
as the influence of climate change in precision agriculture (Walter et al., 2017), 
(Wong, 2019). One of the most revolutionary technologies in modern wireless 
communications is the Internet of Things (Atzori et al., 2010). The main idea is 
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to connect various physical items or devices to the Internet by employing certain 
addressing patterns. Transportation, healthcare, industry, cars, smart homes, and 
agriculture are all possible applications of IoT technology (Al-Fuqaha et al., 2015). 
To improve farming, IoT platforms deliver important data on a broad variety of 
physical restrictions in an agricultural system (Nukala et al., 2016). The importance 
of Wireless Sensor Networks (WSNs) to the IoT platform is undeniable, as most 
IoT applications in a variety of markets rely on wireless data transfer (Ghosh & 
Dey, 2021).

In the last two decades, the ubiquitous usage of the Internet has given public 
benefits to organisations and people all over the world. The ability to deliver real-
time manufacturing and customer service was the key benefit of this achievement. 
By changing the operating environment, the IoT has recently claimed to give the 
same benefits with its revolutionary breakthroughs and boost customer awareness 
and capacities. IoT provides numerous solutions in the areas of health, shopping, 
traffic, defence, intelligent homes, smart cities, and agriculture. In agriculture, IoT 
implementation is viewed as the best answer because constant monitoring and control 
are required. The IoT is seen in the agricultural industrial chain on several times 
(Medela et al., 2013). The framework developed is much more intriguing when it comes 
to dealing with node problems and reconfiguring the network’s weak connectivity 
ties on its own. (Zheng et al., 2016) proposes IoT management that tracks wind, soil, 
atmospheric, and water factors across a broad range of environments. In addition, 
based on its subdomains, IoT-based agricultural surveillance solutions have been 
developed. Soil tracking, air surveillance, disease, water, environment, temperature, 
insect monitoring, location, and fertilisation surveillance are among the sub-domains 
indicated (Hachem et al., 2015; Torres-Ruiz et al., 2016). Greenhouses, livestock, and 
precision farming are the most observed IoT applications of cultivation, which are all 
clustered under distinct surveillance domains. The wireless sensor network (WSN), 
which aids farmers in collecting essential data through detectors, keeps track of these 
applications using various IoT-based sensors/devices. Certain IoT-based settings use 
cloud providers to evaluate and process remote data, assisting scientists and farmers 
in making better decisions. Through the advancement of contemporary technology, 
environmental control systems now give extra management and decision-making 
capabilities. In hostile contexts, a specialised landslide risk management system has 
been built to enable quick deployments without user interference (Giorgetti et al., 
2016). Additionally, data from various environmental indicators is communicated 
to the user through warnings or notifications to authorities (Liu et al., 2013).

Smart agriculture strives to boost output, yields, and profitability while reducing 
environmental impact through a variety of methods like effective irrigation, targeted 
and precise pesticide and fertiliser application, and so on. Smart farming is now 
possible because to the IoT and UAVs. As a crucial technology for intelligent 
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agriculture, the Internet of Things adds value to data by automating collection, 
interpretation, and access by ensuring that data flows across diverse devices such as 
sensors, relays, and gateways. This improves the cost-effectiveness and timeliness 
of production and management activities in smart farms (Glaroudis et al., 2020).

Moreover, IoT reduces the effects of the natural environment by enabling for 
real-time responses to weed infestations, insect or disease diagnosis, weather 
tracking and prevention, soil conditions, and so on. As a result, UAV and IoT 
technology make it easier to effectively exploit resources such as water, fertilisers, 
and agrochemicals. Furthermore, these intelligent technologies have enhanced crop 
output and agricultural environmental consequences. Because (Osuch et al., 2020; 
Panchasara et al., 2021; Villa-Henriksen et al., 2020) are some of the main aspects 
of IoT and UAV-based smart farming:

• Field monitoring: By strengthening surveillance, special data gathering, and 
analysis, smart agriculture hopes to reduce crop waste. Animals that graze in 
open spaces in vast stables are detected by smart farming.

• Views and tracking: Technology aids in the evaluation of agricultural air 
quality and ventilation settings, as well as the detection of harmful waste 
fumes. Smart agriculture analyses microclimate conditions in greenhouses to 
improve fruit and vegetable yield and greenhouse quality.

• Biomass management: As a preventative strategy against fungus and other 
microbial pollutants, smart farming helps regulate humidity and temperature 
in crops such as straw, grass, and other grasses.

• Offspring Care: In animal farms, intelligent breeding maintains the 
conditions of offspring’s upbringing and well-being.

Furthermore, UAVs have a wide range of applications, including those in the 
residential, military, commercial, and governmental sectors (Al-Fuqaha et al., 2015; 
Giorgetti et al., 2016; Hachem et al., 2015; Medela et al., 2013; Torres-Ruiz et al., 
2016; Zheng et al., 2016). Environmental monitoring in the civilian sector (e.g., 
pollution, plant health, and industrial accidents) is an example. UAVs are used for 
surveillance and delivery applications in military and government zones to acquire 
information at disaster or epidemic sites and distribute medication or other vital 
materials; commercial applications transfer products and supplies in urban and rural 
areas. UAVs are considered part of the IoT since they rely on sensors, antennae, 
and embedded software to provide two-way communication for applications such 
as remote control and monitoring (Liu et al., 2013). The Internet of Things (IoT) 
generates a rapidly evolving cutting-edge ecosystem in which the main notion is the 
orchestration of a huge number of smart things. These can be used and triggered on 
a worldwide scale, either directly by users or through specific software that records 
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behaviour and ideas. IoT allows things to engage in active everyday activities, which 
has a lot of potential in the “smart city” vision (Glaroudis et al., 2020). By 2022, it 
is estimated that there will be roughly 30 billion uniquely recognised objects in this 
worldwide society. With the arrival of 5G technology for UAVs, these projections 
are projected to skyrocket.

UAVs, on the other hand, aim to provide more views in intelligent farming, such 
as imaging analysis and agricultural monitoring (Kim et al., 2019). By patrolling a 
field of interest, UAVs encourage image analysis and agricultural field processing, 
as well as a full awareness of the situation (Mogili & Deepak, 2018). In addition, 
UAVs can use data transfer to deliver crucial information to the grounded tracking 
stations. UAVs are being used in a variety of agricultural applications, including 
insecticide and fertiliser prospecting and spraying, seed planting, weakening 
identification, fertility evaluation, mapping, and planting. These recent advancements 
in intelligent IoT and UAV-based agriculture aid the globe in achieving the ‘2030 
Sustainable Development Agenda’ targets, which aim to eliminate hunger by 2030 
(Gubbi et al., 2013).

BACKGROUND

The load on agriculture has been greatly increased as the population has grown. 
With the advent of technology, this period has seen a shift away from traditional 
approaches and toward more inventive ones. Regardless of how people see agricultural 
advancement, the truth is that today’s agriculture business is more data-driven, 
accurate, and intelligent than ever before. Almost every industry has been transformed 
by the rapid development of Internet-of-Things (IoT)-based technologies, including 
“smart agriculture,” which has shifted from statistical to quantitative approaches. 
Such drastic changes are shaking current agricultural approaches and posing new 
and diverse challenges. Researchers, research institutions, academicians, and most 
nations throughout the world are passionate about developing and implementing 
joint projects to expand the field’s horizons for the benefit of masculinity. The 
tech industry is vying for more cost-effective solutions. Incorporating IoT, cloud 
computing, big data analytics, and wireless sensor networks can provide enough 
capability to predict, analyse, and examine circumstances in real time, as well 
as recover actions. The perception of heterogeneity and device interoperability 
through the use of flexible, ascendable, and powerful methodologies models are 
also pioneering new areas in this sector.

Smart cities, smart homes, smart retail, and a variety of other applications can all 
benefit from the Internet of Things. It is critical to use IoT in agriculture repetitions. 
By 2050, the world’s population will have reached a peak of 9.6 billion people, and 
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the agriculture business wants to meet that need even faster. This is accomplished 
by the application of current technology, namely the Internet of Things (IoT). Farms 
with no workers are now a reality thanks to the Internet of Things. It can also be 
used to maintain cattle, greenhouse farming, and farm management, among other 
things. Sensors are the most important component of the Internet of Things. Sensors 
capture vital information, which is then analysed as planned. Sensors are mostly 
used in agriculture to collect data, determine NPK values, and detect illnesses and 
moisture content in the soil. The IoT is being studied and investigated to see how it 
may be used in the agricultural sector. Precision agriculture is the term specified to 
smart agriculture since it uses precise data to draw conclusions. It displays many 
sensors that aid IoT and agriculture, as well as their applications, problems, benefits, 
and drawbacks.

As a result of the rapid technological advancement and decline in human capacity, 
technology is now present at every stage of our lives. Agriculture and irrigation 
are two domains in which man’s abilities can be put to use. In a few areas, various 
sensors and electronic gadgets are used to commercialise the industry while keeping 
costs down. To save money and improve agricultural workers’ skills, unmanned 
aerial vehicles (UAVs) can be utilised for surveillance, pesticide and insecticide 
application, and bioprocessing fault detection. This application is applicable for 
both single-mode and multi-mode UAV systems. A network of UAV clusters 
coupled to ground infrastructures, GCS, or satellites can surpass the expertise of 
a single UAV system through good collaboration and synchronisation. As a result, 
the mobility model and specifications are the most efficient routing protocol for 
each agricultural application.

To comprehend the current situation, we must acknowledge that the farming 
trade is experiencing a new type of development. In most situations, farming has 
progressed beyond legacy decision support systems with pre-programmed time 
schedules. to a new generation of decision support systems. A new era of crop-
growing systems that incorporate a variety of cutting-edge technology, like IoT, 
UAV, machine learning, etc. The majority of these are in a sample stage (not ready 
for profitable use), and they mainly deal with agricultural processes.

None of these systems integrate a set of agricultural operations or even the 
entire cultivation period’s processes. As is to be expected, certain of the important 
empowering skills provide greater benefits in certain areas. Various cultivation 
procedures are more difficult to master than others; yet they are all tough to master. 
The implementation of IoT in numerous agricultural methods has enhanced total 
production in terms of yield and quality. Since it can support end-users, it has begun 
to disclose its potential benefits to them. There are numerous obstacles in the areas of 
technical difficulty, parameterization, system efficiency, performance, installation, 
and usability. Finally, addressing better farming techniques which bound the exact 
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aims of agriculturalists will be a critical challenge for the widespread integration 
of IoT technology in cultivation.

Agriculture was the first industry to use UAV technology for remote observation. 
Though UAVs have a number of restrictions, most notably in terms of control 
independence and interaction competence, that have yet to be overcome, the 
advantages of using this technology have already been apparent. Furthermore, 
researchers, technologists, and farmers alike recognise the numerous benefits of 
using UAV technology in various parts of agriculture. To begin with, unmanned 
aerial vehicles (UAVs) play (and will continue to play) an essential role in weed 
detection and management. Because of the nature of this agriculture problem and 
the aerial capabilities of unmanned vehicles, end-users can efficiently manage 
weeds in cultivation.

The application of artificial intelligence-based methods to multi-spectral imagery 
record gathered from UAVs expands the capabilities of UAV technology even 
further. Second, the comparative advantage of using UAV technology and multi-
spectral imagery to extract features of various vegetation indices highlighted the 
potential of such a technology in agriculture techniques. Field-level phenotyping 
is another important feature of the agricultural industry to which UAV technology 
can effectively contribute. Field-level phenotyping will be more efficient thanks to 
the use of UAV systems, which will allow farmers to evaluate overall plant growth 
and predict final yield more accurately. Once again, the comparative advantage of 
UAV technology in the field over the usage of static cameras has been demonstrated. 
Finally, the use of UAV technology in the field helps to address several complex 
agriculture issues (at an early stage).

Without a question, the agriculture industry, and thus the agricultural economy, 
is a highly complex and high-potential ecosystem of the global economy. As a result, 
main developing tools such as UAV and IoT are expected to play a significant part 
in the forthcoming. Weed management, field phenotyping, multi and hyper-spectral 
imagery to manage diseases, irrigation water, fertilisers, insecticides, growth of 
plant and yield, 3D mapping of herbal objects and management, crop value and 
amount enhancement, and other complex agricultural issues must all be addressed. 
Smart farming practises in this challenging environment can be contributed by UAV 
and IoT by meeting the restraints of scalability and simplicity of the system, user 
approachability, ease of connection, and increased profit. As a result, by meeting 
human requirements in town as well as rural settings, these skills may eventually 
change conventional farming practises into revolutionary farming environment.
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UNMANNED AERIAL VEHICLE

In recent ages, the UAV has become a low-priced replacement of sensing technologies 
and data analysing methodologies. Remote sensing using electromagnetic energy, in 
its most basic form, measures the contents of aimed item since a distance and offers 
the benefits of comprehensiveness, flexibility, timeliness, non-invasiveness. Because 
of the complicated natures of farming manufacture, and soils, the remote sensing 
determines soil parameters in the farmhouse reserved from actual data (Berni et al., 
2009; Elsenbeiss & Sauerbier, 2011; Ge et al., 2011). UAVs, according to academics, 
could be a viable option for gathering precise field data. It was recognized as a 
probable skill which can produce high spatial resolution imagery and at a temporal 
frequency sufficient for prompt reactions in the generation of relevant field and 
crop position information (Elarab et al., 2015). One of the key reasons for the UAV 
manufacturing exceeding market need is that it suits Low Altitude Remote Sensing 
that is not as much expensive than conventionally manned aircraft (Zhang et al., 2016).

However, an UAV is a kind of jet functioning without the use of a human pilot. 
UAVs come in a variety of shapes and sizes, and they are used for a variety of 
applications. Initially, the military used the technology for anti-aircraft target practise, 
gathering intelligence, and monitoring enemy territory. Technology, on the other 
hand, has expanded in importance in several sectors of human effort in recent years, 
far beyond its original aim. Unmanned aerial vehicles have become more adaptable 
as technology has advanced, allowing them to be used for a variety of applications. 
UAVs can be organised remotely by a ground station pilot or independently, with 
a pre-programmed flight plan and no onboard pilot. The potential for using UAVs 
in agriculture is considerable (Cano et al., 2017). One of these applications is 
ineffective, and evidence-based farming forecasts relies on spatial data obtained by 
the UAV. Farmers can also use UAVs to identify their farms from the air. This aerial 
perspective may disclose a variety of farming issues, including irrigation issues, 
soil variances, pest and fungal infestations, and more.

In addition, from a livestock standpoint, UAVs are utilised to conduct headcounts, 
observe animals, and examine eating habits and health-related behaviours. Farmers can 
use the information acquired to provide quick and efficient solutions for recognising 
difficulties and issues, better administration decisions, farm productivity recovery, 
and eventually improved revenue (Bacco, Berton, Gotta et al, 2018; Mukherjee et 
al., 2020).

The advantages of UAVs include the ability to capture images of a farmer’s crop 
using a variety of camera filters that can provide multiple spectral imaging, sanction 
image processing and investigation, and provide better information about the health 
of their crop while also recognising areas of the crop that require specific types of 
attention. Furthermore, with minimal training, the small UAV can be quickly covered 
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and conserved; production is a wonderful solution for agriculturalists looking to 
enhance their profession by combining agriculture with distant perception knowledge 
(Allred et al., 2020; Bacco, Berton, Gotta et al, 2018; Mukherjee et al., 2020).

TYPES OF UAV

A variety of factors, like size, maximum take-off weight (MTOW), range, and other 
factors, may be applied to classify UAVs (Wolfert et al., 2017). Furthermore, when it 
comes to UAV flight regulation, these will be taken into account. The classification 
was created with the wing type and autonomy degree in mind, as these may be the 
most acceptable standards for agricultural missions (Chapman et al., 2014; Sugiura 
et al., 2005; Sylvester, 2018; Vroegindeweij et al., 2014).

There are two types of wings in the wing category: rotary and fixed wings. The 
first group has jets and multi-rotor aircraft (usually named with drones). Multiple 
rotors form the airflow, which produces the appropriate belief to be lifted. Their key 
benefit is the ability to achieve flying flights, useful for aerial photography since 
it allows the cameras to gather more data for longer periods of time, compensating 
for poor lighting conditions. Furthermore, the airflow demonstrations perform 
admirably at low speeds and agree on low-altitude flights with the least amount of 
risk. Due to its mechanical simplicity, multi-rotors have become more popular than 
helicopters, which rely on a much more refined plate regulator instrument. As a 
result, unlike helicopters, multi-rotor flight is viewed through the variable velocity 
of many direct current motors, rather than motorized machinery.

Brushless motors, not needing any maintenance and have electronic supervisors, 
have also become an affordable alternative for numerous tasks in civil applications 
due to their lowered price. As a result, numerous drone builders have raised on 
the market, offering a diverse range of systems. Commercial drones’ fundamental 
flaw is their lower payload capacity as compared to helicopters. However, drone 
builders have augmented the amount of rotors from four to six or eight, narrowing 
the difference. Drones having the highest payload capacity of 22 kg (Lv et al., 2019; 
Shafian et al., 2018; Torres-Sánchez et al., 2013; Zhang et al., 2018) are already 
accessible in the market. Not only the cargo capacity but also the safety increases 
with the increasing number of rotors. As a result, when one or more rotors fail, the 
aircraft may often fly in depreciate mode, allowing it to arrive in a safe manner. 
Fixed-wing aircraft, like planes, need to generate airflow to boost by moving fast 
their aerodynamic components like ailerons and wings.

As a result, the aircraft is unable to perform static flights. As a result, unlike 
rotary wings, the velocity cannot be reduced; instead, higher altitudes are required 
to achieve safe flight. Furthermore, rotary wings have a significant advantage over 
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fixed wings in terms of manoeuvrability (e.g., immediate rotations on the vertical 
axis). Despite the fact that a secure wing aircraft’s maximum range is greater than a 
rotary wing aircraft’s due to regulatory rules for flying UAVs, it does not provide a 
meaningful benefit in most situations, and the aircraft nevertheless have a superior 
payload capacity for the most part. As a result, the investigation concluded that 
rotary-wing aircraft are preferred for agricultural missions over fixed-wing aircraft.

IOT FOR SMART AGRICULTURE

Smart cultivation is a modern farming idea that uses Internet of Things technologies 
to boost productivity. Farmers can successfully apply fertilisers to rise the value and 
amount of crops by using smart farming. Farmers, on the other hand, cannot be in 
the field continuously every day. Furthermore, they were unable to employ various 
instruments to determine the optimal ecological situations aimed at the crops. IoT 
delivers them an automated system that can operate without human intervention 
and inform them on how to deal with various types of challenges they may face 
while farming. Even if the farmer is not on the ground, it can spread and tell the 
farmer, allowing farmers to acquire more farmland and cultivate their productivity. 
By 2050, the global population is expected to reach 9 billion (Chouhan et al., 2020; 
Le Mouël & Forslund, 2017; Samir & Lutz, 2017; Sawe, 2017; Zavatta, 2014). As a 
result, IoT applications are required in farming to feed such a huge population and 
efficiently utilise farmland and other assets, which are scarce in some areas. Random 
weather events are affecting crops as a result of global warming, and farmers are 
losing money; hence, the IoT Smart Farming application will allow them to take 
immediate actions to avert this (Agarwal et al., 2019; Ayaz et al., 2019; Bacco, 
Berton, Ferro et al, 2018; Hunter et al., 2017).

However, major machineries of Agricultural IoT include sensor-based equipment, 
wireless communication technologies, internet connection, sensing and transferred 
data, and so on. It plays a critical part in the efficient configuration of IoT frameworks, 
classified by communication distance, spectrum, and application states. Figure 1 
illustrated the IoT framework built on three layers: the physical layer in charge of 
sensing, network layer, in charge of data transport, and finally application layer, in 
charge of data storing and alteration (Villa-Henriksen et al., 2020).
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Physical Layer

Several terminal devices, cameras, sensors, Radio Frequency ID, Wireless Sensor 
Networks labels and readers, Near Field Communications devices, and other devices 
make up the physical layer (Tzounis et al., 2017). Sensors collect data on wind speed, 
temperature, humidity, nutrient levels, plant diseases, insect pests, and other factors 
for this layer. Embedded devices control the compiled data, which is then uploaded 
to a higher layer for further processing and examination. These sensors and terminal 
equipment are used to track, control, and identify agricultural and livestock crops. 
Wireless Sensor Networks are frequently used to govern and monitor storage and 
logistics services, for example (Tzounis et al., 2017).

Radio Frequency Identification technologies, on the other hand, are the most 
important pattern for networked devices. Radio Frequency ID tags, for example, 
store data using an Electronic Product Code, that is subsequently read, activated, 
and controlled by Radio Frequency ID readers. Radio Frequency Identification, and 
Near Field Communications technologies play a key part in the farming area by 
contributing to object detection, monitoring, control, and storing data on passive 
or active devices.

Figure 1. IoT architecture

 EBSCOhost - printed on 2/9/2023 5:19 AM via . All use subject to https://www.ebsco.com/terms-of-use



25

A Review on the Applications of Unmanned Aerial Vehicles

Network Layer

In the network layer, sensors and devices are required for connecting with gateway 
and adjacent nodes for creating the network. Sensor nodes of this layer collaborate 
and link with other nodes and gateways in a network to pass data to a tiny structure 
where it is stored, analysed, processed, and disseminated for usable information 
(Gubbi et al., 2013).

Application Layer

It is the topmost layer in the IoT infrastructure, where the IoT advantages are pushed 
outward. This layer contains a number of light stages or systems for controlling and 
monitoring soil conditions, water and nutrient levels, as well as plants and animals. 
These layers are also utilised to aid in the fast identification and organisation of 
illnesses and pests, infestation, and agricultural creation safety controllability, 
resulting in increased manufacturing efficiency.

COMMUNICATION MEANS APPLIED IN IOT 
BASED SMART AGRICULTURE

The technique for wireless communication was set by wireless protocols and standards. 
IEEE 802.15.4, for example, is a wireless standard for connecting internet-enabled 
gateways and end-nodes. ZigBee, Sigfox, EC-GSM, ONE-NET, Wireless HART, 
ISA100.11a, LoRaWAN, Bluetooth Low Energy (BLE), DASH7, and others are 
further examples (Suhonen et al., 2012). Figure 2 (Feng et al., 2019) shows how 
these standards are grouped in terms of transmission ranges.
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IEEE 802.15.4-based protocols are the best choice for short-distance wireless 
communication applications (Gubbi et al., 2013), and are expected to be used in 
Low-Power Wide-Area Networks. It has a data rate between 20 and 250 kbps, 
frequency bands like 2.4 GHz, 915 MHZ, 868 MHz, 433 MHz, and full outside 
Line of Sight series of 100 metres (Jain, 2016). On the other hand, IEEE 802.11 
standards are ideal for medium-range connection scenarios. IEEE 802.11p is also a 
viable option for incorporating circumstances with a high level of mobility. Because 
of its great communication range, maximum permitted broadcast power of 1W, and 
less disturbed band having frequency of 5.9 GHz ISM (Bacco, Berton, Ferro et al, 
2018), this issue appears to be receiving a lot of attention in agriculture.

Long-distance communication technologies, on the other hand, are the only solid 
and anticipated solutions when it comes to coverage. As a result, 3G, 4G, LTE, and 
5G cellular connection technologies are the most suited and reliable standards for 
precision agriculture. For transmission and processing, a considerable amount of 
real-time data is required (Shi et al., 2019).

Furthermore, 5G communication technology is likely to deliver actual Device to 
Device communication, allowing vehicle localization. Furthermore, several devices 
per square kilometre can be maintained (Le et al., 2016). Unlike LTE, 5G is able 
to function with larger frequency bands and with larger channel bandwidths. 5G 
communication technology can provide new skills on-farm apparatus by contributing 
faster data rates and a larger transmission range under the model of actual connectivity, 

Figure 2. Communication Technologies Classification for IOT based smart agriculture
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particularly in rural locations. However, the cellular network’s availability and the 
economic viability of 5G technology in rural areas are also under doubt.

The most consistent IoT long-distance communication technologies are IEEE 
802.11ah and LoRa or LoRaWAN. Furthermore, the first is a modification of the 
IEEE 802.11 family that was released in 2017 to aid IoT setups like smart monitoring 
(Bacco, Berton, Ferro et al, 2018). It uses 900 MHz bands, has a greater range of 
coverage, and uses less energy than IEEE 802.15.4. With a single access point, it 
can connect thousands of strategies within a one kilometre radius. On the other 
hand, LoRaWAN is a promising Low-Power Wide-Area Networks protocol that is 
being developed for a system of battery based wireless devices as shown in Figure 3.

Based on the bandwidth requirement and purpose, cellular transmission systems 
ranging between 2G and 4G may be suitable; however, the dependability, and 
cellular network’s availability in rural areas is the key concern. Another option for 
overcoming this is data transmission through satellite. Nonetheless, the cost of this 
communication technology is prohibitively high, making it unsuitable for small and 
medium-sized farms. Furthermore, the superior communication mode is determined 

Figure 3. Smart farming-based end to end communication (Ayaz et al., 2019)
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by the needs of the application. Some farms, for example, require sensors that can 
operate at a low data rate but must run for extended periods of time and have a 
long battery life. In such cases, a new Low Power Wide Area Network is chosen as 
a superior resolution for cellular connectivity, not only in areas with long battery 
life but also in areas with a larger connectivity choice at acceptable rates (Beecham 
Research, 2016). Pasture and crop management are the most common applications 
for Low Power Wide Area Networks, although they can also be used in a variety of 
other farming-related applications.

In addition, the Micro Air Vehicle Link is a shared set of communicating rules that 
allows UAVs to connect with Ground Control Stations. It connects the calculating 
platform, the UAV monitoring platform, and the Ground Control Stations applications 
platform (Atoev et al., 2017). Directions, the location of a global navigation satellite 
system, and the velocity of the UAV are all transmitted via Micro Air Vehicle Link. 
The communication space amid UAV and Ground Control Stations is determined by 
the UAV’s conditions. When the UAV is inside LOS, however, it can link up to 2 km 
(Salaan et al., 2019). UAVs are now scheduled to function in return-to-launch means, 
which allows them to automatically return to their initial location if transmission 
is disrupted. This strategy is used to prevent unintentional UAV mishaps or losses 
(Bhandari et al., 2018; Coombes et al., 2018; Kim et al., 2019). Other communication 
methods, like radio-frequency modules, ZigBee, etc. are available to communicate 
between Ground Control Stations and UAVs. Using various technology, such as 
phone apps, can extend the range of communication. Furthermore, the introduction 
of 5G cellular technology has the potential to significantly improve infrastructure 
and data processing speeds, both of which are important for high-definition charting 
(Alsalam et al., 2017; Saha et al., 2018).

In smart farming applications, cloud computing can be utilised for two purposes: I 
gathering and storing information transmitted from a remote client, and ii) processing 
the data and displaying the findings to the users. Visualization, data analytics, and 
decision-making are all examples of data processing. Infrastructure as a Service, 
Platform as a Service, and Software as a Service are three interrelated levels of cloud 
service models that correspond to physical resources, tools to create a wide range 
of applications, and Internet-based applications accessed by end-users, respectively. 
There are various considerations to consider while building and/or implementing a 
smart farming system, such as the associated charges and security standards.

UAV FOR SMART AGRICULTURE

The IoT has accelerated advances in a variety of industries, including agriculture. 
However, when it comes to agricultural, communication infrastructure such as base 
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stations and Wi-Fi is woefully inadequate, stifling the growth of the IoT in this sector. 
One of the key steeplechases while introducing the IoT in the agriculture industry 
is that such communication arrangements and associated utilities are considerably 
worse in growing counties and rural areas. In the absence of a reliable communication 
setup, the data generated by the wireless sensors cannot be communicated. In such 
a case, unmanned aerial vehicles (UAVs) provide a viable alternative. To produce 
advanced processing and investigation data, the UAV system communicates with 
wireless sensors that cover broad areas. Robots are very valuable innovations in 
smart agriculture, and UAVs, sometimes called with drones, have been broadly 
applied (Mogili & Deepak, 2018; Muchiri & Kimathi, 2022). Agriculturalists are 
increasingly using drones or unmanned aerial vehicles (UAVs) to monitor and regulate 
farm development. Some UAVs get deployed for spraying water and insecticides in 
remote areas where human movement is difficult and crops remain at varied heights.

UAVs, often called with drones, are equipped with high-resolution cameras and 
precise sensors and can fly over thousands of hectares of farmland. The importance 
of investigation in all agricultural applications is enormous, especially in forestry 
and crop observation for large zones (Ammad Uddin et al., 2018). As a result, 
farm manufacturing requires a quick, affordable, practical, and wide surveillance 
system with precise data collection and broadcast capability. Currently, there are 
primarily two methods for obtaining aerial photos of a field or farm zone: satellites 
and aeroplanes. Both options are adequate for a macro view of the scenery, but they 
have serious issues with their quality in terms of P.C. views. The pictures are not of 
high-resolution and cannot provide the level of quality that is required throughout 
the investigation. Furthermore, the frequency of visits has issues, and it is difficult 
to collect images on a regular basis. Furthermore, another serious issue is that these 
controls extend above the cloud level, where there is a good chance that both will 
be crowded in terrible weather.

The application of multiple-UAV schemes to the smart agriculture could lead to a 
breakthrough in agriculture. Although still there exist different technical challenges 
to be resolved, the number of multiple-UAV schemes in smart framing has increased 
noticeably. Applying the circulated swarm algorithm, the authors of (Ju & Son, 2018) 
built a multi-UAV scheme aimed at agronomic areas. They evaluated the suggested 
system’s performance and compared the results to those of a solo-UAV system. The 
results of the experiments showed that the multi-UAV scheme outperformed the 
single-UAV system. (Doering et al., 2014) We built and presented an autonomous 
precision agriculture system based on the usage of multiple-UAVs. Genetic Algorithm 
and Particle Swarm Optimization were integrated in (Zhai et al., 2018) to consider 
and solve the challenge of task planning of multiple-UAV schemes, that is a multi-
target optimization issue. They developed a precision farming system made up of 
numerous components, agents, and drones that would work together to complete 
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composite agricultural missions. The goal of this project was to maximise the use of 
restricted mechanised apparatus in smart agriculture. Lastly, in several agricultural 
settings, the integration of unmanned ground vehicles in UAVs was tested (Vu et 
al., 2018).

UAVs, on the other hand, are a platform that provides a “eye in the sky,” which 
solves or eliminates the aforementioned issues with micro views as shown in Figure 
4. The value of photos captured by UAVs is determined by the camera’s resolution, 
which is typically many times higher than satellite images and, more importantly, 
varies according to application requirements. UAVs maintain faster and better NDVI 
to monitor agricultural conditions such as weed mapping, leaf assessments, and so 
on, and provide instant responses to farmers for timely moves. UAVs, on the other 
hand, are boosted in terms of frequency, even if wanted numerous times in a single 
day, and are unaffected by weather conditions unless it rains. UAVs have been chosen 
as the future of precision agriculture due to the aforementioned benefits.

In addition to incalculability, UAVs are required to transport heavy payloads 
in certain insecticide and fertiliser applications. As a result, optimum battery 
consumption becomes critical in such situations to spread out the flight time. Many 
parameters can be measured at this resolution to improve drone efficiency. Initially, 
special appropriate conditions, such as climate or air direction, must be met when 
flying. If you succeed, try to put together the best payload possible and place it 

Figure 4. Different types of agricultural UAVs (Kim et al., 2019)
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correctly. For this situation, attributing the payload near the field, improving in smaller 
numbers, and refilling in its place for putting heavy quantities can be beneficial.

Furthermore, depending on the size of the area and the frequency of visits, 
optimal path selection plays an important role. For this resolution, numerous routing 
arrangements are planned particularly for the UAVs, so picking and achieving the 
suitable arrangement can give clear modification. New actions like tethering systems 
can help with pesticide application and UAV-based agriculture, when drones are 
required to fly with heavy payloads. In UAV tethering, an assembly is given that 
provides power via a lengthy cable, allowing it to fly as long as the farmers have 
power backup on the field; most importantly, it eliminates the need to transport hefty 
batteries. Agriculture is currently regarded as one of the most promising industries in 
which unmanned aerial vehicles (UAVs) can offer solutions to a variety of pressing 
and long-term issues. The following are some of the most important applications in 
which drones are already helping farmers through the system concept.

APPLICATIONS OF UAV INTEGRATED WITH 
IOT THROUGH A SYSTEM MODEL

UAVs integrated with IoT can be used to a variety of smart agriculture applications. 
Through a system paradigm, this section discusses some IoT and UAV applications 
in smart agriculture.

• Smart crop monitoring: Crop monitoring refers to the accurate detection 
of a farm’s various constraints. One of the most important aspects of smart 
agriculture is automatic observation. Sensors placed at strategic locations can 
detect and transmit data to a gateway for further analysis and control. Sensors 
are utilised to control crop restrictions such leaf area index (Orlando et al., 
2016), plant height, colour, form, and leaf size (Dadshani et al., 2015), among 
others. Controlling soil moisture (Sahota et al., 2011; Vellidis et al., 2007), 
farm water limitations such as pH level (Islam et al., 2020), and climate 
factors such as wind speed, wind direction, rainfall, radiation, air pressure, 
temperature, relative humidity, and so on are also possible with IoT and UAV 
(Crabit et al., 2011; Navulur & Prasad, 2017). Remote sensing is also present 
in a highly efficient manner. Remote sensors are connected in lower altitude 
UAVs due to simple sensors, allowing for efficient and cost-effective crop 
control. As a result, high-resolution records are obtained by removing various 
forms of abnormal situations, such as weather.

• Smart pest management: Pest control is usually based on three features: 
detecting, assessing, and treating. First, advanced infection and pest 
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appreciation methods are based on image processing, in which raw images 
are created utilising UAVs or remote sensing satellites through the crop zone. 
Remote sensors typically protect large areas and, as a result, provide higher 
productivity at a lower cost. On the other hand, UAV IOT sensors are capable 
of performing additional duties in data collection, such as environmental 
samples, plant health, and insect situations, at various angles throughout the 
crop cycle. Finally, IoT-based mechanical traps, for example, can capture, 
count, and illustrate insect types while also uploading statistics to the Cloud 
for a more thorough investigation, which is not possible with remote sensing.

• Smart irrigation: Agricultural UAVs equipped with cameras can provide 
incredible views of the exact areas of concern in the field. Farmers can use 
the cameras to control areas of low soil moisture, dehydrated crops, and 
saturated zones, as well as gain an understanding of the overall health of 
the farm’s crops. With traditional farming, such precise observing was either 
impossible, incomplete, or prohibitively expensive due to the need to hire 
specialists to carry out the task and obtain satisfactory results. Currently, 
however, UAVs assist farmers by providing additional benefits to help them 
organise their own operations.

• Livestock monitoring (Animal Husbandry): Livestock monitoring is a 
difficult aspect of agriculture that requires a large amount of labour efficiency, 
resulting in cost-effectiveness issues. It is feasible to take remote surveillance 
on livestock monitoring with this IoT enabled 5g drone. As a result, a growing 
number of researchers are interested in using UAVs as a farming tool. The 
topic of organizing a cluster of UAVs for monitoring and tracking livestock 
like sheep or cattle in a pasture is investigated in this research. We presume 
that all beset creatures have been fitted using GPS collars, and that each 
animal’s motion cannot be overlooked. We also accept that the amount of 
UAVs is adequate to cover the entire meadow, where our goal is to discover 
the best UAV placement to reduce the average distance between animal and 
UAV. We begin by describing a procedure for using UAVs to perform sweep 
coverage. The initial locations of all targeted animals can be acquired by 
deploying UAVs to achieve sweep coverage across the entire pasture. Then, 
using streaming k-means clustering with the initial and updated locations 
from the GPS collars, determine and update the UAVs’ deployment.

• Forecasting: Smart agriculture’s main feature is forecasting, that applies 
present and past data to estimate and calculate significant strictures. Machine 
learning and Scientific are two instances of forecasting apparatuses. For 
example, UAV provides various machine learning models such as the 
regression model for approximating phosphorus amount in the soil (Estrada-
López et al., 2018), predicting soil moisture, plant ailment identification (Gao 
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et al., 2018), Artificial Neural Networks to predict field temperatures (Aliev 
et al., 2018), and so on (Ghosh & Dey, 2021).

System Model

The IoT is a cutting-edge technology dealing with multidisciplinary engineering 
frameworks for domestic and commercial automation libraries. If we consider three 
gateways as such, they are gateways 1, 2, and 3 as shown in Figure 5, the network 
layers will be more concentrated if we adopt the OSI model here. Three gateways 
are sufficient to optimise network traffic to and from the UAV band. After sensing 
data, it may be viewed through several portals with real-time readings after being 
relayed over the gateway to an online cloud server and from the client machine 
(mobile, tablet, PC).

CONCLUSION

This chapter showcases a variety of communication technologies and highlights the 
challenges of IoT and UAV connectivity in remote places in terms of transmission 
range and communication technology. The goal of this chapter is to bridge the gap 
between IoT and UAV by identifying the technical and non-technical challenges that 
must be overcome. Furthermore, the chapter uses a system model to show how IoT 

Figure 5. System model
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and UAVs can be used for smart agriculture. By utilising the mobility of UAVs, the 
study provides a definitive answer to the question of IoT and UAV proximity. IoT 
scalability, heterogeneity, and network coverage constraints can all be considerably 
improved with a UAV-enabled IoT system.
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ABSTRACT

Agriculture is considered to be the driving force of the Indian economy. Production 
of crops is considered to be one of the complex phenomena as they are influenced 
by the agro-climatic parameters. From novice to experienced farmers, at times, 
fail to figure out the suitable crop for their lands, leading to financial loss. This is 
because of the dynamic change in soil nutrient levels and climatic conditions. Hence, 
it is important to predict crops according to the presence of the nutrients in a land. 
Recommending the crops to a farm after considering the nutrients levels of the soil 
and predicting the yield will largely help the landowner in taking necessary steps for 
marketing and storage in the future. These results will further assist the industries 
to plan the logistics of their business who are working in partnership with these 
landowners. In this work, pH and other soil nutrients are estimated from the input 
ortho images to recommend crops that can grow well under the given circumstances.
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INTRODUCTION

India, being an agricultural land ranks second worldwide in agriculture outcome. But 
it is worth mentioning that the gross domestic product share is dropping. Agriculture 
sector contributes around 17% of the GDP and provides employment to more than 
60% of the population as many of the rural households depend on agriculture (Arjun, 
2013; Pawar & Chillarge, 2018). Hence the advances pertinent to technology in 
this era have been used to study the soil to introduce crops that can help increase 
the outcome from agriculture, as this can have an impact over GDP. Soil forms 
the uppermost layer of the earth and supports natural vegetation. For agriculture, 
soil supports the plants by acting as a preserver of water and nutrients. It is known 
for maintaining a balance in the ecosystem. All the properties of soil play a vital 
role in crop production. Out of the physical, chemical and biological properties of 
soil, the pH value forms the paramount criterion for crop sowing. This is because 
the nutrient levels of soil depend on the pH value (Khadka & Lamichhane, 2016). 
Plants consume macronutrients like Nitrogen (N), Potassium (K) and Phosphorus 
(P) along with a few other secondary nutrients.

The term ‘precision agriculture’ is simply the application of geospatial sensors 
and methodologies for detecting discrepancies in the field and fixing them with 
appropriate solutions. Unmanned aerial vehicles (UAV) are utilized as precious 
tools in precision agriculture as they have the ability to collect high resolution 
images. When these localized images collected by the drones are integrated after 
undergoing the rectification process, they form the ortho-photos or ortho-mosaics 
(Oliveira, 2018).

In this work, unsupervised image segmentation by backpropagation neural 
network is used for segmenting the soil section eliminating the trees and buildings 
from the ortho-photos. Multiple Linear regression models are developed to estimate 
the pH and nutrient value of the segmented soil images. Support Vector Machine 
(SVM) classifier is used to classify the nutrients levels into appropriate labels. 
Recommender System suggests crops that might be suitable for the land based on 
the similarity in the soil profiles.

BACKGROUND

Oliveira et al. (2018) proposed a method to detect areas that do not contain plant 
saplings in the coffee crops plantation using ortho-photos. To facilitate decisions, both 
the positions of failures and total failure length is obtained from the ortho-photos.

Ciriza et al. (2017) proposed a method to automatically detect uprooted orchards 
by using textural information from ortho-photos in order to reduce photo interpretation 
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needed to update the agricultural database [AGDB]. Five textural features were 
selected based on GLCM and Wavelet planes. This methodology reduced the photo 
interpretation by 60-85% and achieved an accuracy of 85%.

Afrin et al. (2018) proposed a method to apply data mining techniques to predict 
the yields of staple crops of Bangladesh. Soil factors like pH, nutrients, organic 
substances and climatic data of the past six years were utilized to determine soil 
health. Tewari et al. (2013) proposed a method to estimate plant nitrogen content 
using digital image processing techniques. Observations include the average nitrogen 
consumption and the chlorophyll content. R,G,B and normalized R and G values 
were acquired and Regression models were built which had a correlation coefficient 
of 0.948.

Beycioglu et al. (2017) proposed a method to predict the pH of a solution by 
only using its images. Lee Nelan (2015) devised a method for identifying the soil 
characteristics from the ground images or soil maps through an image processing 
system. Pawar and Chillarge, (2018) proposed an application that can help farmers 
get literate about the soil in their land. J48 decision tree algorithm was utilized as a 
classifier. The devised system informs the farmers about the toxicity level of the soil, 
because of the environmental pollution due to fast industrialization. Boken(2016) 
examined the potential of the soil moisture estimates produced by satellite-based 
microwave sensors. This work concentrated on two areas namely Nebraska and 
California in the United States. He concluded that the soil moisture estimates are a 
vital source of the data that can be used for improvising the crop yield prediction 
models.

Veenadhari et al. (2014) has proposed a prediction model that can predict the 
crop yield well ahead of its harvest period, helping the farmers and other policy 
makers for taking necessary measures for marketing, storage and transportation. A 
software tool called ‘Crop Advisor’ has been developed along with a user-friendly 
interface for determining the influence of climatic parameters on the crop production.

Pudumalar et al. (2016) developed a crop recommendation system using data 
mining by deriving useful information from the agricultural data. Saeed Khaki and 
Wang (2019) developed crop yield prediction by taking into account the factors 
genotype, environment and their interactions. This system was developed using deep 
neural networks. Their model had an accuracy with RMSE 12% of the average yield. 
This method has outperformed Lasso, shallow neural networks and regression tree.

Chlingaryan et al. (2018) had reviewed the machine learning approaches for 
crop yield prediction and nitrogen estimation in precision agriculture. The work 
comprises remote sensing technologies for crop yield estimation and decision making 
along with the recent machine learning based techniques for crop yield prediction 
and nitrogen estimation.
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Abhinav Sharma et al. (2021) presented a comprehensive review on how 
knowledge-based agriculture has the potential to increase product quality and 
productivity in the long run. The authors focused on soil factors such as carbon, 
moisture level, crop yield prediction, disease and weed detection in their review. 
The regression techniques, according to the author, serve as the foundation for soil 
qualities and meteorological parameters.

In this work, a crop recommendation model is developed to assess the quality of the 
soil by classifying the soil from the ortho images and recommending suitable crops.

SYSTEM FRAMEWORK

This section describes the modules involved in the proposed work. The modules 
include region of interest segmentation from orthophotos, prediction of pH and 
nutrient values, classification of the nutrient records and recommendation of the 
crops. Figure 1 shows the system framework of the crop recommendation and yield 
prediction system. Soil regions are segmented, eliminating the trees, weeds and 
buildings, through unsupervised image segmentation using backpropagation. The 
segmented regions are classified into different soil types such as Red, Black, Brown, 
Laterite and Coastal (National Portal of India,2021; Chandra Shekara et al., 2016).
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With respect to the boundaries marked as a result of segmentation, areas of the 
segmented regions are calculated to help find out the yield. Regions are labelled 
using different colors according to the category they fall in, and the mean red, green 
and blue values are extracted to calculate the pH index value. From the pH index, 
macronutrients like Nitrogen, Phosphorus and Potassium are estimated using linear 
regression.

Unsupervised Image Segmentation Using Backpropagation

Convolutional Neural Network is deployed to extract the pixel level features from 
the given ortho-images (Kanezaki, 2018). This is taken as the required output, and 
backpropagation is carried out by finding the error between the predicted cluster 
label for each pixel and the actual label.

Figure 1. System Architecture
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Classification Based on Soil Color

A Convolution Neural Network is used to extract the pixel level features of the 
segmented ortho images. Images are classified as Black soil (type 0), Red soil (type 1), 
Brown soil (type 2), Laterite soil (type 3) and Coastal soil (type 4). Segment number, 
soil type, area, mean R, mean G, mean B are obtained from the segmented image. 
Every segment is given a segment id which can be used to plant the recommended 
crops. Area of each segment is also calculated to determine the yield that might be 
possible. The mean RGB values obtained are used to predict the pH values with the 
multiple linear regression model.

Prediction with Regression Models

An extension of simple linear regression that is used to predict an output variable 
‘y’ on the basis of many other unique predictor variables ‘x1’, ‘x2’ etc. is multiple 
linear regression. A model with three predictor variables and one single response 
variable is given by the equation (1),

pH = b0 + b1R + b2G + b3B (1)

Where b0, b1, b2 and b3 are the regression weights and R, G, B are the mean red, 
green and blue values (Kassambara et al., 2018). Simple linear regression models 
are used to find the relationship between pH and macronutrients. Multiple Linear 
Regression models are used to find the relationship between pH and the mean RGB 
values. pH was the response variable and the features extracted from the image 
were the predictors. The model was trained with the features of the image and their 
pH values in order to predict the pH for a query image. To interpret the multiple 
regression analysis, it is important to scrutinize the F-statistic and the associated 
p-value which is given by the summary of the model. The predictor variables are 
significantly related to the output variable if the p-value is less than 2.2 e-16 (Kumar 
et al., 2014). The features extracted from the image had a strong association with the 
pH value. Any attribute that is not considered worthy in prediction can be removed. 
For agricultural lands, the soil pH mostly varies from 6 to 8 (Chandra Shekara et 
al., 2016). The nutrient levels were predicted from the obtained pH values using 
simple linear regression (SLR). In SLR, the pH was the predictor variable and every 
macro nutrient N, P and K were considered the response variable. In this work all 
the macronutrients were positively correlated with the pH within the range of 4.0 to 
8.5. This can be observed from the soil nutrients and pH availability chart suggested 
by Chandra Shekara et al. (2016)
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The nutrients values dwindled in the extremes i.e., in the strong acidic and alkali 
regions highlighting that the lands are not suitable for cultivation. The overall quality 
of the model built can be assessed by the r-squared and the residual standard error 
(RSE). The value of r-square ranges from 0 to 1. In MLR, this value represents the 
coefficient of correlation between the observed values of pH and the fitted values. 
RSE gives a measure of the error of the prediction. The model is more reliable with 
a less RSE. The error rate of the model is determined by dividing the RSE by the 
mean outcome variable.

Classification of Nutrients

SVM is a supervised learning model that is associated with learning algorithms 
that analyze data used and can be made use in classification problems (DataCamp 
Community, 2019). Radial basis kernel function is used to classify the nutrient 
records. The performance of the model can be increased by tuning its parameters. 
All the pH and the corresponding nutrient levels with labels are fed to the classifier. 
In this work, 223 soil instances with pH ranging from 4 to 9 and nutrients values 
in mg/kg were given. The classifier is proved reliable by analyzing the hit and 
miss count in the test phase. This labelled nutrient database is used to build the 
recommendation module.

Building a Recommendation Model

Crops based collaborative approach is a model-based algorithm for recommending 
crops. Model based algorithms consist of building a model based on the dataset on 
crop yields. This approach offers both speed and scalability. In this algorithm, the 
similarity values between crops are calculated by observing all the lands that have 
given a good yield of these crops. This is obtained using cosine similarity measures. 
The similarity values are used to predict the crops for new queries (Kawasaki & 
Hasuike, 2017).

Cosine based similarity, also known as the vector-based similarity (Han et al., 
2012) is computed using equation (2). Any two crops and their yields are taken as 
vectors and the similarity between them is defined as the angle between these vectors.

sim i j i j i j

i j
( , ) cos cos( . )

.

.
= =

� �
� �

� �2 2
 (2)

All the crops that are similar to the target crop are acquired from the similarity 
matrix and prediction is carried out. From this set, the crops for which the land 
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has given a good yield alone are taken. The weight for each crop is given by the 
similarity between the crop in the list and the target crop. A threshold yield value 
is set for those crops that don’t have more yield scores.

Crops that satisfy most of the state’s needs are collected from the past crop 
production dataset (National Portal of India,2021). The different nutrient levels that 
these crops require are collected and arranged in a form accessible for analyzing. 
Crop specific details like their common name, scientific name, and desired nutrient 
levels to give optimal growth, number of heads that could be planted in per meter 
square and number of grains that can be extracted, which are notable attributes 
were acquired. Having identified the nutrient levels, the yield attribute helps in 
conveying on what nutrient level the yield is better, which acts like a score. If crop 
A and B had given high yields to land L1 and L2, then crops like A and B (similar 
in nutrient requirements), can be recommended to lands similar to L1 and L2. This 
is a crops-based collaborative recommendation. By doing this, possible crops for 
the land are identified and also the ones that might give high yields, thus helping 
to work on the profits.

IMPLEMENTATION AND RESULTS

Segmentation and Feature Extraction

Segmentation was done on the ortho-photos collected through the USGS satellite 
imagery for selected areas in Tamil Nadu (Kanezaki, 2018). The network used 
for performing the unsupervised image segmentation consists of a block of 2D 
convolution, ReLU, and batch normalization layers repeated for M times followed 
by a block of 1D convolution, batch normalization, and Argmax classification to 
classify each pixel into the corresponding cluster. When the query image is given 
as input to the model, the algorithm predicts the cluster labels for each pixel with 
fixed network parameters and trains the CNN model with the cluster labels identified 
through super-pixel refinement using SLIC. The network is trained such that all the 
pixels in a superpixel are allocated to the same cluster. Three major soils are widely 
found in the state according to the Tamil Nadu Agricultural University and they are 
Red, Black and Laterite Soils (National Portal of India,2021). Parts of the images 
have vegetation and few other noises like trees and buildings, which have to be 
extracted from the region of interest. As the segmentation method is unsupervised, 
the ground truth values are given by the simple linear iterative clustering algorithm 
that clusters super-pixels, which are a group of pixels that share similar characteristics 
(Kanezaki, 2018). The backpropagation network makes use of the ground truth to 
classify the pixel into the right cluster. The segments are correctly marked when 
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the error between the predicted and actual cluster label is as shown in Figure 2 and 
Figure 3.

Figure 2. Segmented Image
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A classifier model labels the type of the segmented regions based on the features 
extracted. It helps in classifying the regions as red (type 0), black (type 1), laterite 
soils (type 2), coastal (type 3) and others. If a segment fails to fall in type 0, 1, 2 
and 3 it is put into the others folder (trees, weeds and buildings). The quantitative 
information collected from the image is illustrated in TABLE 1.

Figure 3. Input Ortho-photo

Table 1. Values extracted from the region of interest

Sl No Color Assigned Area R G B

1 Dark green 65.225 178 162 149

2 Violet 139.561 117 95 90

3 Dark Pink 173.713 152 120 110

4 Orange 606.661 131 118 111

5 Light green 963.654 181 175 161
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Every segment is marked with a segment id and its type in order to traverse 
back to have an idea of where the recommended crops are to be planted. Area of 
the segment is also calculated to find the yield that might be possible after having 
sowed the offered crops. Dots per inch are taken from the properties of the image 
to find out the area. Orthophotos considered in this work, possessed 96 dpi. One 
pixel is measured to be 0.264 mm. So, the product of the number of pixels in the 
area and the area of one pixel gives the total area of the segment. Using the mean 
red, mean green and mean blue values taken from the region, the multiple linear 
regression model predicts the pH value.

Prediction using Regression

Soil samples with their measured pH values from the laboratory were taken for the 
purpose of prediction (Kumar et al.,2014). The MLR model was deployed to learn 
the relationship between the red, green and blue values (independent variable) and 
the pH of the sample (dependent variable). The training and the test set was split 
in an 80-20 ratio. TABLE 2 shows the actual and the predicted pH values of the 
test set. Multiple r-squared and adjusted r-squared values were 0.9463 and 0.9428 
respectively.

The soil nutrients dataset as in TABLE 3, collected from ‘PANGEA’ contains 
the nutrient levels analyzed for over 600 soil samples (Neelan, 2015). Notable 
attributes included the soil pH, Nitrogen, Potassium and Phosphorus levels in mg/
kg. This helped to identify the nutrient levels based on the pH value. The dataset 
was labelled to help classification, based on the guidelines given in the farmer’s 
handbook by the Organization of Ministry of Agriculture and Farmers welfare 
namely deficient, insufficient, sufficient, excess and toxic (Chandra Shekara et al., 

Table 2. Actual and Predicted pH values

Index Actual Values Predicted Values

1 7.318242 7.29

2 6.982465 7.11

3 6.821710 6.85

4 7.427179 7.44

5 7.642593 7.59

6 7.330362 7.32

7 6.816855 6.90
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2016). Figure 4 shows the relationship between the pH and the nitrogen values of the 
samples considered. It can be seen that the pH and nitrogen are positively correlated 
in the range of 4 to 9. Nitrogen samples range from 1 mg/kg to 25 mg/kg. Figure 5 
shows the relationship between the pH and Phosphorus. pH and Phosphorus have a 
positive correlation and the multiple r-squared value was 0.9 proving the prediction 
can be a reliable one. Similarly Figure 6 shows how the pH is associated with the 
Potassium values. All the macronutrients are positively correlated within the pH 
range 4 to 9 and they have negative correlation in the strong acidic (less than 4) and 
the strongly basic (above 9) regions.

Figure 4. Plot b/w pH and N

 EBSCOhost - printed on 2/9/2023 5:19 AM via . All use subject to https://www.ebsco.com/terms-of-use



54

Recommendation of Crop and Yield Prediction

Figure 5. Plot b/w pH and P
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For all the segments identified, nutrients levels are estimated so as to create a 
nutrient database. It consists of the segment number, pH value, macronutrients levels 
and type of the soil as shown in Table 4.

Figure 6. Plot b/w pH and K

Table 3. Actual vs Predicted values in classification

Actual / Predicted Deficient Insufficient Sufficient Excess Toxic

Deficient 35 0 1 0 0

Insufficient 0 5 0 0 4

Sufficient 0 0 22 0 0

Excess 0 1 0 6 0

Toxic 0 0 0 0 0
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The nutrients records are classified using the SVM. The class label was determined 
by the model using the pH and the macro nutrient levels. 62 support vectors were 
constructed in order to separate the records 12,21,12,12 and 5 for deficient, insufficient, 
sufficient, excess and toxic respectively. Radial basis kernel function was used and 
the gamma value was set to 0.25. A classification accuracy of 91.89% was achieved 
when the test set was given to classify.

Recommendation by Collaborative Filtering

Collaborative models make use of the given data by looking into the dataset how 
the crops have responded with yields to the different nutrient levels. It takes in the 
information about the crops-nutrient levels and their yields in tons. If the crop is 
able to grow in one or more nutrient levels, then it is recommended for the land that 
has nutrient level for which the crop has given better yields. Hence this model aims 
at collaboratively recommending crops based on the yields. Few other crops with 
guidelines can be recommended, so that the farmer can change the soil pH by adding 
organic manures to prepare the land to give out profits. Top 3 crops are offered by 
the model which is presented according to the yield levels. Yield is calculated as 
given in equation (3) which is suggested by Pawar and Chillarge (2018).

Yield Y AHS ( )
104

 (3)

where A is the area of the land in m2, H is the number of saplings that could be 
planted per m2 and S is weight of the seed in mg. The result is given in tons/hectare 
and is recorded in Table 5.

Table 4. Nutrients database

S.No AREA pH N P K Label

1 0.042 7.68 22.26 10.136 17.9 S

2 0.058 7.01 18.69 8.5114 14.4 I

3 0.03 7.6 18.69 9.9426 17.1 S

4 50.27 7.55 21.83 9.8255 16.9 S

5 12.66 6.38 21.58 6.9927 11.6 I

 EBSCOhost - printed on 2/9/2023 5:19 AM via . All use subject to https://www.ebsco.com/terms-of-use



57

Recommendation of Crop and Yield Prediction

The recommendation model built is evaluated using a 5-fold cross validation 
method. The dataset is split into five sets and each set acts as both a testing and 
training set. This helps to know the effectiveness of the recommendation system. 
Table 5 shows the crops recommended by the system developed along with the 
estimated yield.

CONCLUSION AND FUTURE WORK

It is possible to affirm that the methodology proposed is feasible and can be used for 
filtering out the crops most suitable for the land. Unsupervised image segmentation 
using backpropagation helps to extract the region of interest completely without 
any sorts of noise. It is very costly to determine the pH and soil nutrients from soil 
testing laboratories and so existing datasets were requested from similar works to 
estimate nutrient levels. Recommending crops collaboratively will help to match 
the demand by giving out more new crops according to the demand. Best three 
crops with yields are produced and it is left for the cultivators to choose their own 
as they wish depending on other criteria. Recommendations can be made giving 
importance to any of the attributes like yields, demands, climatic conditions. The 
work can be implemented in the form of mobile applications to make it available 
for farmers. The yield calculation is approximate and can assist the industries to 
know the yield that can be expected from the farm. Future work can be to extend 

Table 5. Crops offered along with yield prediction

Segment_id Crop_name Yield

1
Dry Ginger 
Cardamom 
Brinjal

283.17968 
14.3868 
0.169068

2
Crab-apple 
Kiwi 
Peanut

0.06791 
0.01480 
0.01258

3
Pineapple 
Apple 
Corn-sweet

22.1224 
0.0665 
0.1256

4
Tomato 
Onion-Dry 
Banana

99.7731 
2.76170 
0.01456

5
Tomato 
Tamarind 
Kiwi

99.7731 
7.47845 
0.01480
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the recommendation phase by adding more vital parameters to the model to train, 
contributing significant advancement in the agriculture sector.
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KEY TERMS AND DEFINITIONS

Agriculture: It is the art of growing crops. Many families in India depend on 
agriculture.

Classification: Categorization of objects into groups based on the existing 
ground truth values. Artificial Intelligence based algorithms classify objects easily.

Collaborative Filtering: This method can be used to predict the plantation of a 
suitable crop that can yield profit to the requesting user by collecting and analyzing 
relevant agricultural data in different types and from different sources.

Crop Recommendation: Suggestions about crops that are given to agriculturalists 
based on the pH values, types of soil, the nutrient contents present in the soil and other 
characteristics. The crops planted based on the suggestions yield maximum profit.

Image Segmentation: This technique is a pre-processing activity that is carried out 
in image processing. This partitions the image into multiple segments and identifies 
the different bounded regions present in the image using computer algorithms.

Soil Color: Soil color refers to the composition of the soil. It might be due to the 
minerals present in the soil. Soil exhibits different colors like black, red, brown, etc.

Soil Nutrients: The three important nutrients present in the soil are Nitrogen 
(N), Phosphorous (P), and Potassium (K) which are popularly quoted together as 
NPK values.

Unsupervised Segmentation: Algorithms that understand the different bounded 
segments that are present in an image by itself without referring to the ground truth.
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ABSTRACT

Today, drone systems have become an emerging technology for agriculture applications as an 
unmanned aerial vehicle (UAV). They help the farmers in crop monitoring and production. 
They are used to reduce human resources and to control pollution in the agriculture field. In 
real-time, drones are suitable for working in the agriculture field during strong winds and 
even in various climate conditions. This chapter proposes an amphibious unmanned aerial 
vehicle (UAV) system design and implementation for agriculture applications. Drones are 
useful to avoid deforestation in India. The estimated simulation results are used to calculate 
the drones’ efficiency using their weight, flying time, and power consumption. In this chapter, 
three different UAV system phases have been discussed (i.e., design of drones, the building 
of payload, and evaluation of drone using the software). This chapter helps the beginners 
understand the necessary calculations of the drone design along with thrust values, select 
the propellers sizes, and calculate the drone’s flying time, stability, and power consumption.
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INTRODUCTION

In present days, Unmanned Aerial Vehicles (UAVs) are the emerging technology in 
the modern technological world. The UAVs are also called Drones, and an aircraft 
system operated without a human pilot. The drones are smaller than the commercial 
aircraft system, which can be performed in an autopilot mode (Tezza and Anjudar, 
2019). A ground-based controller controls the onboard electronic components of 
the drones via wireless communication. The drones can be operated either through 
remote control by a human or autonomously by programmed computers. Self-
automated drones are employed in recent advancements which carried out missions 
without human involvement like surveillance systems, artificial intelligence, cloud 
computing, machine, and deep learning. In earlier days, drones were designed and 
implemented in military applications (Mogili and Deepak, 2018). UAVs have been 
used in various commercial and agricultural applications in recent days. Future 
UAV-based networks are needed to supply high data rates, security, range, and 
dynamicity. During this context, operative UAVs victimization the coming tactile 
web surroundings and low latency 5G networks will solve network coverage and 
data rates (Hayat et al., 2016).

Furthermore, the employment of computer code outlined Networking (SDN), 
Network performs Virtualization (NFV), and Intent-based Networking (IBN) will 
solve the difficulty of dynamic network management? The applications of UAVs 
are speedily increasing in most civilian domains. Air taxis, Food drones, drones for 
medication delivery are several UAVs’ main civilian applications. It’s imperative to 
verify the UAVs’ genuineness and operations in such applications that Blockchain 
technology may be an excellent resolution. UAVs’ power constraints may be 
self-addressed by recharging batteries on the go with solutions like star panels or 
wireless charging. Besides, higher algorithms may be enforced to create the UAV 
computations additional energy economical (Mozaffari et al., 2016). Most sensible 
applications of UAVs would usually need a swarm of the many drones instead of 
one drone. Correct management, cooperation, and autonomy of such hives would 
need numerous computing and Machine Learning algorithms. The geographic 
vary of operations, clearance of access to civilian and military airspaces, network 
coverage, the period of flight, security needs, autonomy, among several others, are 
several the problems that should be self-addressed before such applications become 
a reality. Broadly, these are the class of measurability and security. This special issue 
explores application-specific UAV platforms that use novel techniques for multiple 
new applications that are scalable and secure (Alzenad et al., 2017).

The UAVs are real-time systems that require a fast response to changing the sensor 
information. Therefore, UAVs depend on single board programmed computers for 
their computational necessities. The agricultural applications of drones are weather 
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analysis, monitoring crops’ healthiness, spraying fertilizers, sowing seed balls, 
irrigation systems, etc. The drones are classified into four types based on the type 
of aerial platform.

Multi-Rotor Drones

The multi-rotor drones are commercially used, easy to manufacture, and more 
economical. The speed and flying time of these drones are limited. It is used for 
standard applications like photography and video surveillance systems. The flying 
time of these drones is around 30 minutes. Hence these drones are not suitable for 
larger-scale applications.

Further, these drones are classified into four types depending on the number of 
rotors used. The four types of Tricopter have three rotors, Quadcopter has four rotors, 
Hexacopter has six rotors, and Octocopter has eight rotors. Among these types, 
quadcopters are widely used for commercial purposes (Mogili and Deepak, 2018)

Figure 1. a. Tricopter; b. Quadcopter; c. Hexacopter; d. Octocopter
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Fixed Wing Drones

The fixed-wing drones are operated remotely by humans or onboard computers. 
They are usually used to carry heavier loads to a longer distance. These drones are 
capable of flying around for a few hours. They are flying at higher altitudes with 
more stability. The typical applications are field surveys, surveying forest areas, 
topographical maps, etc. The fixed-wing drones are operated with solar energy, in 
which the solar panels are placed over the surface of the two wings (Pobkrut et al., 
2016).

Single Rotor Drones

The design and structure of these drones are like helicopters. The drone’s size is 
enormous compared to the multi-rotor and fixed-wing drones. Gas engines can also 
power single rotor drones. The flying time is high and has more efficiency than multi-
rotor drones. The design of these drones is much more complex and more economical. 
Training is required to lift and fly them. These drones have one oversized rotor for 
spinning wings and a small rotor for direction and stability (Murugan et al., 2017).

Figure 2. Fixed-wing drone
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Hybrid VTOL

It is a hybrid version of a drone that combines the benefits of fixed-wing and 
rotor-based models. In recent days, these types of drones are used for delivering 
packages due to their capability of longer flying time. These drones have gyros and 
accelerometers used to maintain the drone’s stability in the air. They can operate 
either by remote or automated mode (Puri et al., 2017).

Figure 3. Single rotor drone

Figure 4. Hybrid VTOL
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Further, the drones are categorized with three other parameters: size, range, and 
endurance:

By Size
 ◦ The Nanosize of the drone is up to 50 cm.
 ◦ Small – the size is less than 2 meters in length.
 ◦ Medium – smaller aircraft had a lighter weight.
 ◦ Large – Aircraft for military applications

By Range
 ◦ Close-range: coverage area is around 3 miles with an average 20-30 

minutes flying time.
 ◦ Short-range: coverage area is around 30 miles away from the users and 

has flying time ranges from 1 hour to 6 hours.
 ◦ Mid-range: operated around 90 miles surface with up to 12 hours flying 

time.
By Endurance

These drones are used for surveillance systems and military applications. More 
endurance drones can continuously fly up to 3 days with a coverage area of 
around 400 miles.

BASIC MATERIALS AND METHODS TO DESIGN THE DRONE

Drones are advanced machines with different components connected to carry out 
the work. Each element in the drone plays another function. The material selection 
for each element is being considered to minimize the weight and enhance the 
performance. To increase the flying time and performance, the drones must be 
light-weighted. Low-density materials are an excellent choice to reduce the overall 
mass of drones. The parts of the drones are frames, motors, propellers, batteries, 
cameras, and sensors (Saari et al., 2017).

The drones must generate enough thrust compared to their weight to fly in the air. 
Hence, the selection of materials plays a vital role in drone design. The commonly 
used materials are carbon fiber-reinforced composites, Aluminium, Lithium-ion 
batteries, Thermoplastics such as polyester, nylon, polystyrene, etc. The weight of 
each component is considered to improve efficiency.

Software Used to Design the Drone Structure

The computer-Aided Three-Dimensional Interactive Application (CATIA) is the 
software used to develop the computer-aided design, computer-aided manufacturing, 
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computer-aided engineering, and 3D formats. We can realize how to configure or 
reuse the working information accessible from previous plans without any preparation. 
It is highly used in the aerospace and defense industries for electrical and electronic 
system design and mechanical engineering. The structure of the drone and payload is 
varied depending upon the applications. This software is used to create the drone’s 
3D frame structure, including the top plate, bottom plate, mainframe, payload, etc. 
figure 5 shows the drone’s isometric view (Jawad et al., 2019).

A Computer Numerical Control (CNC) router is a system programmed cutting 
machine that is highly used to cut various materials such as wood, composites, 
aluminum, plastics, glass fibers, steel, and glass. The drone parts are designed using 
plastics, carbon, and glass fiber because the weight should be minimum. Hence, CNC 
routers are widely used to effectively cut the various parts of the drones. Figure 6 
shows the bottom plate design of the drone (Telagam et al., 2017)

Figure 5. Isometric view of the drone in CATIA
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Parameters Used to Design the Drone

The drones’ design parameters are the frame, motors, propellers, batteries, cameras, 
and sensors. The structure gives mechanical strength to the drones. They are holding 
the various parts of the drone. The frame should be more assertive as well as less 
weight. Thermoplastics and carbon fiber-reinforced composites are suitable materials 
with good strength and high stiffness with low density. The motors and propellers 
are used to lift the drone from the ground. The choice of motor and propeller plays 
a vital role in determining the performance. The engine consists of winding of coils 
and magnets. The motor generally dissipates more heat. It is encapsulated with 
proper heat dissipating material like aluminum. The choice of propellers is another 
parameter that should withstand high speed.

The batteries are the power hub of the drones. The energy efficiency of the 
batteries should be more. The higher capacity supports more flying time in the air. 
Lithium-ion batteries are the right choice, offering good energy and power with 
lesser weight. In recent days, supercapacitor technology has been incorporated in 
better-performance drones (Moribe et al., 2018). The sensors are considered the 
nervous system of drones. They are doing various roles in the internal and around 
the drones. The sensors are used to maintain balance when flying in the air. The 
commonly used sensors are gyroscopic, accelerometers, tilt, magnetic, airflow, and 
GPS (Liang and Delahaye, 2019). The cameras are attached to the mainframe of 
the drones. High-quality cameras with lesser weight are more preferred. Advanced 
microchip technology is installed in the drones to make them intelligent and fly 

Figure 6. Bottom plate design in CNC router
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without humans’ help. Semi-automated drones are highly preferred in industries 
that require less human supervision (Murugan et al., 2016).

ARCHITECTURE DESIGN OF THE DRONE

The drone’s architecture consists of three main categories: a radio control section, 
a flight control section, and a payload section. The radio control section includes 
the wireless transmitter, receiver, and servos. The transmitter section unit controls 
the drones’ speed, direction, and sensor operation by sending the command signal 
at a specified radio frequency to the receiver. Figure 8 shows the architecture of the 
drone (Agarwal et al., 2018).

The flight control system takes the responsibility to control and maintain the 
drones’ stability in the air. It is acting like a human pilot in unmanned aerial vehicles. 
Finally, the payload structure is designed accordingly to the specific operation of 
the drones. There is no fixed payload structure in the design of drones. Generally, 
the payload is an additional part attached to the drones to carry out the specified 
applications (Saha et al., 2018).

Transmitter and Receiver of the System

The transmitter and receiver system of the drones uses the omnidirectional antenna 
to communicate. The transmitter sends the control information to the drone in radio 
waves at a frequency of 2.4 GHz. The receiver unit is placed at the top of the drones. 

Figure 7. The architecture of the drone system
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The receiver unit shares the power backup from the drones. The transmitter unit is 
energized with the help of separate batteries.

The effective communication range between the transmitter and receiver is 
generally around one kilometer. The receiver’s sensitivity is made too high because 
the drone’s flying and specific operation are commanded by the human or automated 
computer via the remote control. Figure 8 shows the RC transmitter (Adamu et al., 
2020).

Figure 8. RC Transmitter

Figure 9. RC Receiver
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The RC transmitter primarily uses four ways: Roll, Pitch, yaw, and throttle to move 
the drone. The Roll is used to move the drone to the left or right direction, Pitch is 
used to move the drone in the forward and backward movement, The Yaw is used to 
rotate the drone in a counter-clockwise or clockwise direction the air. The throttle 
controls the power delivered to the drone motors from the battery, making the flying 
drone go faster or slower. Figure 9 shows the RC receiver (Telagam et al., 2017).

Pulse Width Modulation (PWM)

The pulse width modulation technique is commonly used in wireless communication 
protocol, such as radio wave communication in drones and flight controllers. The 
pulse width range in radio controllers ranges from 1000 to 2000 microseconds at a 
frequency range from 40 to 200 Hz. The flight controller’s information to the RC 
receiver is in the form of a pulse width modulated signal. The pulse width modulated 
movement uses a separate wire for each channel (Patel et al., 2015).

The PWM is highly preferred to achieve the operation at the load. The load was 
not affected because the PWM switching frequency is very high, which results in 
the switching at load can be done smoothly. The advantage of using PWM is that the 
loss of power at the device is significantly less. Hence, modern drones prefer PWM 
because when the switch is on, the power is delivered to the drone’s motors is high, 
the button is off, and there is no current supplied to the engines. The controlling of 
the drone’s speed is achieved through PWM with minimum loss of power. Figure 
10 shows the duty cycle duration used in designing (Fujimori et al., 2018).

Figure 10. The duty cycle duration of CNC router
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Electronic Speed Controller (ESC) and Motors

The Electronic Speed Controller (ESC) is an electronic device that plays a significant 
role in controlling and regulating an electric motor’s speed. ESC is also used to 
change the direction of the engine and dynamic braking. ESC is mainly used in 
remote control applications such as electric vehicles, boats, airplanes, model trains, 
helicopters, and quadcopters. Nowadays, it is an essential component of the present 
quadcopters that gives the electric motors higher power, frequency, and resolution 
of three-phase AC power. ESC provides a wide variation in the speed of the engine. 
It controls the speed of the motor, which is always necessary for a quadcopter to 
fly. The electronic speed controller is shown in figure 11.

Generally, ESC is categorized as the different current ratings. It is also called the 
current speed controller. The power given to the motor is rapidly switched ON and 
OFF. The MOSFET transistor inside the controller is used as a switch, around 2000 
times per second. Hence, the speed of the electronic motor is effectively controlled 
by the controller. If the MOSFET is ON, the larger current flows through the motor 
winding, rotating the engine at high speed. If the MOSFET is OFF, the motor coils’ 
current flow is blocked, reducing the motor’s speed. The larger current rating devices 
are used in airplanes (Bristeau et al., 2011).

Figure 11. Electronic Speed Controller
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The pulse width modulation signal with pulse width varies from 1 ms to 2 ms is 
used as an input to operate electronic speed controllers. The duration of the pulse 
width controls the speed of the motor. If we give smaller pulse width, the engine 
will rotate at full speed. The electronic speed controller has two types:a brushed 
electronic speed controller and a brushless electronic speed controller. The brushed 
ESC is commonly used for remote control applications. It carries small powers, 
and the performance is quietly low. The brushless ESC is used nowadays because 
it offers high power performance compared to the brushed ESC. It is widely used 
in quadcopter applications because of its long-lasting capability (Somanaidu et al., 
2018).

A Brushless Direct Current Motor (BLDC) is an electronically commutated motor. 
It is an asynchronous DC motor. Compared to the brushed DC motor, the BLDC 
motor has a high power to weight ratio, high speed, reasonable speed control, longer 
lifetime, high efficiency, and low-cost maintenance. The rate of the BLDC motor is 
controlled by a specific closed-loop controller called Electronic Speed Controller. 
The controller delivers current pulses to the engine’s winding, which manages the 
required speed and torque. Figure 12 shows the BLDC motor (Telagam, et al., 2017).

Figure 12. BLDC Motor
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The rotating permanent magnet surrounds the fixed armature of the brushless 
motor. The electronic controller regularly switches the current phase to the engine 
to regulate the required speed and direction. Too much heat due to high input power 
affects the magnetism of the permanent magnet inside the motor. BLDC motors’ 
applications are electric vehicles, industrial engineering, motion control systems, 
positional and actuation systems, radio-controlled cars, and aeromodelling. The 
modern quadcopters use BLDC motors, which are available in various power-to-
weight ratios and are more reliable (Telagam et al., 2019).

Battery Elimination Circuit (BEC)

The battery eliminator circuit is a voltage regulator. The modern drone uses high 
voltage batteries to supply its various electric and electronic parts. Hence, a device 
is needed to step down the high voltage into smaller voltages. The drones use the 
BEC to properly step out the single source’s power into various parts. The drones 
cannot carry multiple batteries to deliver the energy for their various electric and 
electronic components. Hence, the recent drones effectively utilize the single energy 
source with the help of battery eliminating circuit (Telagam et al., 2019).

Figure 13. Battery Elimination Circuit
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Rotor-Propellers for the Flying Drone

The propellers in the drones effectively transform the rotary motion into thrust. They 
create the difference in air pressure between the drones’ top and bottom surfaces, 
sufficient to lift the drones into the air. The propellers are arranged in pairs that 
can spin either clockwise or counter-clockwise to balance the drones in the air. 
The propellers’ rotating speeds are controlled by varying the voltage applied to the 
motors through electronic speed controllers. The battery elimination circuit and pair 
of propellers are shown in Figures 13 and 14.

The rotor’s power is positively related to the size of the propellers. Smaller size 
propellers require minimum energy to lift the drones because these have less inertia, 
which is easier to control and change the speed. The longer propellers lift the drones 
to a greater height than the shorter propellers, but it requires more power from the 
motor (Torres et al., 2020).

The propellers having more blades provide a more comfortable lift of the drones 
into a more considerable height. Increasing the number of edges in the propellers leads 
to the issue of faster battery drain. Hence, the drone propellers can be constructed 
with two, three, or four blades. The blades are made from plastic or carbon fiber to 
give the drone more flexibility with lesser weight (Al Murad et al., 2020).

THRUST ESTIMATION OF THE DESIGN

Thrust is the vital force to lift the drone from the ground. Thrust calculation is 
necessary for the drones to fly in the air. The drone’s weight is known to choose 
the number of motors required to lift the drone. The weight is split into three main 

Figure 14. Pair of Propellers
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components: drone weight, battery weight, and equipment weight, and weight, 
including the weight of the main structure like frames, motors, propellers, and 
landing gears. The equipment weight includes the importance of the detachable 
equipment such as sensors, cameras, and payload.

The thrust-to-weight ratio is an important parameter to determine the optimal 
thrust of the drone motors. The drone motors’ manufacturers display the thrust 
value, the weight that the single motor can lift from the ground. In general, the 
thrust-to-weight ratio is maintained at 2:1 for the drones’ effective operation. The 
high thrust-to-weight ratio is advisable for easier control of the drones.

Throttle Measurement

The throttle is used to control the upward and downward motion of the drones in 
the air. The positive throttle lifts the drone upward, and the negative throttle will 
pull down the drone to the ground. The flying height of the drone is not similar 
for all applications. The drone’s size in the air is chosen according to its operation. 
Hence, throttle control plays a vital role in maintaining the drone’s altitude in the 
air for its specific function.

Flying Mechanism of the Drone

The rotors of the drone are used for propulsion and control. The rotor rotates the 
propellers at high speed, which creates a difference in the air pressure between the 
drones’ upper and lower surfaces. It refers that the basic principle behind lifting the 
drone from the ground. The rotors can rotate in the clockwise as well as counter-
clockwise direction. It allows our drones to change their direction of flying in the 
air. The faster rotation of the rotors lifts the drone to a more considerable height.

The drone lifting process includes the rotors’ net thrust greater than the gravitational 
force. The weight of the drones is positively related to the thrust estimation. The 
gyroscope stabilization ensures the smooth flying capability of the drones in the air. 
It provides the essential and required information to the flight controller to maintain 
the stability of the drones.

The flying of drones in the air was controlled by manual or auto mode. Manually, 
the drones in the air are maintained remotely by human. There are four significant 
controls of the drone are Roll, Pitch, yaw, and throttle. The Roll is used to change 
the direction of the flying drone to the left or right direction. For example, they 
push the roll stick to the left results in the propellers, allowing the air to the right 
and forcing them to fly towards the left (Ganeshamurthy, et al., 2020).

Pitch is used to move the drones in the air to the forward and backward direction. 
While pushing the transmitter’s pitch stick, it sends the command to the rotors that 
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change the drones’ motion. Yaw is another flight control tool used to rotate the 
drones clockwise or counter-clockwise in the air.

The yellow color arrow mark shows the propellers’ P1, P2 -Anticlockwise rotation, 
and the Blue color indicates the P3, P4- Clockwise rotation of the propellers. Figure 
16 shows the flying mechanism of the drone.

Fly Time Calculation

The maximum time of the drones or UAVs in the air without refueling or recharging is 
called flying time. The flying time of the small drones ranges from 20 to 30 minutes. 
The larger drones can fly around in a few hours. Solar-powered drones are used in 
the coastal and forest areas, flyingfor up to three days. The weight of the drone and 
the battery’s capacity determine the flying time. The importance of the payload is 
also kept at a minimum to increase the drones’ flight time (Kumar et al., 2020).

Figure 15. Flying mechanism of the drone.
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The battery delivers the power to the drones to fly. The smaller batteries provide 
lesser weight with lower energy, and the larger battery provides higher energy. The 
drones with the solar system have more flying time than the battery-powered drones.

Maximum Flight time min
Battery Storage Amp Rating mAh

  
   x

.� � � � � 660

Current Draw of Drone Amps   � �
 

(1)

The recommended flight time of the drones is relatively lesser than the maximum 
flight time. The safety factor reduces the total flight time. This time is used for the 
safe landing of the drone.

Power Consumption

The power supply is the fundamental unit of the drone system. In recent advancements, 
we are still facing difficulties in finding a unique power source for drones. The 
drones’ power management system depends on various parameters like the drone’s 
weight, the importance of the payload, the number of sensors operated and flying 
time. Hence, we can’t use the drone’s unique power source for commercial and other 
applications (Siriborvornratanakul et al., 2018).

Types of the power supply unit of the drone.

a.  Batteries
b.  Fuel Cells
c.  Hybrid Energy Sources

Batteries

Bat has energized most drones used for commercial purposes in recent mysteries. 
These batteries give power to the drones for a maximum of two hours. Hence, we 
find difficulties in using battery-powered drones for more extensive operations than 
commercial applications. Cascading batteries is not the solution because it increases 
the weight and space complexities. Different approaches are made for battery-powered 
drones, which allow them to operate the drones for long hours through specific 
energy managing skills like swapping, laser recharging, and tethering.

The drones can recharge or replace their depleted batteries during the mission 
via ground-based power stations in the swapping mechanism. The swapping of 
batteries can be done in an autonomous mode or by humans (Mohan and Poobal, 
2017). Wireless recharging is also one of the solutions to recharge the batteries of 
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the operating drones. Laser energy is used to recharge the battery of the drones in 
a wireless mode (Patel et al., 2015). The drones are connected to the ground power 
supply (Galkin et al., 2018). Figure 16 shows the wireless recharging methods which 
are used in the drone.

Fuel Cells

Fuel cells are used in drones alternate to the battery sources. Instant refueling is 
the main advantage of fuel cells compared to battery sources. But fuel cells have 
lower energy density because the size of the fuel tank is limited. In addition to that, 
the fuel cells have a maximum efficiency level of 60%, which is lower than that of 
lithium batteries having a top efficiency level of around 90% (Galkin et al., 2018). 
Figure 17 shows the fuel cell-powered drones.

Figure 16. Battery-powered drones. (a) Wireless recharging through lasers (b) 
Tethered drone
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Hybrid Energy Sources

Solar energy is the right energy resource for drones having fixed wings. The solar 
cells can be placed in the drones’ wings, Which Increases the flying time of the 
drones (Muttin, 2011). In recent days, Supercapacitors are used in drones, which 
overcome battery energy sources (Saad et al., 2014). A supercapacitor should have 
high charge storage capacity, stability, fast charging, and slow discharging capability. 
Hence, an Energy Management System is needed to effectively couple the fuel cell, 
battery, and supercapacitor in a single drone. This Hybridization produces good 
performance and increases the flying time of the drones (Muttin, 2011). The solar 
energy-based drone is shown in figure 18.

Figure 18. Solar energy-powered drones.

Figure 17. Full cell-powered drones.
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PAYLOAD DESIGN

The payload is the excess weight or unmanned aerial vehicle (UAV). It usually 
carries the drones’ additional supported components, such as sensors, cameras, or 
deliver packages. The large drones use payload as a necessary unit for commercial 
and specific purposes. The payload plays a different role for different drones. The 
payload’s weight plays a significant role, starting from the design, battery capacity, 
flying time, etc. To achieve the drone’s longer flying time, the importance of the 
payload is kept small. The payload structure is not defined, which is designed 
according to its specific applications. In the Agricultural field, the payload carries 
the fertilizers with a spray system, plant cutting blades, cameras to monitor crop 
health, and seed balls (Saad et al., 2014). Figure 19 shows the conveyer belt, and 
the payload mechanism is shown in figure 20.

Figure 19. Belt conveyer model for payload
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PRACTICAL ASPECTS OF THE UAV

Unmanned aerial vehicles are the best solution to carry out the allotted work in 
the dangerous and most dirty environments. The usage of drones is increasing in 
day-to-day life. The challenges need to be addressed while implementing drones in 
real-time for commercial applications.

Regulations

The usage of drones in regular life is rapidly increasing. The demands for drones in 
various industries are also growing. These drones are used for their specific military, 
defense, delivering goods and medicines, photography, agriculture, navigation, 
geographic mapping, and telecommunication. Everyone can buy a drone in the 
online market and use it for their purpose. Privacy is the central issue in day-to-day 
life while using drones. The loss of controls in the operation of drones may lead to 
severe accidents. Hence, the government authorities may decide to overcome these 
issues in the future. The standard rules and regulations are framed and followed to 
avoid the above challenges (Dricus, 2015).

Fully Autonomous Drones

The drone operation’s autonomy is needed for those drones having more flying 
time in the forest and coastal areas. Humans cannot continuously operate drones 

Figure 20. Payload section (a) Metal Blade (payload) (b) Metal Blade connected 
to the drone as a payload

 EBSCOhost - printed on 2/9/2023 5:19 AM via . All use subject to https://www.ebsco.com/terms-of-use



83

Design and Implementation of an Amphibious Unmanned Aerial Vehicle System

during the whole day. Hence autonomy is needed in drone technology. Today, 
drones are performed in an autonomous mode with human supervision. There are 
more challenges in the design and operation of fully autonomous drones. The drone 
ensures and meets the local laws, regulations developed by government bodies, 
air traffic conditions, and safety systems to achieve this (Aneke and Wang, 2016).

The Drone of IoT in 6G Wireless Communications

The growth of drones enhances the business opportunities in mobile communication 
networks. It is necessary to increase the communication efficiency between the 
drones and the ground station. The drone systems may integrate with sixth-generation 
networks to enhance the data transmission rate, speed, and system capacity. It offers 
higher performance in various applications such as agriculture, smart parking, home, 
industrial automation, etc. The IoT builds drones with artificial intelligence, and 
6G wireless communications are the key factors that make them invaluable to the 
various commercial and industrial applications (Wang et al., 2011).

Traffic Management System

The drone traffic management system is necessary to ensure the air safety of unmanned 
aerial vehicles. It provides information and notifications to the drone operators. The 
report includes weather alerts, the availability of air space, and the other flights in 
the area. The traffic management system has a specificcontroller that monitors the 
drones within the specified limit. It allows the drone operators to operate at low 
altitudes during multi drone operations (Fotouhi et al., 2019).

APPLICATIONS

Drones are machines capable of flying in the air without a human pilot. The drones 
are built to reduce human beings’ efforts and time in commercial and industrial 
areas. Nowadays, drones are used in various industries to enhance their productivity 
with less effort and minimized cost. They are having numerous applications in the 
field of military and defense. The drones are used for commercial purposes like 
delivering goods and medicines, archaeological surveys and agricultural areas, etc. 
(Telagam et al., 2017).
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Bomb Detection in Military

Bomb detection is one of the challenging and high-risk tasks. To detect the bomb 
by humans is a time-consuming process. Hence, the detection of bombs at an earlier 
time is necessary to save the life of humans. In recent days, drones are used to detect 
bombs in various places in the military field. These drones are smaller in size and 
have high-quality wireless cameras. They save the lives of numerous people in 
highly sophisticated areas. Bomb detection of the drone is used in the military is 
shown in figure 21.

Figure 21. Bomb Detection using drone
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Surveillance in Defense

Drones are effectively used in the surveillance system, collecting the images and 
videos day and night. They are well equipped with modern technologies that trap 
the suspects’ phone calls and use GPS locations to collect field information. The 
drones are also used for regular patrol services. Figure 22 shows the surveillance 
of dronesoperated in airports (Gantala et al., 2017).

Agriculture

Drones are used in the agricultural field for many applications, which reduces the 
farmers’ burden and improves productivity. The drones with high-quality imaging 
technologies such as thermal, hyperspectral, and multispectral are used to give 
specific information to the formers regarding the soil wet, crop health and fungal 
infections, etc. The drones with suitable payloads are used for sowing seeds and 
spraying fertilizers. The drones with cutting blades are used for trimming the plants 
in the gardening and highways. Figure 23 shows the drone used in agriculture 
applications (Telagam et al., 2017).

Figure 22. Surveillance example of drone
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Healthcare

Drones are used in healthcare systems, such as delivering medical kits, vaccines, 
drugs, blood and collecting biological samples in remote areas. They have played a 
vital role in the recovering everyday life of humans in disaster areas. In the COVID 
pandemic, drones are used to spray sanitizers to control the spread of COVID viruses. 
Figure 24 shows the drone applications in healthcare (Gantala et al., 2017).

Figure 23. drone in agricultural applications

Figure 24. Drone in healthcare applications
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Aerial Photography

In the modern world, the usage of drones to capture images and footagehas increased. 
Drones play a significant role in the cinematography industry. These autonomy-
operated drones are used in sports, forest, and real estate photography. Further, it is 
also effectively used in journalism for live broadcasting. Figure 25 shows the aerial 
photography taken by drone (Thotakuri et al., 2017).

Geographic Mapping

Geographic information systems (GIS) have many industrial applications and 
technological advancements that have enhanced GIS data. Drones are capable of 
capturing high-quality images with the use of high-end cameras. The high-quality 
captured images of coastlines, mountaintops, and islands are used to generate 3D 
maps and supports to give locations to reach those places in cloud-based applications.

Figure 25. Drone used in Aerial photography.
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Disaster Management

Drones give their maximum support to society to collect or gather information after 
a natural or human-made disaster. High-definition cameras, sensors, and radars 
provide accurate information to disaster management rescue teams. The unmanned 
helicopters are used to rescue humans and animals in disaster area.

Figure 26. Drone used in Geographic Mapping
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Weather Monitoring

Weather monitoring is necessary, especially in areas where regular violent storms 
occur. Hence, drones are effectively used to monitor dangerous and unpredicted 
weather. It gives information about the air quality, temperature, pressure, wind speed, 
and wind direction to the weather scientists and the public. The drones capture the 
information through various sensors and send it back to the ground in real-time.

Figure 27. Drones are used in disaster management
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Telecommunications

In telecommunications, drones are used in maintenance to monitor the installed 
equipment’s working condition at the top of the cell towers. Solar-powered drones 
are used to provide internet services in remote areas such as coastal, forest, and hills. 
They are used to finishing autonomous missions, data uploading to the clouds, and 
enhanced performance of telecom providers.

Figure 28. Drones are used in weather monitoring
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FUTURE ENHANCEMENT

Drones are becoming the most powerful advanced machines in the future. Much 
research is carried out to fine-tune and enhance the present drones’ performance 
to their industry needs.

Personal Transportation

In the future, fully autonomous drones may be used for personal transportation. The 
drone’s weight and the flying time are significant issues to these drones’ design 
and development. This kind of vehicle is not the cheap one. It will take more time 
to standardize the regulations and commercial utilization. Safety measures are the 
essential key while implementing personal transportation using drones. Figure 30 
shows the private transportation application of drones.

Figure 29. Drones are used in telecommunications
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Delivering Goods

The next revolution of drones in the future is in delivering parcel services. Drones are 
delivering goods and parcels in a very quick time. It reduces the human resources and 
delivery time in the parcel services. Amazon tested its unmanned delivery services 
in the UK. The supervision of multiple drones in remote locations is a significant 
issue. Another issue is the safety of delivering goods and drones.

Figure 30. Personal transportation example drone.

Figure 31. Drone as Delivery agent
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Fire Fighting

The advancement technologies introduced in drones may be used in firefighting to 
control the forest and domestic areas. These kinds of drones are used for emergencies 
to maintain the spreading of fire. They are stored in small packages of dry chemical 
powder, released over the area along the specified route. This will control the spread 
of fire in the wild and domestic (Telgam et al., 2020).

Rescue Missions

All the drones used for commercial and industrial applications are equipped with 
GPS systems. This allows the play of drones in the search and rescue operation in 
the future. The nano drones are smaller in size and can fly in hard-to-reach locations. 
These drones are operated in emergency services for searching the victims or missed 
persons in any environment (Radha et al., 2021).

Figure 32. Drone as the firefighting agent
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CONCLUSION

The drone receives the input from the setting, which is then processed by the neural 
network, and the most appropriate action is chosen. The drone executes the action 
(after making confident that it poses no danger to itself or its surroundings). This 
successively changes the setting’s state, and the drone receives the new form of 
the ground, and the method is recurrent.With the event of mobile net networks 
(MIN) and the internet-of-things (IoT), there are tremendous challenges for the 
long run B5G/6G wireless Communication networks to support huge property 
and seamless affiliation beneath a restricted spectrum. To handle the higher than 
challenges, physical layer technologies like huge multiple-input multiple-output 
(MIMO), non-orthogonal multiple access (NOMA), mm-wave (mm Wave), little 
cell networks (SCN), satellite communication, and pilotless aerial vehicles (UAV). 
UAV communication has attracted goodish attention from educational and trade 
among these technologies’, additionally generally referred to as drones or remotely 

Figure 33. Drone as the rescue mission
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piloted aircraft, have found numerous applications these days. At first, UAVs square 
measure primarily employed in the military to defend against enemies and cut back 
the utilization of pilots. At present, regardless of within the civil or military field, 
the appliance of UAVs may be aforementioned to be all over like environmental 
detection, traffic watch, agricultural plant protection, disaster relief, etc. With 
the speedy development of computing, caching, sensing, communications, and 
management, UAV communications networks play a non-negligible role for the 
B5G/6G networks, which may be employed in various applications. UAVs may be 
acted as aerial base stations, access points (APs), relays, or flying mobile terminals 
among a cellular network to boost coverage, dependableness, and energy potency of 
wireless networks. UAVs meet challenges to introduce paradigms associated with 
the B5G/6G industrial situations.

This chapter discusses drone’s types, structure, design, and methodology. They 
are easy to operate. The drone technology is incorporated to reduce the human efforts 
in agricultural, medical, surveillance, civil, military, and commercial applications. 
The drones are designed to be easy to handle. Data security and privacy are the 
major issue in recent days, which can be overcome in the future. The current 
standard and regulations are not allowing drones to fly beyond the line of sight. 
The weather conditions are also considered, which reduces the flight time and 
causes control failures. Achieving longer flight time is also a significant challenge 
in drone technology.
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KEY TERMS AND DEFINITIONS

Battery Eliminating Circuit (BEC): Voltage regulator. It is designed to drop 
a big voltage down to a smaller voltage. As modern RC airplanes use high voltage 
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batteries, it allows you to run your receiver, servos, and other accessories from your 
main battery without using a separate lower voltage one.

Electronic Speed Controller (ESC): Devices that allow drone flight controllers 
to control and adjust the speed of the aircraft’s electric motors. A signal from the 
flight controller causes the ESC to raise or lower the voltage to the motor as required, 
thus changing the speed of the propeller.

Propellers: A mechanical device for propelling a boat or aircraft, consisting of 
a revolving shaft with two or more broad, angled blades attached to it.

Pulse Width Modulation (PWM): Modulation technique that generates variable-
width pulses to represent the amplitude of an analog input signal. PWM is widely 
used in ROV applications to control the speed of a DC motor and/or the brightness 
of a lightbulb.

Unmanned Aerial Vehicle (UAV): Military aircraft that is guided autonomously, 
by remote control, or both and that carries sensors, target designators, offensive 
ordnance, or electronic transmitters designed to interfere with or destroy enemy targets.
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ABSTRACT

New technologies are always remarkable for the sustainability of human beings 
and for their enhancement. Unmanned aerial vehicles (UAVs) are highly used on a 
wide range of commercial as well as defense purposes. UAVs are also called drones. 
With the phenomenon scope of application, drones have reached a very high level 
in each and every field with smart cities being no exception. UAVs provide many 
services for the development of smart cities like traffic control, natural disaster 
management, monitoring, transportation, infrastructure, mapping, air quality, and 
many other parameters. UAVs with high resolution cameras and advanced techniques 
have many properties (i.e., less time consuming, highly efficient, data to collect and 
analyze, etc.). Collection of data is very fast and accurate; even analyzation of any 
task given is very authentic. They are also considered as an aid to surveillance for 
security purposes.

INTRODUCTION

The interest in smart cities is growing by the day, especially in the aftermath of the 
global financial crisis. The global population is growing and is expected to double by 
2050. As a result of these estimates, cities and communities face new difficulties and 
possibilities. There is a greater desire to concentrate on employing ICT services and 
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advanced technologies in long-term smart city development. The design proposals of 
such smart cities necessitate extensive and complete integration of ICT and related 
tendencies. UAVs help to achieve these objectives effectively and efficiently. As a 
result, UAVs are used in a broad variety of applications and functions in smart cities. 
These applications range from traffic flow monitoring to measuring and forecasting 
floods and natural calamities utilizing wireless sensors. Additionally, potential for 
UAVs and their applications in smart cities will continue to grow rapidly. As urban 
populations grow, so will expenditure budgets to fulfil these cities’ needs. According 
to a Cloud Services Corporation report, smart city technology expenditures hit 
approximately $80 billion in 2020, with analysts forecasting that investment will 
reach $435 billion by 2025. According to a McKinsey and Company estimate, 
global spend on building and infrastructure is around 2 trillion US dollars per year, 
with ICT spending accounting for 1.5 to 2% of that total. However, improvements 
in cloud computing, wireless sensors, networked unmanned systems, big data, open 
data, are projected to continue in the future decade. Furthermore, billions of gadget 
s will be linked together.

Conventional cities will confront several problems in the future decades, affecting 
their development and sustainability. Among the difficulties are: the rapidly 
expanding population which has polarized economic growth, necessitating more 
inhabited regions. Environmental pollutants and the prerequisites for sustainability 
will result in significant requirements` for UAVs to be used in Smart Cities. In 

Figure 1. Unmanned Aerial Vehicle
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terms of development, transforming any city into a smart city is the current global 
trend. It will construct and build a connected and maintainable Smart City by using 
emerging technologies such as the Internet of Things and cloud computing. Indulgent 
the phrase “Smart City” is not totally etched in stone because there has only been 
limited research on the subject. However, as technology, information systems, and 
communications develop, some crucial basic components that are necessary to 
adequately grasp and describe the notion of a smart city may be identified. Smart 
city efforts are influenced by eight major elements. Integration of controlling and 
managerial aims is required aimed at smart cities towards function successfully also 
productively. Smart city is built on a set of smart technologies like computing etc. that 
are useful to vital infrastructure capabilities and services. Smart trending computing 
leads to a fundamental range of included (HSNT) hardware, software, and network 
technologies that give Information technologies systems by concurrent knowledge 
of the existent domain. Unmanned aerial vehicles (UAVs) can provide an array of 
programs and possibilities that might enhance smart cities. Advanced analytics 
increasing sustainable users in making better informed judgments. Governance entails 
the execution of procedures with constituents that share information in accordance 
with instructions and principles in order to attain goalmouths and purposes. For 
efficient smart city administration, several variables such as teamwork, communiqué, 
governance, and statistics interchange are essential. Policy context: Awareness 
on how to use information systems appropriately requires an understanding of 
the policy environment. It primarily defines technical and non-technical built-up 
challenges besides establishes situations conducive to urban growth. Citizens of 
the city can become active participants in the government and management of the 
city through smart city projects. If they are essential actors, they may be able to 
participate in the effort to such a degree that they can impact its success or failure. 
Economy is one of the key drivers of smart city projects, and a city with a high level 
of economic competitiveness is regarded to have one of the smart city attributes. 
Many factors influence smart city growth, like that unproven measurement scaling 
of new and recent technologies, new machinery challenging the surviving status of 
association and successively conventional cities, technology attentiveness among 
city sectors, developed smart city resolutions, and the complication of how smart 
cities are worked, financed, regulated, and planned (Mohammed et al., 2014). The 
consequences are primarily business formation, occupation creation, employment 
services, and productivity gains. The development of an ICT infrastructure is critical 
to the development of a smart city and is dependent on various variables linked to 
its performance and availability. Because of the global economy’s unpredictability, 
governments have begun to turn parts of their towns into smart cities through 
leveraging advances in ICT to boost efficiency and tolerance power, cut costs, and 
develops excellence quality of life sustainability. While a variety of developing 
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technologies will be considered, it is anticipated that the usage of unmanned aerial 
vehicles (UAVs, or drones) will make significant and diversified contributions to 
the growth of smart cities. According to a new Science Direct research, unmanned 
aerial vehicles (UAVs) may be utilized for anything from environmental monitoring 
to traffic control to deliver cost-effective assistance to local administrations. But 
how would the use of unmanned aerial vehicles (UAVs) affect the design and 
administration of smart cities overall?

The Role of UAV’s

Though originally designed for the military and aerospace industries, drones have 
now forayed into the limelight because of the efficiency, efficacy and enhanced 
levels of safety and precision. Drones have changed how we perceive the world. 
UAVs may be utilized for a variety of purposes in cities, including traffic and crowd 
surveillance, civic security, item delivery, infrastructure inspection, and more, with 
minimal technological and security breakthroughs. The widespread deployment 
of UAVs in day-to-day municipal operations may give benefits that achieve the 
precise purpose of what a smart city seeks to achieve improvement of the lives of 
its citizens (Liu et al., 2015). UAVs exist in a variety of shapes and sizes. They are 
classified into three types: safety regulation, scientific research, and commercial uses. 
However, in order to develop a well-designed UAV application, precise information 
support is required, which is required for a successful system (Mohammed et al., 
2014). It is commonly known that unmanned aerial vehicle (UAV) applications 
have gotten involved in a variety of industries ranging from agriculture to oil and 
gas production and transportation. A typical UAV architecture comprises of four 
basic components: the control system, the monitoring system, the data processing 
system, and the landing system.
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An internal system performs a variety of activities ranging from navigation to 
transmitting data to the ground. The UAV industry is still expanding, and UAVs are 
being used in new activities and solving new challenges daily. Many organizations 
are interested in creating unmanned aerial vehicles (UAVs) in order to minimize 
the cost of connected services. To date, some of the impediments to deploying 
UAVs in many civilian applications include the expense of procuring these devices, 
developing the necessary apps, and developing the operating systems. UAVs are 
simple to deploy, with the ability to do challenging jobs, enable high-resolution 
photography, and cover remote locations (Idries et al., 2015).

Figure 2. Parts of Unmanned Aerial Vehicle
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UAVs were first recognized for their military applications, which gave some 
individuals a restricted view of this technology. When UAVs were authorized to be 
used in civil applications, their image altered, providing the media with a positive 
picture and opinion of UAVs. In addition, UAVs were used for humanitarian purposes, 
such as monitoring hurricane-affected areas. In Nepal, for example, UAVs were 
used to safeguard animals. The initiative’s Non-Governmental Organization (NGO) 
instructed the guards on how to utilize UAVs to preserve animals, which managed 
to prevent certain problems. NGOs in Japan utilize unmanned aerial vehicles 
(UAVs) to monitor unlawful Japanese whales in the southern hemisphere. That is 
what created a favourable perception of UAVs in the academic and technological 
areas and encouraged their adoption. A technology with such capabilities must 
have certain ethical and legal consequences. Some jurisdictions have statutes and 
regulations governing privacy and data protection. However, the majority of UAV 
applications have been deployed in the military and security domains. The difficulties 
that were studied in general were safety, privacy, and ethics, which will be priority 
for security services.

Smart Transportation and Traffic Management

For decades, cities throughout the world have been plagued by traffic problems 
ranging from unexpected gridlocks to the ever-present rush hour. To find an 
acceptable solution to traffic problems, cities must first understand the causes of 
congestion, where regions get the most crowded, the state of the roads in the most 

Figure 3. Role of UAV For Smart Cities
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crowded regions, and so on. Static cameras can only provide so much intelligence 
when gathering this data. This is where unmanned aerial vehicles (UAVs) may play 
an immediate and critical role in traffic management inside smart cities.

UAV sensors can be used to gather and send real-time data on traffic congestion. 
Because of their great visibility and sleek mobility, UAVs can provide live feeds 
of traffic congestion, allowing other technology or human personnel to remedy 
the problem or shift traffic to prevent even more congestion. Furthermore, when 
combined with other ICT or Internet of Things advancements, UAVs might assist 
drivers in finding parking, reducing vehicle miles driven while circling for a place. 
UAVs may also be used to assist map out metro developments, design more efficient 
bus routes, and even locate the optimum locations for bike lanes and other types of 
public and green transportation. UAVs can effectively monitor present traffic while 
also preventing future jams. This potential will be extremely useful to any smart 
cities that use UAVs for economic development and growth.

Figure 4. Manage of transportation by UAV
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Spatial and Mapping Activities

Using UAVs in geospatial surveying is a new trend in UAV civil applications in 
smart cities. The primary architecture of a smart city necessitates the optimization of 
data flows given by wireless sensor networks, as sensors are the primary component 
of any autonomous system, including those using UAVs. Because portable devices 
and wireless sensors are recognized for their low power consumption and excellent 
performance, the system also requires real-time procedures that are integrated with 
the accessible information repository. This can act as a tool for the technological 
foundation of smart cities. This integration of technology expands a range of new 
applications and opportunities, such as fire management in open areas, where the 
usage of UAVs and micro-UAVs is extremely advantageous. The potentials span 
from a diverse set of accessible solutions and technologies that are rapidly emerging. 
However, the challenges and hurdles to the deployment of UAV systems are more 
closely related to political and cultural concerns than to cost and benefit considerations. 
Because most UAV designs are reliable, integrating such technologies allows for the 
installation of wireless sensors on-board, allowing UAVs to be used in geospatial, 
land surveying, and Geographic Information System (GIS) applications in smart 
cities, in addition to being useful for environmental analysis. These opportunities 
may result in cost savings and a decrease in the number of labour hours required 
for such operations.

Figure 5. Process of Spatial and Mapping

 EBSCOhost - printed on 2/9/2023 5:19 AM via . All use subject to https://www.ebsco.com/terms-of-use



109

Scope of UAVs for Smart Cities

Control of Public Protection

The integration of UAV systems with M2M, RFID, LTE, and live video streaming 
expanded UAVs’ role in public protection. However, the movement toward 
intelligence and data mining allows UAVs to participate in civil security operations 
such as providing security services for smart cities. This new tendency will shift 
city management employees from being reactive to proactive and data driven. 
Furthermore, the use of unmanned aerial vehicles (UAVs) in surveillance missions 
will lower costs while increasing operational efficiency.

Urban Security Management

Security management is one of the UAV’s prospects in smart cities (Urban Security). 
The use of UAVs in such areas will allow the city to deploy a rapid operations room 
that is kept up to date with efficient data flow and will allow the city to handle large 
public events with large crowds while also providing complete technological coverage.

Processing of Large Datasets

The integration of technologies can be achieved, or at least to make simpler, by 
using UAVs since information transfer among them may be rapid and precise. 
Coordination of information from UAVs can operate as a third-party technology 
to coordinate information from disparate systems. As they are controlled from a 
base station, once they acquire information, the ground system to send a command 
to the UAV to transfer the data to another system or UAVs. Big data processing 
systems for smart infrastructure applications would necessitate the use of several 
technologies, including as

1.  Time series data processing integration with GIS
2.  Structure of equipment use
3.  Modelling and simulation are used in combination.

Monitoring Natural Disaster and Health Emergencies

Natural environment: one of the primary aims of a smart city is to improve natural 
resource management and sustainability. Furthermore, the conservation of natural 
resources and accompanying infrastructure is critical (Mohamed et al., 2020). Due 
to their regular and extensive surveillance, UAVs can also assist authorities in 
taking preventative actions ahead of natural catastrophes. They may be utilized as 
dependable, adaptable, and safe instruments to swiftly disseminate messages and 
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do real-time situational analysis, and they can even control circumstances within 
natural catastrophes that are too dangerous for people. The use of unmanned aerial 
vehicles (UAVs) in catastrophe circumstances such as fires, floods, and earthquakes 
would assist authorities in swiftly and successfully controlling such emergency 
situations. Because UAVs can reach locations that people cannot, they will correctly 
examine the issue and assist in acting appropriately in some hazardous scenarios 
In the figure depicts a firefighting unmanned aerial vehicle (UAV). UAVs can be 
utilized to help offer and deploy health emergency services more quickly. Whether 
it’s bringing medical items or services to patients quickly or employing UAVs 
as operating ambulatory services to transport crucial life support equipment and 
medical supplies, the use of UAVs can substantially enhance the way cities respond 
to public health requirements.

CONCLUSION

Strengths, Drawbacks, and Possibilities

UAVs have the potential to provide several benefits to smart cities, ranging from 
obvious benefits such as smart transportation and crowd control to hidden ones 
like as tourism support and product order fulfilment. However, these intelligent 
solutions and broad uses are dependent on several problems that must be overcome 
before UAVs can become a city staple. There is presently no method to smoothly 
incorporate UAVs into smart cities because to license and certification constraints, as 
well as privacy and security concerns. Leaders must manage the hazards connected 
with UAVs to unleash the potential of a “smart city” for widespread use in order 
to promote a greater quality of life in cities supported by UAV applications. UAV 
development can be costly because to technical challenges, deployment challenges, 
training, and system integration. It is also costly to design a UAV for a certain service 
since it must perform effectively. UAV have limited capacities such as it cannot 
think or communicate like humans. The legal restrictions: it is not allowed to fly 
them in specific locations. There are fears that they will distract, scare, or injure 
humans and birds. Training is required since they must be operated by someone 
who is knowledgeable about them.

UAVs may have an impact on airplanes and their route guidance. Companies 
face a hurdle in introducing UAVs to manage specific elements of their organization 
since this necessitates the expenditure of additional resources. However, if UAVs are 
deployed, they may be extremely beneficial to the organization in terms of gaining 
strategic benefits. The smart city strategy aims not only to preserve inhabitants’ and 
tourists’ quality of life, but also to improve living by utilizing IT infrastructure and 
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innovative communication technologies. A smart city is an example of efficiency, 
creativity, and ubiquitous access to a variety of services. Smart living, smart economics, 
smart tourism, smart environment, smart transportation, and smart governance are 
some of the axes along which a city’s smartness may be measured. For example, 
the United Arab Emirates is presently concentrating on constructing Smart Dubai, 
an effort that will totally redefine and alter its people’s quality of life. The desire of 
being knowledgeable has only become stronger since winning Expo 2020. It is an 
excellent opportunity to create UAV applications that will aid in the achievement 
of these objectives. Several of these prospects include intelligent road traffic, 
privacy and security while utilizing smart devices, monitoring of the environment 
and ecosystems, creation of smart malls, and more. All these possibilities may be 
realized with UAVs in smart cities.

Irrespective of what you call them – UAVs, Miniature pilotless aircraft or flying 
mini robots, drones are entering the mainstream in a big way. Not only limited to 
defence organizations and tech savvy consumers, but everybody is also starting to 
see the potential drones may possess. Drones are cost effective solutions for many 
businesses, replacing humans in highly dangerous jobs. Their use in emergency 
services has seen an upward spike as they are far more effective at spotting things 
with a Hawkeye view. They help in surveillance, tracking and other security purposes. 
They do efficient work in little time, things that take humans weeks or months to 
do, thus making lives easier. Drones have made the aerial view common place and 
accessible to all, from news reports to geographic surveys to wedding photography.

Chronic congestion is major concern in the cities – drones help planners to 
understand the geographic data better and implement data driven improvements.

Witnessing the word through the eyes of drones can be both a boon as well as 
bane. Boon as it shows accurate and precise details and on the flip side it subjects 
people to unwelcome and uninformed surveillance and scrutiny. As it reaches every 
nook and corner of our lives – a deeper understanding of the ethics of aerial vision 
is essential.
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ABSTRACT

The objective of this chapter is to propose a model of an automated city crime-health 
management that can be implemented in future smart cities of developing countries. 
The chapter discusses how a suitable amalgamation of existing technologies such 
as IoT, artificial intelligence, and machine learning can output an efficient system 
of unmanned city management systems, thereby facilitating indirect engendering 
of innovative scopes for technology workers and researchers and alleviating the 
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INTRODUCTION

In the present scenario of urban habitats, the cities have become chaotic. By 2050, 
68% of the population would be residing in the cities. (United Nations, 2019) If 
things go according to the current scenario of city development, the city would 
not be able to sustain this tremendous amount of human population. A ‘City’ is a 
culmination of the holistic aspirations of its inhabitants. A city should cater to the 
demands and necessities regarding victuals, security, healthcare, navigation, and 
rights. After-all the evaluation of the city design is based entirely on the forward 
and backward interaction between the city and its users. However, every single task 
within delivering services as per the demands of its users is not a fluent task, instead, 
it is laborious and requires rational decision-making units. Hence, to manage and 
accomplish such tremendous number of tasks that all together build up to a happy 
and smart city, the management is exposed to challenging aspects like Precision, 
Duration, Accuracy, Timeliness, and Consistency. But can humans alone tackle 
these obstacles to build such an ideal city? Or is it smart enough to waste much of 
human resources in just the maintenance of the city fabric?

In the modern times, the age of Artificial Intelligence, IoT, and robotics, 
implementation of such technology in the management systems of the city fabrics 
could drastically solve the challenging aspects in delivering each of its citizens, 
their demands. These multitasking technologies have proved to be both veracious 
and timely. Why are AI and robotics more than the existing technologies in city 
management? They simply work by inputting, processing and outputting, but through 
the implementation of IoT, and machine learning-the system now can review itself 
and correct the existing algorithms.

This chapter is an endeavor to give a thought regarding future degree, potential 
conceivable outcomes and issues concerning instalment of UAV (Unmanned Aerial 
Vehicles) Systems in the city fabric and how might it get change the lives of the 
general city population sooner rather than later in significance to create a better bond 
between the city and its users. The UAV system is simply a 3D matrix over the city 
fabric managed and directed by its CPU unit, performing tasks like monitoring, 

living standards within the city fabrics, catalyzing infrastructure development. 
In this chapter, the authors have structured an ideal UAV-matrix layout for city 
fabric surveillance built over the scopes of artificial intelligence. Succinctly, this 
chapter provides a platform that would galvanize the possibilities and that could be 
reimagined to structure a more resourceful working model of new emerging smart 
cities and enlighten the settings of existing ones.
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reporting, actions, and learning. The scale and complexity of the purpose can vary 
from basic food and package delivery to health and crime monitoring. Currently, 
the governing bodies of certain countries have framed a set of permits and privacy 
laws. Many works have been done on UAV-based Traffic Analysis, UAV-based 
Package delivery (Amazon Drone Delivery: Prime Air), UAV surveying, etc. Scopes 
like UAV based healthcare and crime monitoring using motion tracking and human 
activity recognition will be examined and discussed in this chapter.

Heinous Activities that are Remote and Inaccessible by 
the Supervisors and Inceptors by a Specific Time

What happens if a region of the city is at the moment with the absence of human 
at night, and someone has had a heart attack or dehydrates to faint and is helpless? 
How do we notice such events and solve the case? What happens if a Crime is 
occurring in dark corners of a city, where human presence is absent? How can be 
such activities recognized and controlled with necessary action? What if there is a 
city where such aspects are well supervised and maintained? Won’t the users get 
a subconscious feeling of safety? Won’t there be a drastic decrease in crime rate 
itself, if the users know that they are being watched? Won’t there be fewer health 
breakdowns of the citizens if they are diagnosed immediately?

TRADITIONAL SURVEILLANCE

The traditional surveillance methods include the implementation of a security camera 
or a network of cameras, a control room for monitoring and humans working in the 
control room to take the required decisions. Even though the technology proves to 
be effective in crime management, the challenging aspects like precision, duration, 
accuracy, timeliness, and consistency are not efficiently tackled.

CCTV Surveillance

Closed Circuit TV, a self-contained surveillance system comprising cameras, 
recorders, and displays for monitoring activities in a constrained volume, is one of 
the marvels of modern technology, which is used at homes, offices, as well as in 
city fabric. It has gained vast acceptance as an effective security measure. (Agustina 
and Clavell, 2011; La Vigne et al., 2011) (Figure 1) shows the components of the 
CCTV system. Places are observed and are recorded, later is monitored by qualified 
security officers through the monitor.
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Researches have been conducted on the success of surveillance cameras in 
reducing crime (Alexandrie, 2017). They reported changes in total crime, revealing 
crime reduction up to 24-28% in public spaces, concluding that video surveillance 
can reduce crime in numerous situations.

Although this system proves to be advantageous, the whole CCTV compounds from 
the cameras to the monitors are just the input units. CCTV surveillance demand 24/7 
observation by humans for its effective usage which eventually is the consumption of 
a large number of human resources (Kong & Fu, 2018). Moreover, when problems 
like the privacy of the public arise, the users begin feeling uncomfortable and have 
a negative sensation that they are being scrutinized by another human being.

CCTV Surveillance System and Artificial 
Intelligence: Case Study

In (Dominguez et al., 2018), the proposal brings in the license plate recognition 
algorithms into the video processing units of the CCTV surveillance. The CCTV 
system here is able to recognize and register the license plate numbers of moving 
vehicles into its database. This automates the processes of monitoring and proves 
to prerequisite a lesser amount of human endeavor. (Figure 2) shows the flow chart 
of the algorithm implemented in the CCTV system.

Figure 1. CCTV component diagram
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Each time an object is detected, the LPR algorithm is invoked. As shown in 
(Figure 2) the LPR has three main steps:

•	 License plate detection (LPD)
•	 Character segmentation
•	 Character recognition

LPD is the most expensive task among the rest as it requires a decent video 
processing algorithm demanding CPU or GPU hardware. As soon as LPD finds the 
License Plate in the vehicle, the other two steps are applied. If it is found a match, the 
algorithm continues, until trying to detect the whole plate. This algorithm could be 
running locally in the camera or in a centralized server that is receiving the objects 
detected (Dominguez et al., 2018).

Although the LPR implementation in CCTV makes the task easier, the algorithm 
tends to give out false positives, and this is due to insufficient resolution of the 
cameras. Thus, high-resolution camera sensors are to be used for surveillance purposes.

BACKGROUND

Machines with Artificial intelligence and 
Benefits of Automation Continuum

Artificial intelligence can be used to produce machines that perform tasks more 
efficiently than humans, letting them work in traumatic environments, with no pause 

Figure 2. License Plate Recognition Algorithm
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throughout each hour of the year. AI has already directed to if not impossible deeds 
in fields like space travel and medicine (Kong & Fu, 2018).

Traditional automations provide a limited scope of reducing human work, but 
with both artificial intelligence and Automation, we cannot only just reduce human 
effort but also remove the need for intervention altogether. This Integrated System 
is called the Intelligent Robotic process automation or automation continuum. An 
ideal intelligent automation system functions using its main components of artificial 
intelligence. Based upon the need, different combinations, and proportions of these 
three or used separately can create a fully automated solution:

•	 Machine Vision: This refers to the ability of the system to understand visual 
inputs. The machine uses the inputted data (images or videos) as a base for a 
classification or identification mechanism.

•	 Natural Language Processing: Natural language processing is the ability 
to understand human voice and text inputs. This field has been worked out 
for a while now, making it efficient. Currently, machines can interpret the 
framework behind communication and take actions based on programmed 
data and related variables.

•	 Machine Learning: The machines can learn from the data inputted, outcomes 
of decisions and the environment variables to improve itself.

Computer Vision and Decision Making

Every human action can be imagined as a set of sequences of minor actions and each 
of these quanta of action is done for some reason (Kong & Fu, 2018). Example, a 
patient interacts with and responds to the environment using his hands, arms, legs, 
bodies, etc. in order to complete a physical exercise. Such actions can be observed, 
either with naked-eyes or graphic sensors. Through our human vision system, we 
can recognize the action and the purpose of the person. We effortlessly know that a 
person is exercising, and we could somewhat guess with confidence that the patient’s 
action has obeyed with the prescribed instruction or not. However, monitoring human 
actions in real-world scenarios with human labor and resources are very expensive. 
Can a machine perform the same as a human?

One of the ultimate ambitions of AI research is to build a machine that can 
precisely comprehend humans’ actions and purposes, with the intention of serving 
us better. Suppose a patient is undergoing a rehabilitation exercise at home, and the 
patient’s robot assistant can recognize the patient’s actions, analyzing the rightness of 
the exercise, and preventing the patient from further injuries. An intelligent machine 
like the patient’s robot assistant would be significantly advantageous as it reduces 
the medical cost, trips to the therapist, etc.
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Technological advances in computer science and engineering have been enabling 
machines to understand human actions in videos. (Ryoo, 2011) The two main topics 
in computer vision are:

•	 Action recognition: recognize a human action from video data. (Shotton et 
al., 2013) (Biswas and Basu, 2011)

For human action recognition, several methods could be applied using motion 
features, sensors, or deep learning. One of the key methods employed is through 
the use of motion energy image (MEI) and motion history image (MHI). (Figure 3) 
illustrates the outputs. The MEI depicts the motion characteristics while the MHI 
gives the sequence of the activity in the video (Bobick and Davis, 2011; Rodriguez-
Moreno et al., 2019). The AI then uses a recognition method in order to match the 
action or activity with a stored library of actions based on matching the properties 
from both the images.

•	 Action Prediction: predict a human action from temporally partial video 
data. (Vrigkas et al., 2015)

The application of action prediction could be helpful in the early identification 
of activities that could be suspicious in nature or prediction of motion trajectory to 
prevent accidents. It can also be helpful in the interpretation of the videos that are 
incomplete to predict the missing or unobserved video or prediction of intentions 
based on an existing sequence of human activities for a particular process. (Kong 
& Fu, 2018) The limitation still exists in terms of catering logical reasoning in 
prediction and the importance is given to the appropriate information.

Figure 3. Examples of an input video frame, the corresponding motion energy image 
and motion history image used by computers to recognize human activities.

 EBSCOhost - printed on 2/9/2023 5:19 AM via . All use subject to https://www.ebsco.com/terms-of-use



120

Urban Intelligence and IoT-UAV Applications in Smart Cities

Human Activity Recognition (HAR) 
and Heinous Activity Sorting

Human Activity Recognition intent to understand human behavior which enables 
the computing systems to recognize and predict human activity (Bulling et al., 2014; 
Bishop, 2003; Duque Domingo et al., 2017), thereby facilitating AI-based Crime 
and Health management.

Let an object execute certain activities fitting a predefined activity set A:

A A
i i

k
= { }

=1
 (1)

where k denotes the number of activity types possible. There is a sequence of video 
data (camera) that captures the activity data

v = {d1, d2, …, dt, …, dn} (2)

where dt denotes video data at time t.
Our objective is to design a model F  to envisage the activity based on video 

data v

A A v A Aj
j

m

j
  = { } = ( ) ∈

=1
F ,   where m < k (3)

A A A A
j j

n

j
* * *,= { } ∈

=1
  where n < m (4)

Where, A* is the set of all possible heinous activities including all “crime” and 
“health breakdown” activities. (Figure 5)

The goal of AI is to

•	 Identify heinous activities - i.e., working out a function f A A*, ( )= {true, 

false}, where 𝜙 is a model verifying whether A A = *  (Figure 4)
•	 Learn the model F  by minimising the variance between predicted activity 

A  and the predefined activity A.
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IoT and Big-Data

The Internet of Things, as the expression, it describes, is a concept of connecting 
man-made devices, using the sensor data, and interpreting some meaningful pieces 
of information required for efficient decision making. IoT has applications that are 
enormous in numbers – medical science, business, infrastructure, space science, 
manufacturing, architecture are few to be named. For instance, suppose for IoT 

Figure 4. Function Mapping F

Figure 5. Venn Diagram of the Activity sets A, A* and A
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technology is implemented in your house among all the smart devices, you wear a 
device like a bracelet, that could track your sleep cycles, and it wakes up on the right 
part of your sleep cycle, so you wake up with ease and comfort. Now the bracelet 
devices, communicates with the other smart devices, like- the geyser, coffee-machine, 
air-conditioners, lights, and schedules them according to your activity trends. IoT 
technology has proved to be efficiently managing tasks with precision and accuracy.

Another noticeable advantage of IoT is that it has proved to be energy efficient, 
and economical. For example, unless you are very careful about the energy savings, 
you are likely to leave fans, lights and air-conditions on while you are not present in 
the serviced spaces. This would be pocket draining and simply waste the available 
resource. However, an IoT implemented smart home would notice that you aren’t 
present in the respective space- through the sensors of the smart devices- and 
effectively turn off the unnecessary devices. Now that could save a lot of energy and 
capital. Moreover, the IoT technology can specifically optimize the energy usage of 
the devices when the devices are functioning.

The IoT Architecture consists mainly of three-part: IoT smart devices, gateway 
and the IoT data (Jamali et al., 2020). The IoT smart devices are the closest devices 
to humans. They can be the source from which data can be extracted, they can be 
the device that mediates the data from another IoT smart device, and also, they can 
be the smart device that shows results from the data collected from other smart 
devices. IoT Data is a Data cloud that contains information from all the IoT smart 
devices, and this data is accessible to the smart devices so that they can interpret 
the required data to give some meaningful results. (Figure 6)

Figure 6. IoT Architecture Diagram
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IoT has a vital role in building a perfect AI-Based Drone Surveillance, as the 
purpose required numerous parameters to be inputted to the system to get the way to 
reach the precise results. The Advancement in the cellular networks and the outbreak 
of the 5th Generation of cellular networks with up to 20 Gbps will facilitate this 
type of Innovations in City Management. (Eze et al., 2018) In this chapter, we will 
read in detail how such an AI-Based Drone Surveillance system would function and 
discuss various aspects of such a concept.

Thermal Maps and Human Behaviors

Heat is released as infrared radiations that could be detected by thermal sensor cameras. 
Heat energy is generated due to the vibration, wiggling, and bouncing off particles 
with each other. Infrared is a type of electromagnetic radiation or EM radiation. 
Like any other EM waves, they are also a bunch of photons carrying energy. How 
does it relate to temperature though? The explanation lies in a phenomenon called 
Black body Radiation, i.e., every object above absolute zero emits EM radiations. 
(Jain, 1991)

When heated molecules wiggles and vibrates around any charged particles inside 
them, like an electron, these particles are pushed or tugged. This mobility of charged 
particles is what produces EM radiations. So, we all are glowing from heat now. 
But we do not glow much in the visible spectrum, because the amount of radiation 
emitted at the wavelength depends on the temperature. All objects emit radiations 
of all wavelengths, but the hotter an object is the brighter and higher the frequency 
of the emission will be. At the temperature we normally encounter, we emit infrared 
radiations, and these can be detected by the thermal camera. Now the technology 
behind thermal imaging is advancing, enabling these cameras to produce detailed 
heat maps of the human body (Meola and Carlomagno, 2004).

Body Heat Maps and Human Emotion

A study was done to understand the human behavior or mood set by plotting the body 
heat map (Nummenmaa et al., 2014). The following plots (Figure 8) are obtained by 
experimenting with more than 700 people, the thermal map being mapped by a few 
experiments. (Figure 7) Participants marked areas in (A) whose activity they sensed 
was increasing (activation) and decreasing (deactivation) during various emotions. 
Subject wise activation and deactivation data (B) were inputted as integers, where 
the body was represented as 50,364 data points. Activation and deactivation maps 
were later merged (C) for statistical analysis.
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Night Vision and Predicting Crime Activity with Heat Maps

Since cameras are the devices of input, they are sensitive to the visible light spectrum. 
But that makes the surveying process inefficient in underexposed areas or simply 
darkness. The use of thermFigure 1 CCTV component diagram.al cameras as input 
devices is, therefore, more efficient.

Few studies have shown crime is involved when the committer is in the state 
of anger, similarly, the victim experiences fear. (De Haan & Loader, 2002) Such 
Emotions can be tracked and can be used to classify the activity executed by the 
person. Using modern thermal cameras, these maps can be prepared in real-time 
in higher resolutions and can be analyzed easily by AI and Deep-Learning. This 
technology can be used to distinguish the crime-victims and the culprit or can be 
used to determine the type of medical breakdown.

Figure 7. Thermal Map generation with the emBODY tool.

Figure 8. Thermal maps for various emotions related to heinous activities
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UAV APPLICATIONS: AN OVERVIEW

The global research and development budgets for UAV technology will reach 
28642.8 cr rupees by 2020. (Statista Research Department, 2019) Thus, we could 
expect the increased application of drones, across all sectors (Figure 9). In the eon 
of IoT and 5G technology, drones can function and react to commands in real-time 
enabling instant feedback and response rates. Drones can increase the efficiency 
and productivity of various tasks while simultaneously alleviating the cost and 
work, this could be beneficial for various industries and sectors if utilized smartly.

Drones in the Agricultural Sector

The global population is expected to strike a 9.6 billion checkpoint by 2050. (United 
Nations, 2017) So, to be able to feed this enormous pollution required more effective 
methods in the production of food, notifying the need for innovation needed in 
agricultural practices. For ages, our ancestors rely on intuition and experience, so 
the resultant harvest might not be highly profitable and sufficient, as the crops might 
fail if not cared well and checked frequently.

Drones can be the solution to this problem, as they could be used to monitor the 
irrigation cycles, nutrient levels, diseases and infection in the crop, collecting these 
data and meaningfully using them to produce a high yield and increase productivity. 
(Mogili and Deepak, 2018; Balaji et al., 2018)

Figure 9. Percentage increase in the growth of Drone Application in various sectors
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Drones in the Industrial and Manufacturing Sector

The maintenance and Inspection activities in Manufacturing and industrial sector 
usually is challenging and has higher health risks. There are fields in these sectors 
that are hard to access and have higher risks and health hazards, putting the workers, 
and inspector’s lives into risk. (Isah, 1996) But, with smart drone technology, 
such activities can be easily tackled with ease and in a safer manner. They can be 
functioning and performing tasks even if the machines are in working mode and 
they can be designed in such a way that they can fix minor errors and report major 
errors. Thereby, the process can be very cheaper and safer. (Omid and Torbjorn, 2019)

Drones in Infrastructure and Disaster Management Sectors

Smart drones can be used to manipulate the way services and deliveries are made 
to users. They are so not vulnerable that they could be used to deliver supplies to 
the needed in natural disasters and other emergencies. For example, the case study- 
based on Rwanda’s medical supply drone system (Ackerman and Koziol, 2019).

Drones can be fasters, and smarter when implemented with the 3D printing 
technologies. (Mckinnon, 2016) Aside from Visual surveillance and reporting the 
parameters, the drones can perform mechanical tasks, such as 3D printing temporary 
shelters for the victims, and survivors of a flood or an earthquake. This 3D printing 
technology is called Additive Building Manufacturing.

Drones in the Construction Industry

The Utilization of Drone technology has been seen as rising day-by-day in the 
construction industry. Estimates have shown that by 2020, 78.71 Cr rupees will be 
invested on drone worldwide by the construction companies. (DroneDeploy, 2018) 
Thus, there can be a drastic advancement in the existing drone technology, due to 
market competitions.

Drones perform tasks like site supervision, Inspection of construction, Site views, 
etc. (Anwar et al., 2018). They are able to access areas, and spaces that are otherwise 
inaccessible. The process and transmit real-time data. With more advancement in 
technology and innovation, the scope of the utility of drones might expand in the 
construction industry.

Drones in Smart Cities and Intelligent Cities

Although, drones have uncountable applications in making our lives better, one of 
the most interesting applications is the utilization of the UAVs for automated city 
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management and thereby creating an intelligent urban environment (Dung and Rohacs, 
2018). The amalgamation of IoT, AI, and Machine Learning, and with adequate 
training, these mechanical flying robots can perform tasks that are nearly impossible 
for a group of humans. In the long run, they can prove to be less expensive and 
reduce the workload, also they can perform tasks faster than humans. (Udland, 2015)

First Aid System Based on UAV and Wireless 
Body Sensor Network: Case Study

In (Fakhrulddin et al., 2019), they have developed an advanced First aid delivery 
system, to work on elderly patients with heart conditions. An elderly person usually 
has fragile bones and hence, if they fall, there are higher chances of a fracture, hip 
break or a head injury, which might put their lives at risk. So, the author in (Yan 
et al., 2015) has developed the FDB-HRT Algorithm - a crossbred fall detection 
algorithm, which works on a combination of acceleration and a heart rate threshold. 
In this proposal, the author has designed a wearable device that could measure heart 
rate and the acceleration, and this wearable device is implemented with the FDB-
HRT algorithm (Yan et al., 2015), and the wearable also has a geolocation circuit 
that could transmit the coordination and location of the patient. The Algorithm was 
99.2% accurate for fall detections. Accordingly, the Wireless worn device would 
send signals to the drones and the drones are programmed to analyzes these signals 
to deliver advanced first aid kits to the patient by tracking the patient’s location.

In this study (Fakhrulddin et al., 2019), it was found that the drones achieved a 105 
s average time savings compared to the same tasked performed by a delivery vehicle 
in urban areas. Moreover, it was observed that there was a 31.81% timesaving, when 
the UAV was let to transport the first aid kit to the patients’ location, then using an 
ambulance to do the same. Therefore, the study concludes that Drone Delivery is 
more efficient and faster as compared to traditional delivery methods.

Zip-Line’s Blood Delivery Drones in Rwanda: Case Study

Zip-line is a California Based company developing technology and service medical 
supply delivery to remote and areas with poor infrastructure. Rwanda is one of the 
smallest countries in Central Africa. (Figure 10) Zip-line has been operating this 
drone-based delivery service to deliver blood toward another hospital elsewhere in 
Rwanda from the Kinazi’s hospital. (Ackerman and Koziol, 2019)

It was being observed that a 50-kilometre trip to western Rwanda would take 
over an hour, while the drone makes its trip in over 14 minutes. (Ackerman and 
Koziol, 2019)
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DRONE SURVEILLANCE: IoT APPLICATIONS 
FOR HEALTH AND CRIME CONTROL

Drone surveillance is the application of Unmanned Aerial Vehicle or a matrix of 
them collectively surveying a specific subject or an environment (Burgard et al., 
2005). Drone surveillance enables clandestinely conglomerate information about 
a subject from a distance or altitude. However, Drones integrated with Computer 
vision, Action recognition, Emergency Equipment, Artificial Intelligence & Machine 
Learning essentially are Flying Intelligent Robots. In fact, they are Ubiquitous Robots. 
Intelligent drones are equipped with a technology that uses artificial intelligence. 
These robots can optimize their path instantaneously and accomplish complex tasks 
due to their high mobility, which makes them a better replacement for crime and health 
management models in a smart city. The drones are the input devices or the sources 
of datum, according to IoT technology. They detect and analyze human activities in 
real-time. (Singh et al., 2018)The drones can be programmed to recognize human 
poses and activities (Singh et al., 2018). Thus, the drones can conclude whether an 
event in real-time is suspicious and if yes, the scene and the subject are analyzed 
with more sets of confirmation algorithms. The drone can now forward the data 
and conclusion to the Central Processing Units of the system. The CPU diverts the 
case along with the coordinates to the respective action taking units. The case would 
be then managed by the Emergency or the Security dispersing units, accordingly. 
Sometimes, in the case with certain strong suspicious confirmations, few drones 
can be programmed to handle the malicious, with features like shooting anesthesia 

Figure 10. Zip-line’s Blood Delivery Service to areas with poor infrastructure in 
Rwanda, Africa

 EBSCOhost - printed on 2/9/2023 5:19 AM via . All use subject to https://www.ebsco.com/terms-of-use



129

Urban Intelligence and IoT-UAV Applications in Smart Cities

or throwing a catch net. Few drones can be designed to carry a First Aid Kit, which 
delivers the kit to other humans nearby the scene so that they can help the victim.

UNMANNED CITY CRIME-HEALTH 
CONTROL (UCCHC) SYSTEM

The Unmanned City Crime-Health Control System is a proposed model of Ubiquitous 
Flying Robots working together to predict and report the occurrence of heinous 
activities like Human Committed crime activities, Health Breakdowns, Elder Falls, 
etc. By receiving these data, the system is supposed to take-actions according to the 
type of activity recognized. Although this technology is essential for all the spaces 
relating to human presence, this chapter focuses more on the public spaces, where 
the responsibility of management is not belonging to a private agency. The city 
fabric in this context refers to that space that is outdoors like parks, roads, streets, 
etc., excluding the interiors of buildings, and the periphery belonging to private 
agencies. However, the scope of UCCHC can be stretched to the building interiors 
by expanding the availability of the IoT smart devices inside the built environments 
to be accessed by the UCCHC system (Suriyarachchi et al., 2019).

Ideal Schematics of Drone Surveillance System (UCCHC)

The basic working system of the Unmanned City Crime-Health Control (UCCHC) 
system consists of (Figure 11)

•	 Drone: A hovering unmanned aerial vehicle, with 6 degrees of freedom, here, 
implemented with heinous activity prediction algorithm- IoT smart drones. 
These drones consist of:
 ◦ Flying mechanism: Aerodynamic body, rotors, gyroscopes, 

accelerometer, proximity sensor, GPS.
 ◦ Sensor: RGB/night vision camera, thermal camera.
 ◦ Processing: CPU, data storage, transmitters and receivers.
 ◦ Power supply: Battery, solar arrays (Kardasz et al., 2016; Liew et al., 

2017)
•	 Drone Matrix: The drone matrix is the three-dimensional spatial network 

of actively functioning drones hovering above the city fabric, performing the 
task of surveillance, working together. They can be labeled by their spatial 
coordinates. The design of a default matrix layout is required for the efficient 
and effective performance of the UCCHC system.

 EBSCOhost - printed on 2/9/2023 5:19 AM via . All use subject to https://www.ebsco.com/terms-of-use



130

Urban Intelligence and IoT-UAV Applications in Smart Cities

•	 Database: The database containing catalogs of human activity classification, 
thermal-human behavioral maps, gesture datum, etc., that will be used by the 
algorithms to classify and predict heinous activities. This can be IoT cloud 
data.

•	 Principal Server: The CPU of the whole system, receiving data from drones 
and deciding whether to deploy emergency service or the crime control 
service to the affected area. This part of the system is prone to the trafficking 
of the data, such that the processing power must be able to handle intense 
data traffic. In fact, the server is responsible for repositioning and training the 
alignment of the drone matrix according to the trends of human activity in 
specific areas, weather patterns, population density, etc.

•	 Deploys: Deployment Stations for the specific service. Each deploys 
specialise in either crime control or health control, or the scopes could be 
expanded further. The number of deploys in the city fabric, effects how faster 
the problem it solves. The deploy location and numbers depends on numerous 
factors like the size of the city fabric to be surveillance, distance between 
two deploys, the population density, trends of heinous activities in the city 
fabric, rate of delivering service, radius of the area covered, etc. Similar to the 
layout of drones, these factors have to be further studied to design an efficient 
network of deploy stations.

•	 Service Vehicles/Drones: An Ambulance or a Crime control vehicle, a First 
Aid Drone. Again, depending on the Arrival rate, Population Density, Number 
of Deploys, Heinous Activity trends, etc. the number of service vehicles and 
drones per deploys can be determined.

Figure 11. IoT Architecture of the Unmanned City Crime-health control System
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Grid Iron Layout, Radial Layout, Star Layout are a few examples of the arrangement 
of the system. The arrangement of the drone matrix is to be developed by factors 
like the topography of the city, road layout, population density, etc. One of the other 
important factors that the functioning of the drone depends, is the micro-weather, 
as this is required to be studied for an effective, safe and energy-efficient flight of 
the drones. Further studies and research can help to extract a fundamental efficient 
layout for city surveillance. The coordinates of each drone can be defined by the 
parameters x and y, where x-y is the plane of the drone matrix. (Figure 12) and 
(Figure 13) shows the illustration of the drone matrix over the city fabric and the 
airspace of the flight operations.

Figure 12. UAV matrix layout and Principal Server component diagram

Figure 13. Illustration of the UAV Matrix and UAV air space
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Human Actions to Digital Decisions

Drones are the building blocks of the surveillance system. The drones, in real-time 
have a computer vision over the city fabric. As soon as the drones recognize any 
malicious activity in its flight, it classifies whether the observed activity is a crime 
or health issue. The drone completes its task by transmitting the coordinates of the 
affected area along with the activity data to the server. (Figure 16) illustrates the 
survey algorithm flowchart for the drones.

Figure 14. Survey Algorithm Flowchart for Drones
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The drone RGB sensors capture real-time video data from the city fabric and 
the activity recognition algorithm compare the data from the Human Activity Data 
Base in the IoT server with the real-time data. Usually, when no suspicious activity 
if detected the drones would simply refresh the data cache and repeat the cycle. The 
processing speed depends on the efficiency of the algorithm and the available data 
for comparison. But, in case, suspicious activity is detected, the drone analysis the 
thermal maps of the scene, for confirmation.

Through human emotion detection,

•	 The drone can predict whether the suspicious activity is - A case of crime or 
a medical emergency.

•	 The drones can predict the culprit and the victim, in a crime scene, with the 
human emotion classification using thermal imaging and heat maps.

Once, the drones process the required data, it then transmits the data to the 
IoT Server. By implementing AI-decision making algorithms, the processing is 
accomplished within the drones itself, and transmits only a few sets of data resulting 
in very less traffic of data across the surrounding environment, thus, encouraging 
an eco-friendly system.

It is to be noted that, the drones can be trained to recognized certain gestures, 
like rising the arms to call for help, waving arms up, and other gestures allotted 
understand the users. (Singh et al., 2018) For instance, suppose an elder walking 
in a street, feels some sort of dizziness, but no one is around him to help. In that 
case, all he has to do would be to raise his arms and wave it. As soon as the drone 
over the area notices this elder’s gesture, the drone could analysis and notify the 
Central IoT server. This could be done, by gesture training the drones to recognize 
the waving arms are the signs of Medical Emergency. Also, if such a gesture is 
programmed to the UCCHC system, in a city, the citizens must be aware of such 
gestures and their meanings.

Low Light Surveillance: Night Vision

The RGB Sensor camera can be highly effective during the daytime (Raghuraman 
et al., 2015). But in low lights, these cameras become ineffective. It is, therefore, 
necessary to ensure that the camera has a night vision feature, to capture and survey 
during nighttime. But the use of thermal sensors and its data in the algorithm would 
simply tackle the issue of low exposure. But there is a point to emphasis from the 
study CCTV surveillance system and Artificial Intelligence: Case Study, that the 
resolution of the camera’s sensors must be high, so the drone’s heinous activity 
algorithms to function effectively and efficiently.
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Digital Decisions to Reflex Actions

Possibilities of drone applications range from distributing food for hurricane victims 
to delivering medications for venomous animal bites to hikers in the wilderness. 
Drones are used to supply goods to various-disaster victims in remote locations. They 
can also help firefighters perceive the precise locations of fire and help emergency 
responders to locate victims.

However, in this system (Figure 17), drones in-case of recognizing heinous 
activities, the data is passed on to the main CPU. Where the CPU directs and triggers 
various service deploying units installed within the city fabric. These deploying units 
may include emergency healthcare vehicles, crime control vehicles, information 
kiosks, reflex drones that can deliver first aid kits, call for human help, or even 
warn the people around.

Although the services which include human assistance like, the ambulance, 
crime control vehicles-the overall process of surveillance, under an umbrella- is 
performing more efficient than traditionally it would do without UAVs, and AI, 
it is evident from the study that automated services, without the assistantships of 
humans, would perform faster.

Studies have shown that drones can function faster than normal vehicles in 
delivering services. This is because of its speed and traffic-free environment. 

Figure 15. Survey Algorithm Flowchart for Drones
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However, in the UCCHC system, the matrix of drones, depending on the density 
of drones, would be contributing to the air traffic and would alleviate the speeds of 
the drones. Moreover, problems like collision of drones might occur, but, through 
the application of AI, IoT along machine learning, these flying machines can be 
trained to tackle these drawbacks.

(Figure 17) shows two drones and sending data about the affected area to the 
principal servers and how the principal server classifies this received data and sends 
it to the respective service stations and further, the control station deploys its service 
to the affected area.

Figure 16. Working of UAV matrix layout and Principal Server

Figure 17. Working of UAV matrix layout and Principal Server

 EBSCOhost - printed on 2/9/2023 5:19 AM via . All use subject to https://www.ebsco.com/terms-of-use



136

Urban Intelligence and IoT-UAV Applications in Smart Cities

BENEFITS OF IMPLEMENTATION OF ARTIFICIAL 
INTELLIGENCE AND MACHINE LEARNING IN CITY 
SURVEILLANCE USING DRONE MATRIX

Technological advancement, liberal, and logical thinking are the key to breakdown 
and dissolve the problems that arise due to the UCCHC system like safety, security, 
privacy, emissions, energy, effects of microclimate, and weather.

Security

The security issue is becoming more significant in our day-to-day life. Places under 
surveillance typically allow certain human actions, and other actions are not allowed. 
With the input of UAV Matrix, a real-time visual surveillance system driven by action 
recognition and prediction algorithms may upsurge the likelihoods of apprehending 
a criminal on real-time video-footages and condense the menace caused by criminal 

Figure 18. Algorithm Flowchart for the server
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actions (La Vigne et al., 2011; Alexandrie, 2017). The cameras also make some 
people feel more secure, knowing the criminals are being scrutinized.

Privacy

This system is part of the city fabric, and it doesn’t include the spaces within the 
buildings. The City Fabric refers to the city volume excluding the premises of 
built structures and itself. So, the city fabric is the space that is communal. Also, 
such a space doesn’t require the conduct of hidden and secretive activities. So, the 
issue of Privacy is not an effective cause to discard this idea of drone surveillance. 
Moreover, the fabric is supervised by non-Humans, and the data is just studied in 
detail unless the system recognizes any heinous activity. Also, the strict unmanned 
aerial vehicle permission and laws do ensure no third-party devices hovering above 
the covered space.

Control on the EMF exposure

In order to connect with the network of the UAV matrix, each drone must send 
out wireless or radio frequency signals, which is a form of Electromagnetic field 
radiations. So, won’t this idea establish an environment that is hazardous to live 
and would be a sea of EMF radiations? All electronic devices which work wireless 
emit EMF radiations. EMF radiations consist of Extremely Low Frequency (ELF) 
Radiation and Radio Frequency (RF) Radiations. The ELF is emitted by every 
electronic device with a battery or electricity supply (Maleki et al., 2016). But, on 
top, RF radiations are emitted to connect with the surrounding system, similar to a 
wi-Fi router or cell phone connecting to a mobile signal tower.

Studies have estimated (GSMA Intelligence, 2017) about 77 percent of the world 
population uses devices that emit high levels of EMF, mobile phones. (National 
Cancer Institute, n.d.)When we are constantly exposed to EMFs, they can be very 
damaging. Researches and studies have concluded that the effects of EMF exposure 
vary from minor health concerns like headaches and skin rashes to very serious 
concerns like fertility problems, DNA fragmentation, cell damage, and cancerous 
tumors (National Cancer Institute, n.d.). These emissions are drastically reduced by 
limited transfer of data wirelessly. Since the drones are implemented with AI, most 
of the decisions are taken individually by the drones alone. This does not necessitate 
continuous interaction between the drone and the server.
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Renewable Energy and Green Drones

Such a system uses renewable energy and even stored in extra batteries for 
emergencies these solar-powered drones. (Jain and Mueller, 2019) The Developer 
Aviation Industry Corporation of China (AVIC) had already test-flown the unmanned 
aerial vehicle in mid-2018, albeit with a smaller wingspan. The latest flight used 
a 20-meter wingspan prototype weighing 18.9kg intended to replicate the ultimate 
model. The drone reached and maintained a sailing altitude of over 20,000 meters 
(Nurkin et al., 2018). Airbus’ Zephyr S, for example, the system managed to retain 
the drone buoyant for 2 weeks, and almost 26 days in mid-2018. This was because of 
the battery technology advancements and the usage of a light weighted solar array.

Safety Measures

In some cases, due to the failure of the drone- flight failure due to winds, low 
power- can be problematic. There are chances of these machines falling from the 
sky with higher velocities and might have some sharp edge parts like the wing 
blades (Schenkelberg, 2016). They might harm people and animals if they fall over 
(Doward, 2019).

However, the power of machine learning has allowed previous machines to 
correct these errors due to failures (Wuest et al,. 2016; Attaran and Deb, 2018), and 
also, they can be programmed to fall in a population free area and reduce the impact 

Figure 19. Airbus’ Zephyr S in flight
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on the city fabric. Frequent diagnostic self-checks of the drones would avoid such 
failure, and help the system fix the problems ahead.

Winds, Microclimate, and Weather

The weather patterns have been a very challenging aspect in the functioning of 
drones, since the invention of drones. Due to its lightweight and small body, drones 
are very sensitive to winds and breezes (Wang et al., 2019; Galway et al., 2011). New 
technologies have developed drones that can increase-decrease the rotation speeds 
of its rotors, to cope up with the effects of winds and to remain stable. However, 
this process can be very energy-consuming. Rains, Storms and Heavy winds can 
damage these tiny flying machines. But there are larger possibilities of advancement 
in drone technology, and these engineering problems will be classified in the coming 
years (Chatys and Koruba, 2005).

CONCLUSION

The very knowledge of this chapter is to encourage the scope of drone surveillance 
and implementing the surveillance with human activity prediction to serve as 
Unmanned City Crime-Health Control (UCCHC) System and sculpt an advanced 
productive infrastructure. Functioning of the UCCHC over city fabrics can ensure 
greater security of its users and has the potential to work effectively to respond 
to criminal activities and heath-breakdowns of its citizens. Emergency alerts 
and information are delivered instantaneously to the reacting bodies within the 
system. Such advancements in surveillance can promptly unravel and challenge the 
occurrence of monstrous actions. The implementation of such technology can be very 
advantageous for developing countries like India, where the population is very high 
and is problematic to manage a large number of users in its cities. Consequently, the 
number of casualties is relatively higher due to deferment in the identification of the 
problem and communications. So, the UCCHC system can drastically resolve the 
problems, ensuing more safe and secure cities for its users. Moreover, programmed 
city-surveillance in Indian cities can condense the wastage of human resources in 
city management and open up scopes for new research and employment. Along with 
safety and security, the technology would contribute to resource optimization as 
targeted resources and actions are to be devoted in a timely manner. The system could 
further provide an integrated opportunity to address various ICT led components for 
traffic, health, crime, security, safety, development, etc. in a smart city. The platform 
could act as a central force in devising plans and programs for urban planning and 
management. With numerous advantages and advent of technological innovations, 

 EBSCOhost - printed on 2/9/2023 5:19 AM via . All use subject to https://www.ebsco.com/terms-of-use



140

Urban Intelligence and IoT-UAV Applications in Smart Cities

the application of the UCCHC system is inescapable for the operation of the city 
mechanisms. As per the future application of UAVs, it goes beyond the speculation 
of the human mind. With the significant upsurge in the usage of UAVs, IoT and 
Cellular Networks likely in the coming years, this study could be an advantageous 
resource for implementers as well as future researchers.
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KEY TERMS AND DEFINITIONS

Activity Dataset in Cloud Database: The database containing catalogs of human 
activity classification, thermal-human behavioral maps, gesture datum, etc., that will 
be used by the algorithms to classify and predict heinous activities.

City Fabric: City Fabric is the fabric of space in a city that excludes all the building 
envelopes. City fabric includes the Urban Infrastructures, Streets, Morphology etc. 
Usually this is the space that is maintained by the public governmental services.

Heinous Activities: Activities that are suspicious in nature, which can be used 
to predict the occurrence of unpleasant event. For example, in a crime scene, when 
a criminal is going to perform a crime, the all set of activities that happens just 
before he performs the crime, like lifting up weapons, moving towards victim in a 
suspicious manner, etc.

Human Activity Prediction: Ability to predict the future event that is going to 
happen, from a given sequence of image or video footage.

Human Activity Recognition: Ability to classify and recognize human activity 
with the help of image sequences or a video footage.

Motion Energy Image: It is a grayscale static image where; the frames of a 
video clip are collapse into single. This is used to predict and recognize the subjects 
in a video footage.

Motion History Image: It is a grayscale static image, which help in understanding 
the progress of subjects in a video footage. In this image, the frames of a video 
clip are collapse into single, with the brightness of the frames increasing the time 
stamps of the frame in the video. This is used to predict motion and motion flow.

UAV Matrix: The drone matrix is the three-dimensional spatial network of 
actively functioning drones hovering above the city fabric, performing the task of 
surveillance, working together. They can be labeled by their spatial coordinates.
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ABSTRACT

In the real world, smart city traffic management is a difficult phenomenon. Introducing 
the internet of things into traffic management systems in smart cities is a huge 
challenge. Smart city definitions differ from city to city and country to country, 
depending on the city’s level of growth, willingness to change and reform, finances, 
and ambitions. Unmanned aerial vehicles (UAVs) have been used in a variety of 
applications for civil and defense infrastructure management. These uses include 
crowd surveillance, transportation, emergency management, and building design 
inspection. In smart cities, a variety of transport options exist with respect to public 
transport and private transport connectivity. The mathematical modelling-based 
vehicular network enables automobile manufacturers to incorporate smart features 
into vehicles at a low cost, boosting their market competitiveness. This proposal 
addresses the challenges concerning the surveillance system for smart city traffic 
management systems (TMSs).
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INTRODUCTION

Unmanned Aerial Vehicles (UAV) are becoming more common in a wide range of 
scenarios and applications as a result of technical advancements in sensor, electronics, 
and telecommunication technologies. Furthermore, the UAVs can fly independently 
and/or remotely without the requirement for any human personnel on board. Their 
inclusion in the Urban Internet of Things (IoT) (Zanella et al., 2014) is a significant 
step forward. It has an impact in several civil and military applications that current 
UAV systems supports.

A Ground Control Station (GCS) and UAVs make up a conventional UAV 
system. UAVs are controlled by a GCS, which establishes a data control loop by 
wirelessly interconnecting with the UAV. The upstream flow in this data control 
loop consists of control messages, while the downstream flow provides telemetry 
and data. Downstream telemetry comprises GPS location, altitude, battery status, 
attitude, heading, and wind speed, as well as information about the present status of 
the UAV and the surrounding environment. The structure and frequency of control 
messages upstream depends on the application and goal. Upstream control and 
downstream data flows (Mulligan and Olsson, 2013) generally have strict Quality of 
Service (QoS) requirements due to the essential nature of many UAV applications.

BACKGROUND

The market for unmanned aerial vehicles (UAVs) has expanded in the last five years. 
Figure 1 income from commercial drones from 2016 to 2025 and expected revenue 
through 2025 (Chourabi et al., 2012), while UAV market values in various sectors. 
Infrastructure development, data mining from multi-dimensional maps, and precision 
agriculture can all benefit from UAVs and machine learning.
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The integration of technologies necessary to deliver smart cities begins with the 
notion of smart cities, inhabitants with services that are more efficient and timelier. 
Drones have a lot of potential (Stöcker et al., 2017) in this competition for fast turning 
a future idea into reality and making cities a better place to live.

The Internet of Things (IoT) is envisioned as a near future communication 
paradigm that will allow everyday objects to be supplied with digital transceivers, 
communication, microcontrollers and other suitable protocols they will be able to 
communicate with each other and also add capability to interact with users via the 
Internet (Bellavista et al., 2013). The majority of Urban IoT or the foundation for 
smart city services is on a global or centralized architecture, in which a collection of 
dense and heterogeneous peripheral devices is placed across the city. These devices 
generate various forms of data, which is subsequently transmitted to a central control 
using appropriate communication technologies (Rodrigues et al., 2017), where it 
is stored and processed.

Figure 1. Commercial Reveue of UAV in USD
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All of our life’s economic, commercial, and social activities take place in cities. 
Cities are leaning on technology to help them cope with the situation the information 
as they become denser and more urban. The popularity of smart cities is increasing 
by the day, particularly in the aftermath of the global financial crisis. The global 
population (Mohammed et al., 2014) is increasing and by 2050, it is predicted to 
double. Furthermore, the world’s population is increasingly concentrated in cities. 
Cities accounted for 54.5 percent of the world population in 2020 and this number 
is expected to rise to 60% by 2030 (Ha, 2020). In cities, we conduct all of our 
economic, commercial and social activities. Cities are relying on technology to 
help them accommodate more information as they get denser and more urban. The 
Figure 2 shows the smart city structure for the Urban Cities.

Figure 2. Smart City structure system for Urban Cities
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The major challenges involved in the urban environment (Gupta et al., 2016; 
Semsch et al., 2009) like the one depicted in the Figure 3 for ITS (Indian traffic 
System)

• Line of Sight (LoS) obstruction between the GCS and a UAV due to the urban 
infrastructure.

• Multi-path propagation because of the buildings and other civil structures 
present in the urban environment.

• Highly dynamic and crowded spectrum, since several technologies are 
operating in the same spectrum and each one is supporting many different 
users.

• Local or temporal congestion due to the multitude of other devices sharing 
the same network infrastructure.

Importantly, when the UAV is unplugged from the GCS, fail-safe measures are 
engaged or when the UAV doesn’t get any message from GCS for a certain amount of 
time. The fail-safe mechanism causes a return-to-launch function and/or emergency 
landing using GPS. In all circumstances, however, the UAV fails to complete the 
task. Additionally, emergency landing may result in damage to the UAV (Kanistras 
et al., 2013), and pose a safety danger, especially in urban environments. Another 
solution would be to just hover the UAV until it gets a stable connection with the 
GCS, but this will be an energy inefficient way.

UNMANNED AERIAL VEHICLE (UAV) NETWORK

Unmanned aerial vehicles (UAVs), sometimes known as drones, are aircraft that 
can fly without the assistance of a human pilot. UAVs come in various sizes (Fu 

Figure 3. (UAVs) Unmanned Aerial Vehicles working in an urban setup
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et al., 2016). Small UAVs can be employed in formations or swarms, whereas 
large UAVs can be utilised alone on missions. The later once are more useful in 
civil applications in urban environment. Before moving into the flight details, it is 
important to understand the controls available for UAV. There are four main controls 
for a quadcopter UAV (de Freitas et al., 2010), which are as listed below.

Mathematical Model of Dependability Taxonomy

The mathematical model for taxonomy is defined by Avizienis et al. defined three 
ideas are arranged in a tree. (Avizienis et al., 2004) is shown in the Figure 4. The 
dependability depends on the following attributes, means, and threads.

• Attributes: The attributes of the system quantifiable and evaluable properties 
characterizing system performance.

• Means: This strategy improves the value of qualities.
• Threats: Incidents that negatively impact system performance

Figure 4. Mathematical model for Dependability of the system
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Mathematical Model Analysis

The purpose of the model analysis is to provide a probabilistic approach to the top 
event while taking fundamental events into account. The chance of the top event 
“communication breakdown” is predicted using an FTA (Cho et al., 2011) failing at 
a given time. Some reference data may be helpful in achieving the goal. However, 
finding failure rates for all basic occurrences is difficult. The Non electronic is a tool 
used to obtain data for fundamental events from the Parts Reliability Data Publication 
(NPRD-2016) database. This database lists each component, its environment, and 
other resources that differ from one component to the next. 3We select the minimum, 
maximum and mean failure rates, as well as the number of failures and hours from 
these sources. This database (George and Sousa, 2011) was used in our simulations 
using a real equipment failure rate. It offers the following reliability information for 
each one as shown in the table 1.

Burr Distribution for UAV

The Burr distribution for UAV or the Burr Type XII a continuous probability 
distribution of a non-negative random variable is called a distribution. It is likewise 
known as the Singh-Maddala distribution and is solitary of a number of different 
distributions. The “generalized log-logistic distribution” appears on occasion. Table 
2 shows the Burr Type XII distribution, which is part of a system of continuous 
distributions introduced by Irving W. Burr (1942), which comprises 12 major 
distributions. The Burr PDF expression is given as is given in the equation (1)

Table 1. Parameter of information

λmin Minimum data failure rate

λmax Maximum data failure rate

λmean Mean failure data rate

Nmin Minimum number failed

Nmax Maximum number failed

tmin Minimum number of operation hours

tmax Maximum number of operation hours
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Dagum Distribution for UAV

Dagum distribution for UAV is an uninterrupted probability distribution defined 
over the positive real numbers. It is christened after Camilo Dagum. The Dagum 
distribution for UAV has three parameters k>0, α>0 are continuous shape parameters 
and β>0 is a scale parameter is shown in the table 3. The Dagum PDF is given by 
(Kleiber and Christian, 2008) is given in the equation 3:
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The (CDF) cumulative density function of Dagum distribution function are given as
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Table 3. Parameter for Dagum Ditributions
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Gamma Distribution for UAV

The Gamma for UAV is a continuous probability distribution family parameter is 
given in the table 4 for the UAV and the α>0 is a continuous shape parameter, while 
β>0 is a continuous scale parameter. Its PDF is given as is given in equation 5

f V V v
v( ) ( )
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−1 1
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The cummulative density Function(CDF) for the Gamma Distibution is given as
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Where the γ α
β
,
v







  is the lower incomplete gamma function. The parameter of the 

Gamma Fucntion is given as

Table 4. Parameter for gamma distributions

Parameters α>0 shape parameter and 
   β>0 scale parameter

Mean    αβ

Median    No simple closed form

Mode    (α-1)β, for 𝛼≥1

Variance    𝛼𝛽 2

Skewness    
2

a

Kurtosis    
6

a
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Weibull Distribution for UAV

A Weibull distribution for UAV with a total length of 100,000 hours is taken 
into consideration since it is the most probable method for describing a random 
component lifetime distribution (Hallinan, 1993). Our objective is to enable successful 
communication between UAVs, drones, and GCC on the one hand, while also 
taking into account real-world limits like as large obstacles on the other. A Beta 
1 distribution can be used to depict the failure rate (Pearson theory on probability 
distributions) because it is regarded a random variable that is specified between two 
limits [min, max] (Jiang and Swindlehurst, 2010). The Weibull Distribution for the 
UAV is calculated as follows:
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Where a continuous shape parameter α>0 and a continuous scale parameter β>0 
are used.

The Cumulative Density Function (CDF) of the Weibull distribution function 
is given as
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The parameter of the Weibull distribution is given as shown in the table 5 for 
the UAV,
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The graphical representation of goodness of fit is represented in Figure 5. 
In station 1 and station 4 the curves whose peak is above the histogram may be 
neglected, since the peak above the histogram means that, the particular distribution 
is not fitting the UAV data.

Table 5. Parameters for Weibull Distribution

   Parameters    α>0 shape parameter, β>0 scale parameter

   Mean    𝛽 Γ(1+1/𝛼)
   Median    𝛽 (ln2)1/𝛼
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DISTRIBUTION EVALUATION APPROACH

Methods for calculating trip travel durations utilizing increasingly accessible data 
from mobile sources are still evolving and restricted (Weiger, 2007), particularly 
when it comes to probability distribution estimation. A Markov chain model was 
utilized in previous studies to estimate trip TTD (Total Time Delay).

Probability Distribution Estimation

The probability distribution estimate for a route (Hansen, 2016) using the Markov 
chain methodology (trip). Each circle represents a probable condition that a vehicle 
can encounter during a journey. The transition probability to the state a vehicle 

Figure 5. Fitting of UAV speed of data with various distributions
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encounters on the current connection given the state on the prior connection is 
represented by the edge between close link states. The number of different connection 
states that can exist along a route.

GMC (Generalized Markov Chain) method (Rao et al., 2016) the product of the 
starting state probability and the probabilities of transitioning between neighboring 
states links determines the likelihood of each Markov path and the probability is 
given in the equation 9.

Prob X x X x X x p p pj j
N N

jN j
j j j j1 1

1
2 2

2
1
1

1 2 2 3
= = =( ) = × × × ×, ,..., ...

, ,
p jj jN N−1,

 
(9)

The distribution of Markov paths is calculated is given in the equation 10 using 
the MGF technique, as the total of connected conditional link TTDs.

Dist X x X x X x MGF Dist x Dist xj j
N N

jN j j
1 1

1
2 2

2
1
1

2
2= = =( ) = ( ) ( ), ,..., , ,,...,Dist xN

jN( ){ }  
(10)

The task of estimating the probability distribution of trip travel times is defined 
as: Given a collection of link travel time probability distributions, estimate at every 
time, the probability distribution of trip travel durations for each OD pair.

The following are the primary assumptions used in prior research when employing 
a Markov chain methodology to estimate TTD:

1.  The significance of conditional independence between link trip times or 
independent conditional on states.

2.  The Constant transition probability for a given time (e.g., 1:15am)

Figure 6. Markov Distribution estimation for the UAV
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Markov Chain Identification

The goal of this stage is to specify traffic conditions and calculate the transition 
probability model. Link traffic state probabilities (Orfanus et al., 2016), link TTDs 
(dependent on states), and time-space dependent transition probabilities are the 
outputs. The states are defined using a Gaussian Mixture Model (GMM)-based 
clustering technique. The method ensures cluster homogeneity, differentiation in 
space and time, a big enough state to define the underlying traffic circumstances as 
well as computational efficiency. The utility functions are used to estimate utilizing 
a logit model to calculate transition probabilities.

Probability Distribution Estimation

Using a Markov chain technique, this calculates the trip TTD. Markov pathways 
are the permutations of link states throughout a route. The product of starting state 
probability and link transition probabilities is employed to calculate the Markov route 
probability. Using an MGF technique, the sum of correlated link TTDs conditional 
on states is used to calculate the Markov path TTDs.

Figure 7. Node point state distribution of the estimation framework
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Sensitivity Analysis

It is also worth looking into how sensitive the results are to different travel distances 
and road conditions. The underlying properties of link TTDs were investigated using 
statistical tests such as unimodality and spatiotemporal correlation. The Hartigan 
dip test was used to determine whether a distribution was unimodal.

RESULTS AND DISCUSSION

The Mathematical modelling of the system is done with the TTR performance has 
an impact on service appeal, system efficiency and operating costs. AVL-AFC data 
that has been archived has the potential to improve all levels of transit management 
and performance (planning and policy, operations, control). The state-of-the-art in 
TTR and TTD analysis was re-evaluated in this study. TTR is commonly used in 
studies to determine the impact of strategic and operational initiatives. TTD offers 
all of the data needed for TTR analysis. While dedicated or mobile sensors can be 
used to derive or infer link-level TTD, methods for estimating trip TTD between an 
origin and a destination pair are currently being developed.

Figure 8. For all circumstances, the top three models are distributed at the route level.
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CONCLUSION

The mathematical modelling of the UAV is done and the smart city, traffic condition 
on the prior link, the traffic status on the current connection during the last time 
interval, and the current link’s recurrent congestion index are all critical considerations 
for traffic state changes (link characteristics). The suggested link TTD prediction 
approach outperforms the alternatives predictions of deterministic and interval 
travel times. The model is quite generic since it uses explanatory factors’ effects 
on transition probabilities. However, there is a little cost in terms of estimating 
precision. More factors will be investigated, and the efficacy of the model will be 
assessed in terms of predicting trip travel time distributions (a set of connections) 
and link travel time distributions. The TMS for the Indian traffic management system 
using UAV for the smart system modelling is done with real time traffic simulated 
mathematical modelling.
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ABSTRACT

Over the last few years, the way people trade information and communicate with one another 
has changed tremendously. In business communication, social media channels such as 
Facebook, Twitter, and YouTube are becoming increasingly significant. Nevertheless, the 
study into online brand fan page is primarily focused on using website platforms rather than 
social media platforms. As a result, more research is needed to analyze UAV businesses’ fan 
page engagement behavior in order to grow their fan base and further induce a fan’s buying 
behavior using the honeycomb model’s views. Consumers who have participated in an online 
brand fan page are the study’s target group. A web-based survey was used to collect data. 
Identity, conversation, presence, sharing, reputation, relationships, and groups all had a 
significant beneficial effect on brand equity, according to the findings. This study confirms 
the impact of perceived value in improving various fan page behaviors, which aids in the 
identification and implementation of an online engagement plan for purchase.
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INTRODUCTION

An unmanned aerial vehicle (UAV), sometimes known as a drone, is a plane that flies 
without a human pilot, troop, or customers. Unmanned aerial vehicles (UAVs) are 
portion of an unmanned aircraft system (UAS), which also contains a ground-based 
regulator and a transport network system with the UAV (Hu and Lanzon, 2018). UAV 
flight can be measured the slightest bit by a human machinist, as in a greatly channelled 
jet, or with varying degrees of independence, such as automatic pilot assistance, 
up to fully independent airplane with no human interaction (Sharma et al., 2020). 
UAVs were fashioned in the twentieth period for soldierly responsibilities that were 
“too dull, unclean, or unsafe for humans,” and by the twenty-first period, they had 
developed essential possessions to most militaries (Cary and Coyne, 2020). Control 
technology industrialized and costs reduced, allowing them to be used in a diversity 
of non-military submissions. In-flight cinematography, merchandise distribution, 
farming, regulating and investigation, structure examinations, learning, rustling, 
and were competing are just a few examples (Tice, 1991) The first described use of 
an unmanned aerial vehicle for warfighting was in July 1849, when it served as an 
inflatable transporter (the predecessor to the aircraft carrier) in marine flight’s first 
aggressive use of air control. During the blockade of Venice, Austrian forces tried 
to fire 200 combustible inflatables against the city (Hu et al., 2021) The balloons 
were mostly hurled from land, although some were launched from the Austrian 
cruiser SMS Volcano as well. At least one bomb landed in the city, but most of the 
balloons missed their aim because the wind changed after launch, and some floated 
back over Austrian lines and the launching ship Vulcano. Drone development began 
in earnest in the early 1900s, with the initial goal of supplying practise targets for 
military personnel (Alvarado, 2021) In 1916, A. M. Low’s “Aerial Target” was the 
first effort at a powered UAV. Low acknowledged that Geoffrey de Havilland’s 
monoplane was the single that floated lower than his wireless direction on March 
21, 1917 (Koparan et al, 2020) Other British people unmanned growths surveyed 
during and after World War I, culminating in the 1935 deployment of a fleet of 
approximately 400 de Havilland 82 Queen Bee aerial targets (Koparan, 2018) In 
1915, Nikola Tesla described an unmanned fleet of in-flight assault automobiles. 
These innovations also motivated Charles Kettering of Dayton, Ohio, to build the 
Kettering Bug and the Hewitt-Sperry Involuntary Aircraft. Originally intended 
to be an unmanned plane carrying a short-tempered consignment to a predefined 
target. Reginald Denny, a movie star and model aeroplane enthusiast, created the 
first scaled remote piloted vehicle in 1935 (Kaplan, 2013) Interest in UAVs rose 
in the highest echelons of the US military as applicable technologies matured and 
miniaturised in the 1980s and 1990s. The US Department of Défense awarded AAI 
Corporation and Israeli business Malat a contract in the 1990s. The AAI Pioneer 
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UAV, which AAI and Malat developed together, was purchased by the US Navy 
(Hallion, 2003) Many of these unmanned aerial vehicles (UAVs) saw action in the 
Gulf War in 1991. UAVs showed the promise of inexpensive, more accomplished 
aggressive machineries that could be deployed without endangering aircrews. The 
first generation of aircraft were mostly surveillance planes, but some had armaments, 
such the General Atomics MQ-1 Predator, which could fire AGM-114 Hellfire air-
to-ground missiles. (Renner, 2016) The United States Air Force (USAF) employed 
7494 unmanned aerial vehicles (UAVs) in 2012, accounting for about one-third of 
all aircraft in the service. UAVs were also used by the Central Intelligence Agency. 
UAVs were utilised in at least 50 nations by 2013. China, Iran, Israel, Pakistan, 
Turkey, created their own variants. Drone use has increased in recent years. There is 
no complete list of UAV systems because to their widespread use (Murphy, 2005). 
Drone use for shopper and universal flight doings has increased in tandem with the 
development of smart technology and improved electrical power systems. Quadcopter 
drones are expected to be the most popular hobby radio-controlled aircraft and toys by 
2021, but their application in commercial and general aviation is limited due to a lack 
of autonomy and new regulatory settings that demand line-of-sight communication 
with the pilot. (Haydon, 2000) According to a report published in March 2021 by 
the UN Security Council’s Panel of Experts on Libya, a Kargu 2 drone sought down 
and attacked a human target in Libya in 2020 (Mikesh, 1973). It’s possible that this 
was the first occasion an independent slaughterer robot armed with lethal weapons 
assaulted people. This is the history of unmanned aerial vehicles (UAVs).

Applications of UAV

Self-directed drones have commenced to renovate numerous submission parts in 
current years due to their aptitude to fly yonder graphic line of vision (BVLOS) 
though maximising manufacture, lowering expenses and hazards, safeguarding spot 
protection, safety, and supervisory obedience, and defensive social workers in the 
event of a pandemic. (Nanalyze, 2019) They can also be utilised for consumer-related 
missions such as compendium distribution, as Amazon Prime Air has proved, and 
vital health-supply distributions (McNabb, 2020)

UAVs have a wide range of citizen, profitable, soldierly, and atmosphere requests. 
These are some of them:

Disaster relief, archaeology, biodiversity and environment conservation, law 
enforcement, crime, and terrorism are all examples of general recreation (Peck, 
2020) Commercial aerial surveillance, cinematography, broadcasting, technical 
research, graphing, cargo transport, withdrawal, industrial, forestry, solar farming, 
updraft energy, ports, and farming are all examples of profitable aerial investigation
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Warfare

Defense services throughout the world are progressively adopting UAVs for diverse 
requests such as scrutiny, logistics, announcement, outbreak, and contest, thanks to 
significant cost reductions and breakthroughs in UAV technology (Motwani, 2020) 
By 2020, seventeen countries will have armed UAVs, and over 100 countries will 
use UAVs for military purposes. Companies located in the United States, China, 
and Israel dominate the global military UAV market (Vergouw et al., 2016) In 2017, 
the United States had a market share of almost 60% of the military market. General 
Atomics, Lockheed Martin, Northrop Grumman, and Boeing are among the top 
five military UAV manufacturers in the world, followed by the Chinese business 
CASC. Since 2010 (Horowitz, 2020) China has built and increased its footprint 
in the military UAV market. The top 12 nations that are known to have purchased 
armed hums from China among 2010 and 2019 are all in the top 12.

Civil

Chinese businesses lead the citizen (commercial and general) drone industry. DJI, 
a Chinese drone maker, held 74% of the public marketplace share in 2018, with 
no other business secretarial for more than 5%, and $11 billion in global sales 
predicted for 2020 (Arnett, 2015) The US Central Subdivision suspended its fleet 
of DJI drones in 2020 as a result of greater monitoring of its operations, while the 
Righteousness Section restricted the use of public funding for the buying of DJI and 
other foreign-made UAVs. With a considerable market share gap, DJI is followed 
by Chinese firm Yuneec, US company 3D Robotics, and French company Parrot 
(Bateman, 2017), The US FAA has registered 873,576 UAVs as of May 2021, with 
42 percent classified as commercial drones and 58 percent as recreational drones. 
Consumers are progressively buying drones with more advanced features, according 
to the 2018 NPD, with 33 out of a hundred evolution in both the $500+ and $1000+ 
market sectors (Friedman and McCabe, 2020) In comparison to the military UAV 
market, the civil UAV market is relatively new. At the same time, corporations are 
forming in both developed and developing countries (Miller, 2020) Many early-stage 
firms have gotten money and support from investors, as in the United States, and 
from government organisations, as in India. Some colleges and universities provide 
research and training programmes as well as degrees (Peterson, 2013) Operational 
and in-person training programmes for both recreational and marketable UAV use 
are also available from private businesses. Consumer drones are also commonly 
used by military organisations around the world due to their cost-effectiveness. 
Since civil drones are informal to use and have greater dependability, the Israeli 
military began using DJI Mavic and Matrices series of UAVs for light investigation 
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missions in 2018 (Bloomberg.com, 2020) The US Army has also used DJI drones, 
which are the most extensively used commercial unmanned aerial systems. Chinese 
police have been using DJI surveillance drones in Xinjiang since 2017.

By 2021, the global UAV industry will be worth US $21.47 billion, with the 
Indian market around US $885.7 million. Drones with lights are increasingly being 
employed in night-time shows for artistic and commercial objectives.

Aerial Photography

Drones are well-suited to capture aerial pictures in photography and filmmaking, 
and they’re extensively employed for it. Small drones eliminate the requirement for 
exact coordination between pilot and cameraman because both tasks are filled by the 
same person. In the case of large drones equipped with professional cine cameras, a 
drone pilot and a camera operator who controls camera angle and lens are normally 
present. The AERIGON cinema drone, for example, is flown by two persons and 
is utilised in the production of huge blockbuster movies. Drones allow access to 
dangerous, remote, and uncomfortable locations that are otherwise unreachable.

Agriculture and Forestry

There is a crucial need for more expedient and keener cultivated keys than old-style 
approaches as worldwide request for food manufacture grows exponentially, incomes 
are exhausted, woodland is concentrated, and farming labour is progressively in short 
supply, and the agricultural drone and robotics industry is expected to make progress. 
Agricultural drones have been utilised to aid in the development of sustainable 
agriculture in places like Africa (Drone Addicts, 2018)

Facebook Fanpage

The fan page is the brand’s primary point of contact, serving as the hub for all 
network activities. Unlike profiles and groups, which require registration in order to 
participate, the fan page requires only a simple click on the “Like” icon to demonstrate 
interest in the subject and acquire the right to receive updates. You had to click on 
the symbol “Become a Fan” until April 2010, when Facebook changed it to “I like.” 
This variation was created with the express intention of increasing the number of 
users who enjoy the material on a certain page. Because Facebook’s developers 
found that clicking “Like” was perceived as less engaging by users, they devised 
this linguistic ruse to lighten the idea of participation in a community page, even 
if they were unfamiliar with its content. This is because in the real world, being a 
fan of something indicates you genuinely love a certain brand, whereas if the issue 
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is simply interesting, we will most likely only say we “like” it. Let’s take a look 
at how a fan page works and why it’s such a useful tool for businesses. The page 
was created in 2007 to allow public personalities and individuals to add a “public” 
profile to their “private and personal” profile, where they could not market their 
activities, have more than 5,000 connections, and be acceptable to all users interested 
in seeing and sharing their content. Companies, consumer goods, small businesses, 
movies, television channels, actors, politicians, singers, newspapers, and non-profit 
organisations are among these. Facebook has designed the fan page to look and 
function similarly to a personal profile, allowing the owner to update his personal 
status with a message visible to all Facebook users. When a person clicks the “like” 
button, the news is shared with all of their friends on the homepage. This feature 
is critical since it has a viral impact and helps to distribute all of the content on a 
page. This is a significant benefit for the organisation because it is the user who, 
having been impressed by the material, promotes it spontaneously and becomes an 
active participant in the communication process. Another benefit is that the public 
profile is visible and available to both Facebook members and non-Facebook users, 
and that search engines simply index the page link, strengthening the company’s 
Internet positioning strategy. Instead, a corporation that wishes to advertise and 
distribute its own home page can do so by acquiring ad space, which refers to the 
page’s own contents. You have six possibilities when creating a public profile: local 
business, company, organisation, or institution, brand or product, artist, band, or 
public personality, entertainment, cause, or community. A fan page is similar to a 
corporate website within the social network. Companies have an “official” channel; 
therefore, it requires consent from the firm as well as documentation attesting to 
the brand owner’s readiness to build one. Otherwise, because the registration terms 
have been broken, the corporation may request the cancellation or acquisition of the 
page. Information from Facebook (2009). Glynn (1981) is a man of many talents 
developing a loyal customer base may be the most crucial but difficult undertaking 
that marketers and managers face. The main issue is the difficulty of cultivating 
brand loyalty when new competitors constantly join the market, luring customers in 
with low prices and enhanced convenience. However, the fact that most people have 
a natural need to be a member of a group, thereby meeting an objective set of human 
wants, presents a huge potential McAlexander et al. (2002). Consumers are growing 
increasingly reliant on the consumption of various brands to express themselves. 
Customers who join a brand-based community have the option to be a part of a 
psychological and/or social group that is relevant to and hence supports a desired 
self-image. As a result, a brand-based community can serve as an aspirational group 
for existing non-users of the brand as well as a source of information for potential 
users. Marketers benefit from such communities because they have a consumer base 
that is both engaged and devoted to the brand.
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METHODOLOGY

Research Questions

• Identifications of Brand fan page engagement behavior dimensions
• Exploring gender differences in brand Fan pages of UAV.
• How Brand Equity of a product is enhanced by the participation of customers 

in Fan pages?

These are the major research problems addressed in the study. The research 
problem can be summarized as a study

Sample and Sample Size

Members of three UAV brand Fan pages made up the main study’s sample. For 
estimation and interpretation of results, a sufficient sample size is critical (Hair et 
al., 1998). However, there is no hard and fast rule for how big a sample size should 
be for structural modelling. To reduce the likelihood of model estimating problems, 
Kline (1998) proposed 100 to 150 cases. A sample size of 200 was proposed by 
Hoelter (1983) as a “critical sample size.” For models with three or more indicators 
per factor, Anderson and Gerbing (1984) discovered that a sample size of 150 is 
sufficient to provide a correct solution.

The researcher conducted a pilot study with 47 fan page users to determine the 
viability and feasibility of the current study. The researcher had a talk with certain 
social media experts in order to pinpoint the source of the problem and ensure the 
proper completion of this study. Following the analysis, the necessary adjustments 
were made to make the study more accurate and relevant in the field of research.

RESULTS AND DISCUSSION

The content validity ratio for the complete Fan page brand equity dimensions is 
greater than 70, based on the above table 1. As a result, all elements of Fan page 
brand equity are seen positively. The variables are relevant and intertwined in a 
substantial way. As a result, the study and its contents are supported by the degree 
of validity. To study the significant difference in various dimensions of Engagement 
behaviour by the Male respondents
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The descriptive table 2 includes some extremely helpful descriptive statistics for 
the entire group, such as the mean and standard deviation for the dependent variables. 
The ANOVA test is used to compare the differences between the various dimensions 
of the Honeycomb model in terms of Gender group (Male) for Brands fan page. 
Where the compared groups reached statistical significance, the post-Hoc test of 
multiple comparison was used to determine which groups were the most influential.

Analysis of Variance

As shown in table 2, the F value for Identity is 76.6, and the significant value is 0.00, 
indicating that identity has significant effects at the 0.05 level, indicating that Identity 
has substantial differences with male respondents. We can see that the significance 
level of discussion is 0.08 (p=0.01), which is greater than 0.05, implying that there 

Table 1. Content validity ratio for brands fan page engagement dimensions

S.No Dimensions Content Validity Ratio

10 Identity .80

11 Conversation .80

12 Presence .76

13 Sharing .80

14 Reputation .76

15 Relationship .80

16 Groups .76

Table 2. Engagement behaviour for brand’s fan page by male respondents

Dimensions
Mean Standard Deviation

F SigCarbon 
fiber drone

Phoenix 
drone

DJI 
inspire

Carbon 
fiber drone

Phoenix 
drone

DJI 
inspire

Identity 2.64 3.62 3.80 0.70 0.74 0.84 76.6 0.00

Conversation 3.32 3.16 3.37 0.32 0.92 0.90 2.48 0.08

Presence 2.92 3.52 3.66 0.37 0.78 0.75 38.4 0.00

Sharing 2.09 3.15 3.27 0.34 0.97 0.95 73.9 0.00

Reputation 2.23 3.13 3.34 0.49 0.95 0.86 58.7 0.00

Relationship 2.48 3.25 3.55 0.53 0.84 0.84 54.9 0.00

Groups 3.03 3.57 3.70 0.32 0.73 0.79 34.0 0.00
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is no statistically significant difference between male and female respondents in 
terms of dialogue. The F value for Presence was determined to be 38.4 and the 
significant value is 0.00, indicating that Presence has significant effects at the 0.05 
level, indicating that there are substantial differences between male and female 
respondents. Because the significance level for Sharing is 0.00 (p=0.00), which is 
less than 0.05, there is a statistically significant difference between male and female 
respondents in terms of sharing. Because the significance level for reputation is 
0.001 (p=0.01), which is less than 0.05, there is a statistically significant difference 
in male respondents’ reputation. Because the significance level for Relationship is 
0.00 (p=0.00), which is less than 0.05, there is a statistically significant difference 
between male and female respondents’ Relationship. Because the Groups significance 
threshold is 0.00(p=0.00), which is greater than 0.05, there is a statistically significant 
difference between groups among male respondents.

Post Hoc Test

We should run a Turkey’s W multiple comparison to discover which means are 
different since we rejected the null hypothesis in the identity dimension (we observed 
differences in the means). Here’s how such an analysis may look using the prior output.

According to the table above, there were considerable discrepancies between 
male and female respondents when it came to the Identity dimension. Significant 
variations emerged across the groups of the “DJI inspire Fan page,” according to 
the results of the Turkey’s W multiple comparison study. The mean scores suggest 

Table 3. Multiple comparisons versus male for identity dimension

Dependent Variable: Identity 
Turkey HSD

(I) Brands (J) Brands Mean Difference 
(I-J)

Std. 
Error Sig.

95% Confidence Interval

Lower Bound Upper Bound

Carbon 
fiber drone

PHOENIX DRONE -.98010* .08898 .000 -1.1896 -.7706

DJI inspire -1.16245* .11903 .000 -1.4426 -.8823

PHOENIX 
DRONE

Carbon fiber drone .98010* .08898 .000 .7706 1.1896

DJI inspire -.18236 .11469 .251 -.4523 .0876

DJI inspire
Carbon fiber drone 1.16245* .11903 .000 .8823 1.4426

PHOENIX DRONE .18236 .11469 .251 -.0876 .4523

*. The mean difference is significant at the 0.05 level.
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that among the three groups, the group “DJI inspire Fan page” delivers superior 
identification through Fan page. We should run a Turkey’s W multiple comparison 
to discover which means are different since we rejected the null hypothesis in the 
Presence dimension (we found differences in the means). Here’s how such an analysis 
may look using the prior output.

The table above shows that there were substantial variations between male and 
female respondents when it came to the Presence dimension. Significant variations 
emerged across the groups of the “DJI inspire Fan page,” according to the results 
of the Turkey’s W multiple comparison study. Among the three groups, the group 
“DJI inspire Fan page” delivers higher Presence to the members through Fan page, 
according to the mean scores.

We need run a Turkey’s W multiple comparison to discover which means are 
different since we rejected the null hypothesis in Sharing dimension (we found 
differences in the means). Here’s how such an analysis may look using the prior output.

The table 5 shows that there were substantial variations between Sharing dimension 
and Male respondents. Significant variations emerged across the groups of the “DJI 
inspire Fan page,” according to the results of the Turkey’s W multiple comparison 
study. Among the three groups, the group “DJI inspire Fan page” provides superior 
Sharing to the members through Fan page, according to the mean scores.

We should run a Turkey’s W multiple comparison to discover which means are 
different since we rejected the null hypothesis in the Reputation dimension (we 
found differences in the means). Here’s how such an analysis may look using the 
prior output.

Table 4. Multiple comparisons versus male for presence dimension

Dependent Variable: Presence
Turkey HSD

(I) Brands (J) Brands Mean Difference 
(I-J)

Std. 
Error Sig.

95% Confidence Interval

Lower Bound Upper Bound

Carbon 
fiber drone

PHOENIX DRONE -.60084* .07841 .000 -.7854 -.4163

DJI inspire -.74488* .10489 .000 -.9918 -.4980

PHOENIX 
DRONE

Carbon fiber drone .60084* .07841 .000 .4163 .7854

DJI inspire -.14404 .10107 .329 -.3819 .0939

DJI inspire
Carbon fiber drone .74488* .10489 .000 .4980 .9918

PHOENIX DRONE .14404 .10107 .329 -.0939 .3819

*. The mean difference is significant at the 0.05 level.
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According to table 6, there were substantial discrepancies between the Reputation 
dimension and Male responders. Significant variations emerged across the groups 
of the “DJI inspire Fan page,” according to the results of the Turkey’s W multiple 
comparison study. The average scores show that the group “DJI inspire Fan page” has 
a higher Reputation among the members of the Fan page than the other three groups.

We should run a Turkey’s W multiple comparison to discover which means 
are different since we rejected the null hypothesis in the Identity dimension (we 
observed differences in the means). Here’s how such an analysis may look using 
the prior output.

Table 5. Multiple comparisons versus male for sharing dimension

Dependent Variable: Sharing 
Turkey HSD

(I) Brands (J) Brands Mean Difference 
(I-J)

Std. 
Error Sig.

95% Confidence Interval

Lower Bound Upper Bound

Carbon 
fiber drone

PHOENIX DRONE -1.05864* .09540 .000 -1.2832 -.8341

DJI inspire -1.17400* .12761 .000 -1.4744 -.8736

PHOENIX 
DRONE

Carbon fiber drone 1.05864* .09540 .000 .8341 1.2832

DJI inspire -.11536 .12296 .617 -.4048 .1741

DJI inspire
Carbon fiber drone 1.17400* .12761 .000 .8736 1.4744

PHOENIX DRONE .11536 .12296 .617 -.1741 .4048

*. The mean difference is significant at the 0.05 level.

Table 6. Multiple comparisons versus male for reputation dimension

Dependent Variable: Reputation 
Turkey HSD

(I) Brands (J) Brands Mean 
Difference (I-J)

Std. 
Error Sig.

95% Confidence Interval

Lower Bound Upper Bound

Carbon 
fiber drone

PHOENIX DRONE -.90005* .09474 .000 -1.1231 -.6770

DJI inspire -1.10646* .12673 .000 -1.4048 -.8081

PHOENIX 
DRONE

Carbon fiber drone .90005* .09474 .000 .6770 1.1231

DJI inspire -.20641 .12211 .210 -.4939 .0810

DJI inspire
Carbon fiber drone 1.10646* .12673 .000 .8081 1.4048

PHOENIX DRONE .20641 .12211 .210 -.0810 .4939

*. The mean difference is significant at the 0.05 level.
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According to the table above, there were substantial discrepancies between the 
Relationship dimension and male responders. Significant variations emerged across 
the groups of the “DJI inspire Fan page,” according to the results of the Turkey’s W 
multiple comparison study. The mean scores suggest that of the three groups, the 
group “DJI inspire Fan page” maintains a positive relationship with its members 
through its Fan page.

We should run a Turkey’s W multiple comparison to discover which means are 
different since we rejected the null hypothesis in the Groups dimension (we found 
differences in the means). Here’s how such an analysis may look using the prior 
output.

Table 7. Multiple comparisons versus male for relationship dimension

Dependent Variable: Relationship 
Turkey HSD

(I) Brands (J) Brands Mean Difference 
(I-J)

Std. 
Error Sig.

95% Confidence Interval

Lower Bound Upper Bound

Carbon 
fiber drone

PHOENIX DRONE -.76755* .08869 .000 -.9763 -.5588

DJI inspire -1.06973* .11864 .000 -1.3490 -.7905

PHOENIX 
DRONE

Carbon fiber drone .76755* .08869 .000 .5588 .9763

DJI inspire -.30218* .11432 .023 -.5713 -.0331

DJI inspire
Carbon fiber drone 1.06973* .11864 .000 .7905 1.3490

PHOENIX DRONE .30218* .11432 .023 .0331 .5713

*. The mean difference is significant at the 0.05 level.

Table 8. Multiple comparisons versus male for groups dimension

Dependent Variable: Groups 
Turkey HSD

(I) Brands (J) Brands Mean Difference 
(I-J)

Std. 
Error Sig.

95% Confidence Interval

Lower Bound Upper Bound

Carbon 
fiber drone

PHOENIX DRONE -.54335* .07503 .000 -.7200 -.3667

DJI inspire -.66667* .10037 .000 -.9029 -.4304

PHOENIX 
DRONE

Carbon fiber drone .54335* .07503 .000 .3667 .7200

DJI inspire -.12331 .09671 .410 -.3510 .1043

DJI inspire
Carbon fiber drone .66667* .10037 .000 .4304 .9029

PHOENIX DRONE .12331 .09671 .410 -.1043 .3510

*. The mean difference is significant at the 0.05 level.
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Significant differences were found in the Groups dimension and among Male 
respondents, as shown in the table above. Significant variations emerged across 
the groups of the “DJI inspire Fan page,” according to the results of the Turkey’s 
W multiple comparison study. Among the three groups, the group “DJI inspire Fan 
page” delivers superior Groups to the members through Fan page, according to the 
mean scores.

TO STUDY THE SIGNIFICANT DIFFERENCE 
IN VARIOUS DIMENSIONS OF ENGAGEMENT 
BEHAVIOR BY FEMALE RESPONDENTS

The descriptive table includes some extremely helpful descriptive statistics for the 
entire group, such as the mean and standard deviation for the dependent variables. 
ANOVA is used to compare the differences in the various dimensions of the 
Honeycomb model in terms of Gender group (female) for Brands fan page. Where 
the compared groups reached statistical significance, the post-Hoc test of multiple 
comparison was used to determine which groups were the most influential.

Analysis of Variance

As shown in table 9, the F value for Identity is 7.75, and the significant value is 
0.00, indicating that Identity has significant effects at the 0.05 level, indicating 
that Identity has substantial differences with Female respondents. We can observe 
that the significance level of discussion is 0.001(p=0.01), which is less than 0.05, 

Table 9. Honeycomb model for brands fan page by female respondents

Dimensions
Mean Standard Deviation

F SigCarbon 
fiber drone

Phoenix 
drone

DJI 
inspire

Carbon 
fiber drone

Phoenix 
drone

DJI 
inspire

Identity 2.85 3.11 3.07 0.75 0.67 0.68 7.75 0.00

Conversation 3.11 2.79 2.98 0.69 0.76 0.69 10.4 0.00

Presence 3.09 2.90 3.11 0.49 0.70 0.88 6.45 0.00

Sharing 2.40 2.62 2.77 0.80 0.78 0.87 6.29 0.00

Reputation 2.43 2.70 2.97 0.76 0.67 0.88 14.4 0.00

Relationship 2.56 2.80 2.83 0.63 0.60 0.71 8.32 0.00

Groups 3.09 3.07 3.20 0.46 0.50 0.66 2.06 0.12
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indicating that there is a statistically significant difference between female and male 
respondents’ conversations. The F value for presence was determined to be 6.45, 
and the significant value is 0.00, indicating that Presence has significant effects at 
the 0.05 level, indicating that there are substantial differences between male and 
female respondents. Because the significance level for reputation is 0.001 (p=0.01), 
which is less than 0.05, there is a statistically significant difference between Female 
and Male respondents’ reputation. Because the significance level for relationship is 
0.00 (p=0.00), which is less than 0.05, there is a statistically significant difference 
between Female and Male respondents’ Relationship. Because the significance level 
of Groups is 0.12 (p=0.12), which is more than 0.05, no statistically significant 
difference between Groups by Female respondents exists.

POST HOC TEST

We should run a Turkey’s W multiple comparison to discover which means are 
different since we rejected the null hypothesis in the Identity dimension (we observed 
differences in the means). Here’s how such an analysis may look using the prior output.

According to the table above, there were substantial discrepancies between 
Identity dimension and Female respondents. Significant disparities emerged 
across the groups of the “PHOENIX DRONE Fan page,” according to the results 
of the Turkey’s W multiple comparison study. Among the three groups, the group 

Table 10. Multiple comparisons for female by identity

Dependent Variable: Identity 
Turkey HSD

(I) Brands (J) Brands Mean Difference 
(I-J)

Std. 
Error Sig.

95% Confidence Interval

Lower Bound Upper Bound

Carbon 
fiber drone

PHOENIX DRONE -.26166* .06645 .000 -.4177 -.1056

DJI inspire -.22000 .10124 .077 -.4577 .0177

PHOENIX 
DRONE

Carbon fiber drone .26166* .06645 .000 .1056 .4177

DJI inspire .04166 .08680 .881 -.1622 .2455

DJI inspire
Carbon fiber drone .22000 .10124 .077 -.0177 .4577

PHOENIX DRONE -.04166 .08680 .881 -.2455 .1622

*. The mean difference is significant at the 0.05 level.
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“PHOENIX DRONE Fan page” provides greater Identity to the members through 
Fan page, according to the mean scores.

We should run a Turkey’s W multiple comparison to discover which means are 
different since we rejected the null hypothesis in the Conversation dimension (we 
identified variations in the means). Here’s how such an analysis may look using 
the prior output.

According to the table above, there were substantial variations between 
Conversation dimension and Female respondents. Significant variances appeared 
across the groups of “Carbon fibre drone Fan page,” according to the results of the 
Turkey’s W multiple comparison study. Among the three groups, the group “Carbon 
fibre drone Fan page” gives greater Conversation to members through Fan page, 
according to the mean scores.

We should run a Turkey’s W multiple comparison to discover which means 
are different since we rejected the null hypothesis in the Presence dimension (we 
found differences in the means). Here’s how such an analysis may look using the 
prior output.

The table 12 shows that there were substantial variations between male and 
female respondents when it came to the Presence dimension. Significant variations 
emerged across the groups of the “DJI inspire Fan page,” according to the results 
of the Turkey’s W multiple comparison study. Among the three groups, the group 
“DJI inspire Fan page” delivers higher Presence to the members through Fan page, 
according to the mean scores.

Table 11. Multiple comparisons for female by conversation

Dependent Variable: Conversation 
Turkey HSD

(I) Brands (J) Brands Mean 
Difference (I-J) Std. Error Sig.

95% Confidence Interval

Lower Bound Upper Bound

Carbon 
fiber drone

PHOENIX DRONE .31208* .07124 .000 .1448 .4794

DJI inspire .12847 .10854 .463 -.1264 .3833

PHOENIX 
DRONE

Carbon fiber drone -.31208* .07124 .000 -.4794 -.1448

DJI inspire -.18361 .09306 .120 -.4021 .0349

DJI inspire
Carbon fiber drone -.12847 .10854 .463 -.3833 .1264

PHOENIX DRONE .18361 .09306 .120 -.0349 .4021

*. The mean difference is significant at the 0.05 level.
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We need run a Turkey’s W multiple comparison to discover which means are 
different since we rejected the null hypothesis in Sharing dimension (we found 
differences in the means). Here’s how such an analysis may look using the prior output.

The table above shows that there were substantial variations between Sharing 
dimension and Female respondents. Significant variations emerged across the groups 
of the “DJI inspire Fan page,” according to the results of the Turkey’s W multiple 
comparison study. Among the three groups, the group “DJI inspire Fan page” provides 
superior Sharing to the members through Fan page, according to the mean scores.

Table 12. Multiple comparisons versus female by presence

Dependent Variable: Presence 
Turkey HSD

(I) Brands (J) Brands Mean Difference 
(I-J)

Std. 
Error Sig.

95% Confidence Interval

Lower Bound Upper Bound

Carbon 
fiber drone

PHOENIX DRONE .19446* .06645 .010 .0384 .3505

DJI inspire -.02185 .10124 .975 -.2596 .2159

PHOENIX 
DRONE

Carbon fiber drone -.19446* .06645 .010 -.3505 -.0384

DJI inspire -.21631* .08680 .034 -.4201 -.0125

DJI inspire
Carbon fiber drone .02185 .10124 .975 -.2159 .2596

PHOENIX DRONE .21631* .08680 .034 .0125 .4201

*. The mean difference is significant at the 0.05 level.

Table 13. Multiple comparisons versus female by sharing

Dependent Variable: Sharing 
Turkey HSD

(I) Brands (J) Brands Mean Difference 
(I-J) Std. Error Sig.

95% Confidence Interval

Lower Bound Upper Bound

Carbon 
fiber drone

PHOENIX DRONE -.22785* .07604 .008 -.4064 -.0493

DJI inspire -.37074* .11585 .004 -.6428 -.0987

PHOENIX 
DRONE

Carbon fiber drone .22785* .07604 .008 .0493 .4064

DJI inspire -.14289 .09933 .322 -.3762 .0904

DJI inspire
Carbon fiber drone .37074* .11585 .004 .0987 .6428

PHOENIX DRONE .14289 .09933 .322 -.0904 .3762

*. The mean difference is significant at the 0.05 level.
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We should run a Turkey’s W multiple comparison to discover which means are 
different since we rejected the null hypothesis in the Reputation dimension (we 
found differences in the means). Here’s how such an analysis may look using the 
prior output.

According to the table above, there were substantial discrepancies between the 
Reputation dimension and Female respondents. Significant variations emerged across 
the groups of the “DJI inspire Fan page,” according to the results of the Turkey’s W 
multiple comparison study. According to the average scores, the group “DJI inspire 
Fan page” has an excellent reputation among three separate groups.

We should run a Turkey’s W multiple comparison to discover which means are 
different since we rejected the null hypothesis in the Relationship dimension (we 
found differences in the means). Here’s how such an analysis may look using the 
prior output.

According to the table 15, there were substantial discrepancies between the 
Relationship dimension and female respondents. Significant variations emerged 
across the groups of the “DJI inspire Fan page,” according to the results of the 
Turkey’s W multiple comparison study. The mean scores suggest that of the three 
groups, the group “DJI inspire Fan page” maintains a positive relationship with its 
members through its Fan page.

While analyzing the significant difference in various dimensions of honeycomb 
model by Male respondents it has been found that male respondents reveal significant 
difference in dimensions of Identity, Presence, Sharing, Reputation, Relationship 
and Groups and the result does not indicates significant difference in dimension 

Table 14. Multiple comparisons versus female for reputation

Dependent Variable: Reputation 
Turkey HSD

(I) Brands (J) Brands Mean Difference 
(I-J) Std. Error Sig.

95% Confidence Interval

Lower Bound Upper Bound

Carbon 
fiber drone

PHOENIX DRONE -.27151* .06843 .000 -.4322 -.1108

DJI inspire -.53944* .10425 .000 -.7843 -.2946

PHOENIX 
DRONE

Carbon fiber drone .27151* .06843 .000 .1108 .4322

DJI inspire -.26793* .08939 .008 -.4778 -.0580

DJI inspire
Carbon fiber drone .53944* .10425 .000 .2946 .7843

PHOENIX DRONE .26793* .08939 .008 .0580 .4778

*. The mean difference is significant at the 0.05 level.
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of Conversation. Since we found differences in the means Posthoc test was carried 
out to know which Fan page is different from others. The result indicates that for 
the dimensions Identity, Presence Sharing, Reputation, Relationship and Groups 
“DJI inspire fan page” is different from others. While analysing the significant 
difference in various dimensions of honeycomb model by female respondents it 
has been found that female respondents reveal significant difference in dimensions 
of identity, Conversation, Presence, Sharing, Reputation and Relationship and the 
result does not indicates significant difference in dimension of Groups. Since we 
found differences in the means Posthoc test was carried out to know which Fan 
page is different from others. The result indicates that for the dimensions Presence, 
Sharing, Reputation and Relationship “DJI inspire fan page” is different from others 
and for Identity dimension “PHOENIX DRONE” fan page is different from others. 
Conversation dimension “Carbon fibre drone Fan page “is different from others.

CONCLUSION

Managerial Implications

Fan sites for brands could provide options for members to find like-minded consumers. 
Individuals get together in an online community because they share similar interests 
and goals. Individuals on the Brands Fan page can form a variety of subgroups based 
on similar or particular product service demands. Marketers must discover these 
prospective sub-groups and supply each one with more specialised and individualised 
services. In order to promote the hedonic character of their pages, marketers must 

Table 15. Multiple comparisons versus female for relationship

Dependent Variable: Relationship 
Turkey HSD

(I) Brands (J) Brands Mean Difference 
(I-J)

Std. 
Error Sig.

95% Confidence Interval

Lower Bound Upper Bound

Carbon 
fiber drone

PHOENIX DRONE -.23556* .05962 .000 -.3756 -.0956

DJI inspire -.26889* .09083 .009 -.4822 -.0556

PHOENIX 
DRONE

Carbon fiber drone .23556* .05962 .000 .0956 .3756

DJI inspire -.03333 .07788 .904 -.2162 .1495

DJI inspire
Carbon fiber drone .26889* .09083 .009 .0556 .4822

PHOENIX DRONE .03333 .07788 .904 -.1495 .2162

*. The mean difference is significant at the 0.05 level.
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use a range of strategies to categorise subgroups. For example, the Brands page 
may use a game platform for product announcements, such as a simple vote, online 
flash, or online puzzles. Including movies relating to new brand information could 
result in pleasurable encounters. RFID and other new technologies may be used to 
carry out community activities. Brand fan pages can improve member engagement 
by enhancing the hedonic experiences of being a member of a brand fan page, which 
directly influence the good impression of businesses. Marketers can use a variety of 
features to allow members to access all of the information on a brand’s fan page. Pages 
may also run marketing efforts to encourage users to upload messages and photos to 
their brand’s fan pages, thereby increasing member participation. At the same time, 
they may provide a component to enhance the members’ hedonic experience, such 
as a free drink at check-in, as a reward for their involvement. Because they generate 
hedonic motivation, such as good experiences, pleasure, and positive feelings, these 
types of marketing may be more effective at engaging members in the activities of the 
brand fan page. Furthermore, marketing strategies that include free gifts or samples 
may be more effective than mere discounts and coupons in creating favourable client 
responses. Social media is a powerful tool for brands to retain relationships with 
their customers. By analysing user posts on brand pages, marketers may uncover 
the most significant features of their businesses. They can then take rapid action 
based on positive reviews and complaints about service. Marketers are capable of 
efficiently responding to consumer complaints. All of this may help firms’ fan pages 
create positive brand images and develop strong relationships with their followers.
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ABSTRACT

In this chapter, the author bases his research projects on his authentic mixed 
multidisciplinary applied mathematical model for transformation projects. His 
mathematical model, named the applied holistic mathematical model for project 
(AHMM4P), is supported by a tree-based heuristics structure. The AHMM4P is 
similar to the human empirical decision-making process and applicable to any type 
of project, aimed to support the evolution of organisational, national, or enterprise 
transformation initiatives. The AHMM4P can be used for the development of the 
enterprise information systems and their decision-making systems, based on artificial 
intelligence, data sciences, enterprise architecture, big data, and machine learning. 
The author tries to prove that an AHMM4P-based action research approach can 
unify the currently frequently used siloed machine learning trends.
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INTRODUCTION

In this book chapter the author presents an Artificial Intelligence (AI) based generic 
concept for decision making that is based on Machine Learning; where the AHMM4P 
manages various types of algorithms. A transformation depends on the capacities 
of the decision-making system and the profile of the Business Transformation 
Manager (or simply the Manager) and his team; who are supported by a holistic 
framework (Trad & Kalpić, 2020a). The role of Machine Learning Integration 
for Projects (MLI4P) and the needed data and modules’ modelling techniques are 
essential for managing various type of algorithms in an AI based transformation 
project. This chapter and the author’s related research publications deal with Business 
Transformation Projects’ (or simply Project) complexity as well as the support for 
the Decision-Making System for Projects (DMS4P) and Enterprise Architecture 
Integration for Projects (EAI4P). The proposed framework promotes the Project’s 
technics to ensure success, by: 1) modelling artefacts; 2) implementing MLI4P 
components; 3) EAI4P support; 4) the use of a Generic Project Interface (GPI); and 
5) complex algorithmics. The success of a Project depends on how an EAI4P and 
complex algorithmic modelling activities are synchronized (IMD, 2015).

Figure 1. EAI4P cycles synchronize with Project resources

 EBSCOhost - printed on 2/9/2023 5:19 AM via . All use subject to https://www.ebsco.com/terms-of-use



190

Business Transformation and Enterprise Architecture Projects

That is why the implementation of such Projects requires significant knowledge 
of EAI4P techniques. GPI handles MLI4P calls and its main mechanisms to 
support: 1) a generic data architecture; 2) implementation interfaces; and 3) data 
and modules modelling. GPI is a part of the Selection management, Architecture-
modelling, Control-monitoring, Decision-making, Training management and Project 
management Framework (SmAmCmDmTmPmF, for simplification in further 
text the term Transformation, Research, Architecture, Development framework 
or TRADf will be used). As shown in Figure 1, Project resources interact with all 
the enterprise’s (or simply an Entity) architecture phases, using the data Building 
Blocks for Projects (dBB4P) or the holistic brick (Trad & Kalpić, 2020a). GPI is 
MLI4P’s main interface and the trends of using MLI4P for 2021, is tremendous, as 
shown in Figure 2 (Kapoor, 2021).

BACKGROUND

MLI4P uses the GPI to interact with the EAI4P and has the following characteristics:

• Is an AI composite model, or set of algorithms, which can be integrated in 
various Projects.

• Uses the atomic Building Blocks for Projects (aBB4P) concept; which 
corresponds to an autonomous set of classes.

• Uses a Natural Programming Language for Projects (NLP4P) for development 
of various types of interfaces.

Figure 2. The growing role of MLI4P on Hyperautomation (Kapoor, 2021)
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The author’s global research topic’s and final Research Question (RQ) (hypothesis 
#1-1) is: “Which business transformation manager’s characteristics and which type of 
support should be assured for the implementation phase of a business transformation 
project?” The targeted business domain is any business environment that uses: 1) 
complex technologies; and 2) frequent transformation iterations. For this phase 
of research, the sub-question (or hypothesis #2-3) is: “What is the impact of the 
MLI4P on Projects?”

MAIN FOCUS OF THE CHAPTER

In this chapter the focus is on MLI4P’s usages, that are a part of the Architecture 
module (Am) and Decision making (Dm) modules, and it tries to prove that such 
a concept can be built on a loosely coupled EAI4P. It uses the Data Management 
Concepts for Artificial Intelligence (DMC4P) to interface various types of data 
sources. The MLI4PAI uses the AHMM4P, which manages algorithms that are used 
to analyse data and offer conclusions. Projects are increasingly complex, and data 
is global; these huge amounts of data are full of valuable operational information.

Artificial Intelligence Basics

AI is a concept that is older than Information and Communication Systems (ICS) 
and inspects if it is possible to create machines that contain human like cognitive 
abilities. This concept has influenced academicians, researchers and other scientific 
fields. It emerged as a practical domain in the middle of the 20th century. In 1950, 
Alan Turing (an English computer scientist, cryptanalyst, mathematician and 
theoretical biologist) developed a fundamental test for machine intelligence, which 
is known as the Turing Test. The term AI was coined in the proposal for a seminal 
AI conference that took place at Dartmouth in 1956 (Schmelzer, 2021).

Turing Test Basics

A Turing Test is a method used in AI to determine if a machine is capable of thinking 
like the human brain. Turing claimed that a machine can be estimated to be AI 
capable, if it can mimic human responses under certain constraints (Schmelzer, 2021).

Data Sciences Basics

Data Sciences Integration for Projects (DSI4P) basics are (Guru99, 2021):
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• It involves extracting insights in the context of vast amounts of data, by 
using scientific methods, algorithms and processes. It helps in finding hidden 
patterns from raw data. DSI4P is the result of evolution of statistics, data 
analysis and Big Data for Projects (BGD4P).

• It is cross functional and tries to extract knowledge from structured or 
unstructured databases.

• It translates business problems into a RDP4P and then translates them into 
solutions.

• It includes, statistics, visualization, Deep Learning Integration for Projects 
(DLI4P) and ML4P concepts.

• Its process includes: discovery, data preparation, model planning, model 
building, operationalize and the communication of results.

• It predicts business solutions as it looks backward, where DSI4P looks 
forward.

• Possible applications are 1) Internet search; 2) Recommendation systems; 3) 
Image and Speech recognition; 4) Gaming world; 5) Online price comparison; 
and 6) many other…

• Its biggest challenges are: various information, data formats and sources.

MLI4P Basics

MLI4P’s basics are (Schmelzer, 2021):

• It is a hallmark of intelligence and has the ability to learn from experience 
and helps machines to identify learning patterns, in order to make predictions; 
this is the essence of MLI4P.

• It uses algorithms that abstract learning from samples of good data and 
models.

• It involves different types of learning processes, with different levels of 
specialists’ guidance and these processes are:
 ◦ Supervised learning, which starts with human initiated training data 

that instructs algorithms on what to learn.
 ◦ Unsupervised learning, is a method in which an algorithm, discovers 

information autonomous using unlabeled training data.
 ◦ Reinforcement learning, uses algorithms to learn from trial and error; 

and is supported by initial instructions and ongoing oversight from 
specialists.
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A Composite AI Model

AI, DSI4P and MLI4P, composite model’s basics are (Schmelzer, 2021):

• DSI4P is powerful and when combining it with MLI4P gives the capability 
for generating insights from massive data.

• It leads to solving the challenge of complex Project problems; like:
 ◦ Predictive analytics forecasts of customer behavior, business trends and 

events based on analysis of constantly changing datasets.
 ◦ Intelligent conversational systems which support interactive 

communications with various parties.
 ◦ Anomaly detection systems that can respond to continually evolving 

threats and enforce cybersecurity and fraud detection.
 ◦ Hyperpersonalization systems enable targeted advertising, product 

recommendations, financial guidance and medical care and other 
services.

 ◦ Major financial crimes.
• Even if they are separate concepts which individually offer capabilities, 

combing them is transforming the business ecosystems.
• The author’s framework goes even further to combine them with EAI4P and 

other fields.

RESEARCH DEVELOPMENT PROCESS FOR AI

As shown in Figure 3, the Research and Development Process for Projects (RDP4P) 
focuses on the impacts of the mechanistic EAI4P integration and uses a mixed 
hyper-heuristics based methodology (Vella, Corne, & Murphy, 2009). The RDP4P 
is based on an extensive cross-functional Literature Research Process for Projects 
(LRP4P), a Qualitative Analysis for Artificial Analysis (QLA4P) methodology and 
on a POC for the proposed hypotheses.
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Projects and business engineering fields use a Proof of Concept (PoC) or 
prototyping to establish GPI’s and MLI4P’s (Camarinha-Matos, 2012): 1) feasibility; 
2) viability; 2) major technical issues; and 3) offer recommendations.

Figure 3. The mixed method flow diagram (Trad & Kalpić, 2020a)

Figure 4. The PoC’s overall diagram of components
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The PoC is used to prove the feasibility of the GPI and MLI4P, as shown in 
Figure 4. The PoC is based on a defined case that uses data class diagram for a data 
transaction, as shown in Figure 5; where an MLI4P module is called.

CRITICAL SUCCESS AREAS, FACTORS, GPI AND MLI4P

Critical Success Area (CSA) is a selected set of Critical Success Factors (CSF), where 
the CSF is a set of Key Performance Indicators (KPI), where each KPI corresponds/
maps to a single Project requirement and/or problem type. For a given requirement 
(or problem), an Entity architect can identify the initial set of CSAs and their CSFs 
to be managed by the GPI and DMS4P. Hence the CSFs are important for the 
mapping between the problem types, knowledge constructs, organisational items. 
Therefore, CSFs reflect possible problem types that must meet strategic Project 
goals and predefined constraints. Measurements are used to evaluate performance 
in each of the CSA sets.

The Targeted Application Domain and Interaction

Main Stages

This chapter’s targeted application domain characteristics are (OMNI-SCI, 2021):

• This exploration step: is the principal difference between DSI4P and Data 
Analytics for Projects (DA4P); where the DSI4P has a macro view, aiming 
to propose precise questions about data to extract and to have more insights.

Figure 5. The PoC’s class diagram package
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• Modelling: fits the data into the model using ML4P algorithms and the model 
selection depends on the type of data and the business requirement.

• Definition: DSI4P includes the mining of large datasets of raw data, 
both structured and unstructured, in order to identify patterns and extract 
actionable insight from them. It includes, statistics, inference, computer 
science, predictive analytics, ML4P and BGD4P.

• Lifecycle, the 1st stage in an MLI4P process involves: acquiring data, extracting 
data and entering data into the system. The 2nd stage: is maintenance, which 
includes Data Warehouses Integration for Projects (DWI4P), data cleansing, 
data processing, data staging and EAI4P (data architecture).

• Data processing follows and is DSI4P’s fundamental activities; and the next 
is the data analysis stage, which includes exploratory and confirmatory tasks, 
regression, predictive analysis, QLA4P and text mining activities.

• During the final stage, a specialist communicates insights; and this involves 
data visualization, data reporting, the use of various Business Intelligence 
Integration for Projects (BII4P) tools.

Combining Fields and a Holistic View

DSI4P and DA4P are different; DSI4P starts earlier, exploring a massive dataset, 
investigating its potential, identifying trends and insights, and visualizing them for 
others. DA4P comes in at a later stage. They report what they view, make prescriptions 
for improving performance based on their analysis, and optimize any data related 
tools. DA4P analyses a specific dataset of structured or numerical data using a given 
question. A DSI4P tackles larger masses of both structured and unstructured data; and 
he formulates, tests and assesses the performance of data questions in the context of 
a precise strategy. DA4P has more to do with placing historical data in context and 
less to do with predictive modelling and ML4P. DA4P needs precise questions and 
unlike DSI4P does not create statistical models or use ML4P tools. DA4P focuses 
on strategy for businesses, by comparing data assets to various Entity’s hypotheses 
or plans. DA4P works with localized data that has already been processed.

RDP4P’s CSF’s

Based on the business case’s (and its CSA) LRP4P process managed and weighted 
the most important CSFs that were used.
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As shown in Table 1, the result’s aim is to prove or justify the RDP4P’s feasibility; 
and the result permits to move to the next CSA that is the AHMM4P.

AHMM4P’S SUPPORT FOR MLI4P

The TRADf is based on AHMM4P based GPI, which in turn supports the MLI4P, 
DSI4P, QNA4P and QLA4P based scenario(s), to interface the DMS4P, as shown 
in Figure 6.

Table 1. The RDP4P’s CSFs that have an average of 9.25.
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A Generic Holistic Approach

The TRADf proposes a holistic approach to analyse events and eventually manage 
possible risks to help Application and Problem Domains (APD) managers to avoid 
major Project pitfalls. Traditionally, complex risk concepts, were associated with a 
single origin or CSF; mainly personified to concretise a complex situation. Pitfalls 
may be defined as a violation of an internal risk’s related CSF that can be due to 
various types of problems or constraints.

The Microartefacts’ Distributed Architecture Model for the GPI

The AHMM4P has a dynamic defined nomenclature to facilitate GPI’s integration 
with EAI4P model, and its Architecture Development Method for Projects (ADM4P). 
The AHMM4P is the Entity’s holistic structural model that supports a set of multiple 
coordinated MLI4P processing to deliver solutions that correspond to various just 
in time processing schemes which use the same Project’s central pool of CSAs and 
CSFs. The basic AHMM4P nomenclature, is presented in Figure 7, to the reader in 
a simplified form, to be easily understood on the cost of a holistic formulation of 
the AHMM4P’s basics for GPI, MLI4P, QNA4P and QLA4P. The DMS4P uses an 
AHMM4P’s instance to solve a Project problem.

Figure 6. The overview
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AHMM4P’s instances supports the GPI; using CSFs weightings and ratings (in 
phase 1), and based on multicriteria evaluation (selected and defined constraints). 
The symbol å indicates summation of all the relevant named set members, while 
the indices and the set cardinality have been omitted. AHMM4P’s role should be 
understood in a broader sense, more like set unions. As shown in Figure 17:

• The abbreviation “mc” can be used, and stands for micro, which depends on 
the granularity.

• The symbol å indicates summation of weightings/ratings, denoting the relative 
importance of the set members selected as relevant. Weightings as integers 
range in ascending importance from 1 to 10 (or another range defined by GPI 
based analysists).

• The symbol U indicates sets union.
• The proposed AHMM4P supports GPI as an interface model; using CSFs 

weightings and ratings evaluation.
• The selected corresponding weightings to: CSF ϵ { 1 … 10 }; are integer 

values, that are presented in tables. The rules were presented in the RDP4P 
section.

• The selected corresponding ratings to: CSF ϵ { 0.00% … 100.00% } are 
floating point percentage values.

Figure 7. The applied AHMM4P’s basics nomenclature (Trad & Kalpić, 2020a)
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The AHMM4P’s Structure for GPI and MLI4P based Solutions

The AHMM4P’s has a composite structure that can be viewed as follows:

• The static view has a similar static structure like the relational model’s 
structure that includes sets of CSAs/CSFs that map to tables and the ability 
to create them and apply actions on these tables; in the case of AHMM4P for 
GPI and MLI4P, is done by using QNA4P and QNA4P microartefacts and 
not tables (Lockwood, 1999).

• In the behavioural view, these actions are designed using a set of AHMM4P 
nomenclature, the implementation of the AHMM4P is in the internal scripting 
language, used also to tune the CSFs (Lazar, Motogna, & Parv, 2010).

• The skeleton of the TRADf uses microartefacts’ scenarios to support just-in-
time GPI requests.

Entity/Enterprise Architect as an Applied Mathematical Model

The EAI4P and its ADM4P are the kernel of this RDP4P and they are the basics 
of its TRADf; where the AHMM4P is GPI’s skeleton. The LRP4P has shown that 
existing LRP4P’s resources on MLI4P, are practically inexistent. This pioneering 
research work is cross-functional and links all the MLI4P or QLA4I/QNA4P based 
microartefacts to an Entity; where the main reasoning component is a MLI4P engine 
that is based on heuristics.

Heuristics, Empirics and Action Research

The MLI4P is based on a set of synchronized AHMM4P instances, where each 
AHMM4P can launch a QLA4P beam-search based heuristic processing (Kim and 
Kim, 1999; Della Croce and T’kindt, 2002). Weightings and ratings concept support 
the AHMM4P to process a GPI request for an optimal analysis or solution for a 
given Entity’s Project problem. Actions Research Integration for Projects (ARI4P) 
(Berger and Rose, 2015) can be considered as a set of continuous beam-search 
heuristics processing phases and is similar to design, analysis and architecture 
processes, like the ADM4P (Järvinen, 2007). Fast changing Entity’s change requests 
may provoke an important set of events and problems that can be hard to predict 
and solve; that makes the GPI various types of actions useless and complex to 
implement. The AHMM4P is responsible for the MLI4P that uses QLA4P heuristic 
process for Entity’s problem solving and synchronizes a set of AHMM4P instances 
which have also separate heuristics processes and are supported by a dynamic tree 
algorithm, as shown in Figure 8 (Nijboer et al., 2009) that manages tree nodes and 
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their correlation with memorized patterns that are combinations of data states and 
heuristic goal functions. The AHMM4P capacities are measured by analysing the 
TRADf’s AHMM4P tree.

Figure 8. The applied heuristics tree algorithm (Nijboer et al., 2009)
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Holistic ARI4P based heuristics enables reflective practice that is the basis of 
a holistic approach to develop EAI4P based GPI solutions, where its kernel and 
skeleton are a dynamic DMS4P (Leitch, & Day, 2006). GPI is based on MLI4P, 
QLA4P and QNA4P methods (Loginovskiy et al., 2018).

Qualitative, Quantitative (or Mixed) related to 
the Notion of Time, Space and Scope

As already mentioned, the AHMM4P and its underlining set of created instances is 
mainly a QLA4P beam-search heuristic tree (Della Croce and T’kindt, 2002). In each 
of the tree’s node a precise call to MLI4P functions (or other) can be executed, by 
precision or objectivity the author refers to inputted data, constraint (and/or rules) 
and above all: 1) Time related to timestamp tracing system; 2) Space, related to the 
analysed Entity’s space; and 3) Scope of GPI’s process. These facts, form the basis 
of an applicable GPI and MLI4P are based on AHMM4P instances.

The Applied GPI Transformation Mathematical Model

GPI is a part of the TRADf that uses microartefacts to support just-in-time DMS4P 
actions. The GPI based component and interface, are based on a light version of 
the ADM4P, having a systemic approach. A Project using GPI is the combination 
of GPI based, EAI4P methodology (like the TOGAF’s ADM4P) and the proposed 
AHMM4P, that is presented in Figures 9 and 10.

The generic AHMM can applied to any specific domain; in this chapter and 
RDP4P’s phase, the Domain, is GPI based and the AHMM4P = AHMM(APD), 
as shown in Figure 10; where AHMM can applied to any domain and any concept.

The proposed combination can be modelled after the following formula for the 
GPI Transformation Mathematical Model (GPITMM) that abstracts the Project for 
a given Entity:

Figure 9. The AHMM4P generic structure
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(AHMM4P for an Iteration): 

iAHMM4P = AHMM4P(Iteration); 

iAHMM4P=Weigthing1*iAHMM4P_Qualitative+Weigthing2* iAHMM4P 
_Quantitative (16)

The Project’s AHMM4P (PAHMM4P) = ∑ iAHMM4P for an ADM4P’s 
instance (17)

(GPITMM): 

GPITMM = ∑ PAHMM4P instances (18)

The Main Objective Function for GPI based (MOFGPI) of the GPITMM’s 
formula can be optimized by using constraints and with extra variables that need to 
be tuned using the AHMM4P. The variable for maximization or minimization can 
be, for example, the Project success, costs or other (Dantzig, 1949). For this chapter’s 
PoC the success will be the main and only constraint and success is quantified as a 
binary 0 or 1. Where the MOF4P definition will be:

Minimize risk GPITMM Function (GPITMMf)  (19)

The AHMM4P is based on a concurrent and synchronized TRADf, which uses 
concurrent threads that can make various AHMM4P instances run in parallel and 
manage information through the use of the AHMM4P’s NLP4P. The GPITMM is the 
combination of the GPI, Project and EAI4P methodologies and a holistic AHMM4P 
that integrates the Entity or organisational concept, ICS that have to be formalized 
using a functional development environment like TRADf’s NLP4P.

Figure 10. The AHMM4P structure
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The AHMM4P’s CSFs

Based on the LRP4P, the most important AHMM4P’s CSFs that are used are 
evaluated to the following:

As shown in Table 2, the result’s aim is to prove or justify that it is complex 
but possible to implement atheAHMM4P in the Entity’s ICS. The next CSA to be 
analysed is DMC4P as an interface.

DMC4P AS AN INTERFACE

MLI4P’s Integration Strategy

MLI4P’s data strategy should be based on well-defined principles, like (IBM, 2015a):

• Data have to have a high level of quality.
• Data collections are derived from modelling concepts.
• Data is available to business personnel.
• Business processes for data management have to be automated.
• Data should not be redundant.
• Data have to be stored accurately and must be auditable.
• The cost of data collection procedures must to be optimized.
• MLI4P must adopt standards for common data models.

Table 2. The AHMM4P CSFS have an average of 10.0.
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• Data events are managed by event handlers/algorithms.

Data Transformation Models

In MLI4P, the data transformation process, concerns the transforming data (and 
related services) from one format or class into another unique format or class. It 
is an essential process for data integration and data management tasks, like data 
wrangling, data warehousing, data integration and EAI4P interfaces development.

The Model’s Unit of Work

A holistic alignment, identification and classification of all the RDP4P’s resources 
must be done, so that the research process can start. A holistic alignment needs also, 
to define the Unit of Work (UoW) or the “1:1” mapping concept.

Data Solution Blocks

Upon a concrete Project requirement, the Manager issues a a contract to resolve this 
requirement by using EAI4P. EAI4P ensures that new requirements are managed 
accordingly to the Project’s records and objectives. The requirement is linked to 
an instance of a newly created data Building Block for Projects (dBB4P) and its 
instance (a data Solution Block for Projects, dSB4P). The dBB4P is a part of GPI; 
and as shown in Figure 11, the TRADf uses the GPI and MLI4P that includes the 
pattern on how to integrate data solution blocks which are instances of the dBB4Ps.

DMC4P’s CSF’s

Based on the business case’s (and its CSA) LRP4P process managed and weighted 
the most important CSFs that were used.

As shown in Table 3, the result’s aim is to prove or justify the RDP4P’s feasibility; 
and the result permits to move to the next CSA that is the data access, architecture 
and agility.
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Figure 11. The PoC’s dSB4P diagram

Table 3. The DMC4P’s CSFs that have an average of 9.40
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THE MLI4P PLATFORM

Basic Roadmap

The major notions to implement a MLI4P oriented platform are (Veneberg, 2014);

• EAI4P supports the traceability and monitoring subsystem using standard 
patterns, but is not wise to out-source for GPI applications, because of the 
strategic goals. Combining DMS4P and MLI4P consolidates the Entity’s 
support for business specialists, without the need to trace use data; EAI4P 
provides a meta-data model for operational and historic data that are needed 
for DMS4P routine operations.

• For massive digital data structures, Data Base Management System (DBMS) 
implemented to access, read and write datasets and d DBMS is a collection 
of inter-related data.

• DBMS’ characteristics presents its capacities and actual DBMS technologies 
has three evolution eras of development: 1) navigational DBMS; 2) Relational 
DBMS (RDBMS); and 3) the Post-RDBMS (PRDBMS) types. RDBMS and 
PRDBMS are the most popular ones. Simple Query Language (SQL) is used 
with RDBMS, that manipulates tables.

• There are also non-relational database, labelled No Simple Query Language 
(NoSQL) Databases (NoSQLDB), that are the successors of RDBMS. 
RDBMS focuses on its relations between tables, where the NoSQLDB focuses 
on its objects’ models. NoSQLDB include document-oriented databases and 
key-value stores. NoSQLDB are faster and more flexible than RDBMS. For 
GPI and MLI4P, NoSQLDBs can be used in combination with SQL-based 
environments.

• Data DWI4P used to store operational and historical data can be used as a 
reference source for MLI4P support for DMS4P operations.

• DWI4Ps lack data traceability and monitoring in respect for MLI4P processes, 
where Project teams need instructions on how to trace datasets and events.

• DWI4P is a set of decision support for the Entity’s knowledge workers 
(executive, manager, analyst, architects).

• The Operational Data Store (ODS) is the data updated from an OnLine 
Transaction Processing (OLTP) response time; where the ODS is a hybrid 
environment in which Project data is transformed by an Extract Transform 
and Load (ETL) into a defined format. The ODS abstracts raw data DWI4P 
from Entity.
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Enterprise Service Bus and Enterprise Application Integration

An Enterprise Service Bus (ESB) implements an enterprise-wide communication 
subsystem between mutually interacting applications in a SOA paradigm. It 
represents a communication architecture for global distributed computing and is a 
special variant of the more general client server concept, where Entity applications 
and modules may be a server or client. An ESB promotes modularity, agility and 
flexibility in relation to the ICS and Project. It is used in Enterprise Application 
Integration (EAI) approach for heterogeneous and complex services-based Projects. 
Projects must use ESB to glue the various data sources of the business environment, 
through the use of the technology stack and data connectors, which permit a holistic 
data services’ management.

Extraction, Transform and Load

ETL processes are defined as accessing data stored in various locations and 
transforming them in order to enable their unification, quality or normalization. 
The MLI4P, proposes the separation of data processing activities; that enables data 
services to access data without bothering about various data sources’ complexities. 
The MLI4P insures: 1) intra (or extra) data transparency; 2) managing accessibility; 
and 3) data quality control (Tamr, 2014). As shown in Figure 12, the ETL processes 
are responsible for the access of data from heterogeneous data sources. The challenge 
lays in the real-time data transformation and normalization processes (Trujillo & 
Luján-Mora, 2003).

BGD4P for MLI4P

BGD4P for Projects (BGD4P) has the following characteristics (SAS, 2021):

• BGD4P refers to data that is massive, fast or complex that is very complex to 
process using existing ICS’ resources.

• Managing massive date for MLI4P can managed by BGD4P that is based on 
the now-mainstream definition of big data as the three V’s: 1) Volume; 2) 
Velocity; and 3) Variety.

• Volume: Entities collect data from a variety of sources, including business 
transactions, smart (IoT) devices, industrial equipment, videos, social media 
and more. In the past, storing it would have been a major volume problem.

• Velocity: The evolution of ICS’ and data streams with extreme speed, 
requests just-in-time processing. It is mainly a problem of performance and 
scalability.
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• Variety: Entity’s data have various types of formats, from structured, numeric 
data in traditional databases to unstructured text documents, emails, videos... 
That needs a unique transformation platform.

Platform’s CSF’s

Based on the business case’s (and its CSA) LRP4P process managed and weighted 
the most important CSFs that were used.

As shown in Table 4, the result’s aim is to prove or justify the RDP4P’s feasibility; 
and the result permits to move to the next CSA that is EAI4P’s integration.

Figure 12. Various data sources (Tamr, 2014)
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EAI4P’S INTEGRATION

EAI4P Principles and Basics

The main EAI4P’s principles and basics are:

• MLI4P may be complex in large Entities dealing with types of risks and 
situations.

• DMS4P and DMC4P are implemented using existing BI solutions, combined 
with DWI4P for storing operational data.

• EAI4P is often used for strategy purposes and provides an overview of 
complex Entity architectures, showing business entities and relations.

• EAI4P accommodates DMC4P to enable data-driven EAI4P. Actually, there 
is no concept that enables BGD4P integrate in data-driven EAI4P.

• ADM4P supports a data-driven Entity; through a specific adaption of the 
ADM4P permits that DMC4P and BGD4P has on each phase within the 
ADM4P.

Table 4. The Platform’s CSFs that have an average of 9.0
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EAI4P Layers

EAI4P’s main layers characteristics depend on (Sarkar, 2018):

• Lack of reproducibility and reusable artifacts: MLI4P analyses and modules 
are to be reproducible.

• Lack of collaboration: siloed should be removed, even though Specialists 
work in an isolated manner.

• Technical debt: there is a lack of standards and EAI4P concepts for MLI4P.
• Build reusable assets: it is important not just to focus on MLI4P but also 

on Non-Functional Requirements for Projects (NFR4P). Popular NFR4P 
includes, scalability, maintainability, availability and other.

• MLI4P needs to implement EAI4P based Projects, to define solutions, 
application and data models. For this goal there is a need to define layered 
EAI4P as shown in Figure 14.

• EAI4P based GPI is capable of: 1) envisioning end-to-end solutions: 2) to 
improve and transform the Entity.

• Structured evolution is essential to MLI4P that is an innovative field, that 
needs GPI as an interface.

Figure 13. The layers of data-driven EAI4P.
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The Role of Resources and EAI4P Standards

The TRADf uses data technologies and existing data standards that include: 1) 
RDBMS standards; 2) vertical industry documents’ standards; 3) business process 
standards; 4) data governance standards; 5) business services standards; 6) extensible 
mark-up language standards; 7) Object Oriented (OO) and ORM; 8) software 
development standards; 9) resources description standards. Standardization for 
inter-operability can be achieved by using an ESB and its ETL module (Tamr, 2014). 
The evolution of standards, like the Service Oriented Architecture (SOA) standards, 
have enabled MLI4Ps to become more receptive to development and integration 
with various standards. Standardized Projects have to be inter-operable and their 
focus must be on their: 1) data models; 2) data architectures; 3) software modelling 
and implementation concepts; and 4) data monitoring platforms. Regardless of the 
business domain, executive management understands the immense need for agility 
and the integration of MLI4P using GPI.

Application Reference Model

Application Reference Model (ARM), as shown in Figure 15, categorizes the system, 
applications’ standards and ICS that support the delivery of service capabilities, 
allowing various Entities to share common solutions. EAI4P’s data architect and 
a Project’s data analyst, can use the standard ARM, which is not on for analytics, 

Figure 14. Layered EAI4P Hierarchy (Sarkar, 2018)
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but is also used for EAI4P. ARM is a used, for mapping business APD to Entity’s 
applications. ARM is a key for predictive analytics initiatives, where it defines the 
interface between the business and the ICS that supports it. GPI needs to create 
ARM artefacts to be used by the MLI4P (Doree, 2015).

EAI4P’s CSF’s

Based on the business case’s (and its CSA) LRP4P process managed and weighted 
the most important CSFs that were used.

As shown in Table 5, the result’s aim is to prove or justify the RDP4P’s feasibility; 
and the result permits to move to the next CSA that is modelling and implementation 
environments.

Figure 15. An ARM implementation

Table 5. The EAI4P’s CSFs that have an average of 9.0
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MODELLING AND IMPLEMENTATION ENVURONMENTS

The Modelling Basic Approach

The modelling basic approach’s characteristics are (OMNI-SCI, 2021):

• MLI4P needs capable and autonomous specialists because it is a complex 
environment.

• MLI4P needs many skills that include from statistical analysis and other 
fields.

Data Modelling Languages

EAI4P Modelling Language

EAI4P modelling languages like ArchiMate, which is an open and independent 
modelling language for Entity functional, enterprise and data architectures. ArchiMate 
is supported by many vendors and consulting companies; and it provides instruments 
to enable Entity architects to describe, analyse and visualize the relationships among 
business (including data) domains in an clear manner (The Open Group, 2013b).

Unified Modelling Language

Unified Modelling Language (UML) can be used with MLI4P in the following 
contexts (Sikander, & Khiyal, 2018):

• To model data concepts and implementations; like the Data Flow Diagram 
(DFD) is an artefact that represents a flow of data through a process or a 
system (usually an ICS).

• The DFD also provides information on the outputs and inputs of each object 
(like a table) and the process itself. The DFD has no control flow, there are no 
Dynamic Rules for Projects (DR4P) and no loops. Specific operations based 
on the data can be represented by a flowchart.

• A UML Diagram, is essential to illustrate a conceptual model to a precise 
Project problem with the component or class diagrams. And to present the 
used algorithm, using the sequence or activity diagrams.

• In the context of the process of data analysis, integrates three models as 
shown in Figure 16, it is the process of inspecting, cleaning, converting and 
modelling of data, in order to obtain particular results. Raw data is collected 
from various sources and transformed into usable information streams for 
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DMS4P and MLI4P processing. There are different phases in the process of 
DMS4P and MLI4P processing; these processes are iterative. The UML state 
diagram for MLI4P process is shown in Figure 17.

Figure 16. The MLI4P process flowchart (Sikander & Khiyal, 2018)
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Data Modelling Diagrams

A data model is needed to describe the structure and relationships among a set of data 
managed in the Project and stored in a data management system. The most common 
is the relational model that is often represented in entity-relationship diagrams or 
class diagrams; these diagrams basically show data entities and their relationships. 
GPI for a Project can be seen as a data architectural view (Merson, 2009); where 
the modelling process incorporates various conceptual views.

Data Dissemination View

The purposed data dissemination diagram shows the relationship within the MLI4P: 
1) data entities; 2) business data services; and 3) application components/services. 
This diagram as shown in Figure 20, presents the logical data entities to be physically 
managed/accesses by application components or services. That permits a flexible 
architecture and modelling of the data sources. This diagram includes data services 
that abstract various data sources (TOGAF Modelling, 2015a).

Figure 17. An MLI4P process flowchart, using the UML state diagram (Sikander 
& Khiyal, 2018)
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Functional Development

TRADf’s internal NLP4P tool can be used for various application domains and in 
general for hard systems’ thinking. The author recommends the use of an interpretable 
scripting for building a GPI (Moore, 2014). The AHMM4P based process is domain-
driven and is founded on TRADf that in turn is based on a NLP4P to manage heuristics/
rules, Entity/EAI4P, QLA4P and QNA4P microartefacts (Simonin, Bertin, Traon, 
Jezequel & Crespi, 2010). The complexity lies in how to integrate the AHMM4P 
and its programming NLP4P in GPI. The main characteristics and facts related to 
functional languages are (Clancy, 2019):

• Functional programming reaches for stardom in finance.
• Financial institutions are adopting functional programming or NLP4P as an 

alternative to the dominant imperative approach.
• NLP4P results with less bugs as it is stricter, and easier to check and to test.
• It has in-built concurrency constructs, and are optimal for distributed ledgers. 

Distributed ledgers may find a wide application in the derivatives industry.
• It lacks skilled developers, as well as its memory and speed drawbacks.

Figure 18. The PoC’s data dissemination view
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• They will become more relevant with the adoption of the Distributed Ledger 
Technology (DLT) in finance.

• NLP4P make testing easier because of immutability.
• It will continue to spread, as Entities become aware of its advantages, but as 

other, complementary technologies advance.

Environments CSFs

Based on the business case’s (and its CSA) LRP4P process managed and weighted 
the most important CSFs that were used.

As shown in Table 6, the result’s aim is to prove or justify the RDP4P’s feasibility; 
and the result permits to move to the next CSA that is the GPI’s components integration

GPI’S MAIN COMPONENTS INTEGRATION

GPI’s Construct

The GPI’s construct has the following characteristics (OMNI-SCI, 2021):

• It should simulate the human brain’s functioning using ICS; that includes 
learning, logical reasoning and auto-correction.

• It supports the Entity’s system to learn, auto-correct and reasoning and to 
draw inferences in an independent manner.

Table 6. The TRADf’s CSFs that have an average of 9.40
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• It is generic and has a holistic approach because it can handle a many types 
of activities, like the humans, all of which demand reasoning, judgment, and 
thought.

• It uses specialized methods to handle specific tasks.
• It uses neural networks and it needs also to teach its DMS4P to think like 

a human brain and that needs an extraordinary amount of data. This is the 
intersection of DSI4P (=the field), GPI (=the goal) and ML4P (=the process).

ML4P’s Integration

The ML4P’s integration using GPI, has the following characteristics (OMNI-SCI, 
2021):

• GPI, DSI4P and ML4P work together. DS4P is the field of MLI4P that feeds 
the ICS with huge amounts of data in order to learn to support DMS4P’s 
processes.

• A GPI based DMS4P can do a lot with human interaction. As humans feed 
the DMS4P massive quantities of data it can become capable to solve Project 
problems.

• Humans feed various types of data to the DMS4P, so it can learn all of the 
data’s associated knowledge items/features. The learning process is iterative 
and when the DMS4P is ready to be used.

• MLI4P is a natural extension of statistics and evolved with ICS technologies 
to handle massive amounts of data. In contrast, DS4P is part of MLI4P, but 
it is a complex process which allows DMS4P to learn without adding ICS 
modules.

• In MLI4P s use algorithms to evolve the DMS4P, but those algorithms rely on 
source data. The DMS4P uses that data as a learning sets, so it can improve 
its algorithm, tuning and testing it, optimizing itself as it goes. It fine-tunes 
the various parameters of its MLI4P algorithms by using various statistical 
techniques, including naive Bayes regression, and supervised clustering.

• Many used techniques require human inputs which are also a part of MLI4P. A 
DMS4P can train another DMS4P to detect data structures using unsupervised 
clustering to optimize a classification algorithm; but to complete the process, 
a human must classify the structures that the DMS4P identifies.

• The scope of DSI4P also goes far beyond MLI4P, encompassing data that is 
generated not by any mechanical process, computer or machine; like in the 
case, where MLI4P also includes survey data, data from clinical trials, or 
really any other kind of data that exists.
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• MLI4P involves deploying data not just to train DMS4Ais; and is not limited 
to statistical data processing, MLI4P includes automating ML4P and data-
driven decisions. It also encompasses data integration, data engineering, 
and data visualization, along with distributed EAI4P, and the creation of 
dashboards and other BI tools. In fact, any deployment of data in production 
mode is also within the scope of MLI4P.

• When a Specialist creates the insights created from data, a DMS4P learns 
from those insights that were already perceived by the Specialist. A DMS4P 
can build its own insights on the existing algorithmic structure, the starting 
point relies on some kind of used structured data.

• A DSI4P specialist must have MLI4P skills; where data for a DSI4P specialist 
may or may not involve data from DMS4P’s processing.

BGD4P’s Integration

The integration of BGD4P has the following characteristics (OMNI-SCI, 2021):

• Unifying data streams from various sources, like, online purchases, 
multimedia forms, instruments, financial logs, sensors, text files and others. 
Data can be: 1) unstructured; 2) semi-structured; and 3) structured.

• Unstructured, includes data from: blogs, digital audio/video feeds, digital 
images, emails, mobile devices, sensors, social networks and tweets, web 
pages, and online sources.

• Semi-structured data comes from: system log storages, XML files and text 
files.

• Structured data, has been already processed by OLTP, RDBMS, transaction 
data processes and other formats’ processing.

• BGD4P is optimal for the transformed system and it supports the processing 
of tremendous amounts of data from various sources; which is impossible to 
process with BI or DA4P tools. BGD4P support for MLI4P offers Entities 
with advanced, complex algorithms and other tools for analysing, cleansing, 
processing and extracting meaningful insights from data storages.

• MLI4P is not a tool, skill or method; it is a scientifical RDP4P based approach 
that uses AHMM4P and the ICS to process BGD4P.

• The foundations of MLI4P, combines cross-functional activities, like, data 
cleansing, intelligent data capture techniques and data mining and NLP4P 
programming. MLI4P is capable of capturing, maintaining and preparing 
BGD4P for complex intelligent analysis. This is the main difference between 
MLI4P from classical data engineering; where data engineering prepares 
datasets delivered from MLI4P processing which does the intelligent analysis.
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• BGD4P is the raw material used in the context of MLI4P to deliver velocity, 
variety and volume (or the 3Vs); that supports the techniques for analysing 
huge volumes of data.

Use of Statistics

Statistics Methods’ Integration

The Integration of statistics methods have the following characteristics (OMNI-
SCI, 2021):

• MLI4P is a broad, cross functional domain that is used in applied business 
management, ICS, economics, mathematics and software engineering along 
with statistics.

• MLI4P main challenges require the collection, processing, management, 
analysis and visualization of large quantities of data. Specialists use tools 
from various APDs, including statistics, to achieve these goals.

• There is a close relation between MLI4P and BGD4P. BGD4P exists for 
unstructured formats and includes some non-numeric data. Therefore, the 
task of processing data by MLI4P involves removing noise and extracting 
useful datasets.

• Statistics is also a broad field demanding APD expertise and it focuses on the 
study of numerical and categorical data; where statistics is an APD that sees 
use in numerous other verticals.

• MLI4P employs statistical protocols to design the RDP4P and to ensure that 
its results are valid.

• Statistical methods support the MLI4P to explore and describe data while 
summarizing them. Finally, statistical protocols are essential to accurate 
prediction.

Deep Learning Integration Using GPI

The DLI4P has the following characteristics (OMNI-SCI, 2021):

• It is a function of GPI processes data and generates patterns to be used by the 
DMS4P.

• It is a type of ML4P, that is focused on deep neural networks (or called deep 
neural learning.) that can master unstructured or unlabelled data, without any 
type of human assistance.
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• It uses hierarchical artificial neural networks to be used in ML4P. These 
artificial neural networks are like the human brain.

• Traditional DA4P uses data in a linear fashion, whereas the DLI4P uses a 
hierarchy of functions that enables a nonlinear approach to problems’ solving.

• BGD4P is mainly unstructured, so the DLI4P is important subset of MLI4P.

MLI4P for Business

The MLI4P for business has the following characteristics (OMNI-SCI, 2021):

• MLI4P and analytics are used together, when DSI4P is applied in a business 
activity.

• MLI4P supports businesses to understand better their specific needs of 
customers by using the existing data.

• MLI4P can train models for search and to deliver business recommendations.

Business Intelligence Integration Using GPI

The BII4P has the following characteristics (OMNI-SCI, 2021):

• BII4P is a subset of data analysis, and it analyses existing data for insights 
into business trends.

• BII4P gathers data from internal and external sources, prepares and processes 
it for a specific use, and then creates dashboards with the data to resolve 
business problems.

• MLI4P is a more exploratory, future-facing approach and it analyses all 
relevant data, current or past, structured or unstructured. Having the goal of 
smarter, more informed DMS4P processing.

GPI’s CSF’s

Based on the business case’s (and its CSA) LRP4P process managed and weighted 
the most important CSFs that were used.
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As shown in Table 7, the result’s aim is to prove or justify GPI’s feasibility; 
and the result permits to move to the next CSA that is the assembling the MLI4P 
component.

ASSEMBLING MLI4P COMPONENTS

The Analysis Processes

The Process

MLI4P’s Application Programming Interface (API) can be used to avoid common 
pitfalls, because of expensive, complex and monolithic nature, the barrier to integrate 
MLI4P using GPI, has been simplified with the introduction of simpler entry-level 
and distributed platform becomes a viable start small and grow approach (Gartner, 
2020).

People

To motivate stakeholders, it is imperative that there is a strong relationship between 
the MLI4P and the Entity’s business results. This is complex because of ICS’ silo 
structure; when integrating data silos, reducing duplicates, improving data quality 
and creating a semantically consistent view of master data; are all very important 
(Gartner, 2020).

Table 7. GPI’s CSFs that have an average of 8.50
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Technology

To assess impacts related to Projects, firstly is to assess MLI4P’s solutions to a 
given problem and whether the Entity is ready to be applied. It is recommended to 
start with a PoC and assess an end solution. Secondly, as it is imperative not to start 
with ICS/technology integration, and where EAI4P needs to inspect the existing 
Entity’s processes significantly (Gartner, 2020).

Data-Driven Business Transformation Projects

Data-driven Projects (or simply DDProject) has the following characteristics (IBM, 
2019):

• DMS4P based on data is daily business and there is a need to adopt avantgarde 
technologies and methodologies that facilitate data-centric DMS4P that is 
the nucleus of a Project; where GPI is the skeleton that supports ML4P and 
DLI4P.

• GPI supports MLI4P’s integration, it has the potential to improve data 
querying accuracy and performance, and to optimize Project resources.

• Data platforms and analytics references from the LRP4P, reveal the extent 
to which Entities use GPI for ML4P as a critical goal of their data analytics 
initiatives. Two-thirds of Entities confirm that GPI like approach for ML4P 
is important for their data platform and DA4P initiatives, the increase to 88% 
among the most data-driven Entities (in which all strategic decisions are 
data-driven).

Integration Objectives

The integration’s main objectives are (IBM, 2019):

• That operational data queries are overloaded on the ICS, consume excessive 
platform resources and also requires manual resources to be transformed.

• To improve data query performance and accuracy, where MLI4P-enabled 
DBMS querying can have a dramatic impact on increasing the overall 
accuracy of the obtained results.

• To support business analysts in analytics tasks and that the technical 
environment is simplified to enable the use DMS4P to all team members.

• To improve Specialists productivity, by using MLI4P to prepare data, that is 
one of the three most significant barriers to ML4P adoption. MLI4P-enabled 
DBMS can accelerate data development.

 EBSCOhost - printed on 2/9/2023 5:19 AM via . All use subject to https://www.ebsco.com/terms-of-use



225

Business Transformation and Enterprise Architecture Projects

• To automate DBMS’ administration, by using automation of administration 
tasks and scripts.

Main Components

DSI4P main components (Guru99, 2021):

• Statistics is the most critical unit of DSI4P basics responsible for collecting 
and analysing numerical data in large quantities to get useful insights.

• Visualization technique helps you to access huge amounts of data in easy to 
understand and digestible visuals.

• It explores the building and study of algorithms which learn to make 
predictions about unforeseen/future data.

• DLI4P method is new DSI4P research where the algorithm selects the 
analysis model to follow.

MLI4P Algorithms

MLI4P supports Entities by efficiently modelling large datasets, where the Project 
must choose the right algorithm(s), which depends on the expected outcome. 
Models’ development is not an easy task, because there are various algorithms for 
different goals and dataset; like the linear regression algorithm, which is easier 
to train and implement than other algorithms. As shown in Figure 19, the main 
MLI4P algorithms are: 1) supervised learning; 2) unsupervised learning; and 3) 
semi-supervised learning or reinforcement learning (Kelley, 2020).
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Supervised Models

Supervised models need specialists to feed the algorithm with datasets; using input 
and parameters for output, as well as information on accuracy during the training 
phase; and the main algorithms are (Kelley, 2020):

• Linear Regression (LR), is the most popular type of MLI4P algorithm and it 
maps simple correlations between two variables in a set of data. Inputs and 
outputs are quantified to present a relationship, including how a change in 
one variable affects the other. LRs are then plotted via a line on a graph. LR is 
frequently used in sales forecasting and risk assessment for Entities that seek 
to make long-term business decisions.

• Support Vector Machines (SVM), is an algorithm that separates data into 
classes. During model’s training, SVM finds a line that separates data in a 
given set into classes and maximizes the margins of each class; afterwards the 
model can apply them to future data. This algorithm is optimal for training 
data that can be separated by a line (a hyperplane). Nonlinear data can be fed 
into a facet of SVM (nonlinear SVMs). SVMs are used in financial sectors, as 
they offer high accuracy on both current and future datasets. The algorithms 
can be used to compare relative financial performance, value and investment 
gains virtually.

Figure 19. The main algorithms
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Decision Trees

This algorithm characteristics are (Kelley, 2020):

• It takes data and graphs it, to branches to present solutions.
• Classifies response variables and predict response variables based on previous 

decisions.
• Are a visual method for mapping decisions and their results; delivers also 

explanations.
• Maps to various decisions and their impact on an end results.
• Because of their long-tail visuals, they work best for small datasets, decisions 

and concrete variables.
• Their use cases involve augmenting option pricing, from mortgage lenders 

classifying borrowers to product management teams.
• Remain popular because they outline multiple outcomes and tests without 

needing specialists to deploy multiple algorithms.

Unsupervised Models

These algorithms are not trained by specialists, in which it tries to identify patterns 
in data by combing sets of unlabelled training data and locating correlations. The 
used models have no information on what to search for and the main algorithms 
are (Kelley, 2020):

• The Apriori algorithm (based on the Apriori principle) is most used in market 
basket analysis to mine item sets and to generate association rules. It checks 
for a correlation between two items in a dataset to determine if there’s are 
positive or negative correlation between them. It is used by sales teams to 
notice which products customers are likely to purchase in combination with 
other products. Besides sales functions, it can be used for e-commerce.

• K-means clustering algorithm (K-mean), is an iterative method for sorting 
data points into groups, which are based on similar characteristics. It is for 
accurate, streamlined groupings processed in a relatively short period of time, 
compared to other algorithms. It is popular among search engines to produce 
relevant information and Entities looking to group user behaviours.
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Semi-supervised Models

Semi-supervised learning teaches an algorithm by using labelled and unlabelled 
datasets; using a set of labelled categories, suggestions and examples. They create 
their own labels by exploring the dataset; and the main algorithms are (Kelley, 2020):

• Generative Adversarial Networks (GAN), are deep generative models that 
gained popularity and have the ability to imitate data in order to model and 
predict. They work by pitting two models against each other in a competition 
to develop the best solution to a problem. One neural network, a generator, 
creates new data while another, the discriminator, works to improve on the 
generator’s data. After many iterations of this, datasets become more and 
more lifelike and realistic. Popular media uses GANs, to do things like face 
creation and audio manipulation. GANs are also impactful for creating large 
datasets using limited training points, optimizing models and improving 
manufacturing processes.

• Self-trained algorithms, in which developers can modify models using the 
Naïve Bayes classifier, which allows self-trained algorithms to perform 
classification. In a self-trained model, researchers train the algorithm to 
recognize object classes using a labelled training dataset. Then they use the 
model classify the unlabelled data. Once that cycle is terminated, they persist 
the correct self-categorized labels to the training datasets.

• Reinforcement learning algorithms are based on the concepts of rewards and 
punishments, learned from trial and error. This model has a defined goal 
and tries to maximize the reward for getting closer to that goal based on 
limited data and learns from its previous actions. It can be model-free, where 
it creates interpretations of data through constant trial and error.

• Q-learning algorithms are model-free, and they seek to find the best method 
for satisfying the defined goals, by seeking the maximum reward by trying 
to optimize the set of actions. It is frequently combined with DLI4P, like 
Google’s DeepMind. Q-learning breaks down in various algorithms: 1) Deep 
deterministic policy gradient; and 2) Hindsight experience replay.

• Model-based value estimation can quickly arrive at near-optimal control with 
learned models under fairly restricted dynamics classes. They are designed 
for specific use cases.

MLI4P’s CSF’s

Based on the business case’s (and its CSA) LRP4P process managed and weighted 
the most important CSFs that were used.
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As shown in Table 8, the result’s aim is to prove or justify the RDP4P’s feasibility.

THE PROOF OF CONCEPT

Author’s RDP4P, is based on AHMM4P and ARI4P that can adapt to any type of 
MLI4P problem and used algorithm.

Basics

This RDP4P’s hypothesis by using a PoC, which has been developed using the 
Microsoft Visual Studio 2019. The PoC contains TRADf’s major components for 
the MLI4P’s processing, and primarily will be tested using the ARI4P’s mixed 
reasoning engine, which is based on the heuristics model. This PoC serves to 
confirm the research’s RQ. The used goal function calculates the best solution for 
the encountered MLI4P problems. The PoC’s results are presented in the form of 
a set of recommendations.

CSFs, Rules and Constraints Setup

The ARI4P’s process execution starts with the use of the imputed data collection 
in the TRADf’s data storage and then these data are filtered using the selected set 
of CSFs. The execution of the QLA4P part follows. The inputted data collection is 
considered to be the root or initial node that helps in the establishment of the basic 
state that is enhanced with the adopted MLI4P’s solution(s). The ARI4P’s tree 
reasoning goal is to select the optimal solution(s).

Table 8. The MLI4P’s CSFs that have an average of 8.40.
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The Tree and Resources

The DMS4P’s decision tree’s collection of nodes contains the following resources, 
as shown in Figure 20, which are based on the unbundling of the system: 1) the 
executed actions; 2) the constraints; 3) the MLI4P related problems; and 4) the 
solutions. Each tree node is a CSF suggestion and it is linked to a concrete data state, 
which in turn contains an aggregate of a resource linked with a 1:1 mapping link.

Possible Solutions

The selected CSFs were fed in the DMS4P’s heuristics engine in order to reveal 
the optimal MLI4P prerequisites for a selected Project problem or request. The 
CSFs were configured and weighted; afterwards they were processes in order to 
deliver a set of possible solutions. The DMS4P starts with the initial set of selected 
CSFs that correspond to a specific problem or request; then the grounded hyper-
heuristics processing is launched to find a set of possible solution(s) in the form of 
possible improvements or suggestions of needed actions (Jaszkiewicz, & Sowiñski, 
1999). The author’s aim is to convert their relevant research outcomes into a set of 
managerially useful recommendations for MLI4P’s integration; and the TRADf a 
hyper-heuristics tree processing model template that is suitable for a wide class of 
problem instances (Vella, Corne, & Murphy, 2009).

Figure 20. A view on the DMS4P’s decision tree’s solution nodes
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The PoC Processing

The PoC uses an internal set of CSFs’ that are presented in Tables 1 to 8. These 
CSFs have bindings to specific RDP4P resources, where the AHMM4P formalism 
was designed using an NLP4P microartefacts. In this chapter’s tables and the result 
of the processing of the DMS4P, as illustrated in Table 9, shows clearly that the 
MLI4P is feasible.

The AHMM4P’s main constraint is that CSAs for simple research components, 
having an average result below 8.5 will be ignored. In the case of the MLI4P’s 
implementation an average result below 6.5 will be ignored. As shown in Table 9 
the average is 9.10. The AHMM4P based MLI4P processing model represents the 
relationships between this research’s requirements, NLP4P generic and microartefacts, 
unique identifiers and the CSAs. The PoC was achieved using TRADf client’s 
interface. From the TRADf client’s interface, the NLP4P development setup and 
editing interface can be launched. Once the development setup interface is activated 
the NLP4P interface can be launched to implement the needed microartefact scripts 
to process the defined three CSAs. These scripts make up the kernel knowledge 
system and the DMS4P set of actions that are processed in the background. The 
MLI4P uses the DMS4P that automatically generates actions which make calls to 
QLA4P and QNA4P modules, that manages the edited NLP4P script and flow, as 
shown in Figure 21.

Table 9. The MLI4P based RDP4P’s outcome
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MLI4P structures, serve various APDs and in this PoC the functional domain are 
information analysis and decision making of a business transaction’s log; where the 
data that results from business transactions are logged and used in the data analysis 
process, as shown in Figure 22.

Figure 21. The edited NLP4P script and flow
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Model’s Analysis

MLI4P’s PoC took into account the integration of information analysis processes that 
are used by a virtual user who simulates a business analyst. In this PoC a spreadsheet 
was built to use various data sources that fed the prototyped business transactions 
system, as shown in Figure 22.

Layers

The prototyped business transaction is based on the PoC’s class model, as shown 
in Figure 23.

Figure 22. The PoC’s data interface view
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As shown in Figure 24, the data architecture and modelling PoC’s layers are:

• Data architecture using TOGAF and GPI to link MLI4P to various artefacts.
• The client layer that contains the following packages based on: RDBMS, 

Microsoft Excel, Flat Files Interfaces and a Client web interface.
• The data services layer that contains a data services hub.
• The data management layer that contains the following packages: an entity 

relational model, an extensible mark-up language transformer and a NoSQL 
database interface.

• The control-monitoring layer contains a generic logger interface.
• The platform layer that contains the following packages: an Entity service 

bus, an object database connector, and a java database connector.

Figure 23. The PoC’s transaction view
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SOLUTIONS AND RECOMMENDATIONS

This chapter’s and its PoC’s list of the most important technical and managerial 
recommendations:

• The Managers should be supported with a MLI4Ps tools that can integrate 
with the EAI4P principles (IBM, 2015a).

• The role of data standards is important; today there are many standards 
concerning the MLI4P. The Manager must propose a solution on how to 
integrate these various data standards in the Project.

Figure 24. The PoC’s layer’s view

Figure 25. TOGAF data architecture
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• GPI services enable MLI4P’s integration concept that glues the various 
models to the business environment.

• The meta-model and the corresponding “1:1” mapping approach can be used 
to manage an agile business transformation process (OASIS, 2014).

• Unbundling through the use of business data services uses the DMS4P 
well integrated in the context of a system that applies a holistic approach 
(Daellenbach, McNickle, & Dye, 2012).

• The data services and dBB4Ps must unify the implementation and usage of 
data models.

• To define MLI4P’s default CSFs and CSAs.
• Implement an ETL process to access data from various locations to enable 

their unification and normalization for MLI4P usage.
• Data transformation models need a meta-model to show the relationships 

between various types of data models and data sources.
• Define a data normalization and inter-operability paradigm that must be 

based on various standards.
• Define a business process and a data architecture and modelling integration 

paradigm to enhance the KMS4P.
• Develop an agile MVC4P pattern that is dynamically created for each business 

transaction. This MVC4P uses a dBB4P and its instance
• Define the ADM4P’s integration with the proposed concept where the data 

building and solution blocks are the basic artefacts that circulate through the 
ADM4P.

• Define business architecture integration paradigm that is needed to manage 
the implementation of the dBB4Ps (The Open Group, 2014a).

• Define conceptual views that can be built to simplify the application of the 
MLI4P. Such views can also be the used to simplify the Entity’s data-model 
that links various data sources.

• Create basic class diagrams for the MLI4P(s) to be the central artefact that is 
defined in the initial phase and then calibrated in all other phases.

• Define the usage of business transactions’ data models in various class 
diagrams.

• An in-house ARI4P can replace commercial MLI4P tools.

CONCLUSION

The RDP4P is based on MLI4P and is mainly motivated by high failure rates in 
Projects. The MLI4P feasibility is presented in the PoC and is to present the needed 
GPI and MLI4P concepts for a Project’s. There are severa trends shaping the future 
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of MLI4P; first, MLI4P tasks in the life-cycle are automated that increases the 
Entity’s ROI. Another important element is that MLI4P resources become accessible 
to more people. A third important trend is the tension between the right to privacy, 
the need to regulate and the state of transparency. MLI4P has the ability to make 
ML4P algorithms transparent, that makes regulatory oversight possible.

FUTURE RESEARCH DIRECTIONS

The TRADf future research will focus on DLI4P.
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ABSTRACT

In this chapter, the design, modeling, and control of a UAV was presented. The 
conceptual design stages of the UAV were analyzed in detail. UAVs as observers 
in the sky will remain important for the indefinite future. Agriculture, water quality 
monitoring, disease detection, crop monitoring, yield predictions, and drought 
monitoring are just a few of the applications. Healthcare, microbiological and 
laboratory samples, drugs, vaccines, emergency medical supplies, and patient 
transportation can all be delivered using drones.
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INTRODUCTION

Concluding Thoughts

In this thesis, the design, modelling, and control of a UAV was presented. The 
conceptual design stages of the UAV were analyzed in detail. UAVs will continue 
to be useful as sky watchers indefinitely. UAVs are an effective and successful 
equipment in the field, and they play an important part in the military. Drones have 
been used to transport IEDs and destroy hostile locations. Agriculture, Drones, 
tree-based remote sensing applications, water quality monitoring, disease detection, 
crop monitoring, yield forecasting, and drought monitoring are just a few of the 
data sources. Drones can carry health care, microbiological and laboratory samples, 
medications, vaccines, emergency medical supplies, and patient transportation. Road 
Traffic Congestion Control: Congestion occurs when a high number of cars disrupts 
the regular flow of traffic, resulting in increased travel time. Drone Shakti, across 
all sectors, the country will see the usage of massive, unmanned aircraft systems 
weighing more than 150 kilos. They will grow easier to operate. Finally, obstacles, 
restrictions, and suggestions were investigated.

Comments on UAV Applications

In this thesis we have briefed clearly about the UAV applications. In the Military, 
UAVs have been utilised as an effective and successful equipment and they play an 
important part in the military. It was originally designed as a military instrument 
for reconnaissance and surveillance activities as mentioned in figure 1.

Figure 1. RQ-1 Predator reconnaissance and surveillance
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Combat Operations which risk human life can be changed by the UAV. This also 
talks about the challenges that we are facing during the research. Different challenges 
faced by UAV which prevents from reaching the goal of the mission. This section 
covers the main issues that impact the UAV’s performance, including as battery life, 
collision avoidance, communication, and security. Their limits are also explored, 
along with some recommendations for getting acceptable outcomes. The portable 
electronics revolution was made possible by the development of lithium-ion battery 
technology in the early 1990s. The technology is now being developed for use in 
electric vehicles and grid storage. In comparison to lead-acid batteries, lithium-ion 
batteries are more expensive. Surveillance in the risk area which costs human life at 
certain times. It can be prevented using the drone where there is no need for human 
intervention for the mission. Parallelly both prevention and destruction are possible 
by UAV. At the frontline where transportation is a huge challenge because of the 
climatic conditions where the soldiers suffer, the basic needs like food, medicine, 
ammunition and other essentials have been transported by drones which is easier, 
safer and cost efficient. Remote sensing has been by Drone for the upgrade of troops 
and Combat Vehicles. The fast improvement and spread of unmanned aerial vehicles 
(UAVs) as a remote sensing platform has resulted in technological breakthroughs 
in metropolitan areas and remote sensing social networks.

Data from ground sensors is collected and sent to ground base stations. Drones 
equipped with sensors can be used to monitor disaster management and other potential 
natural catastrophes. In numerous components, the UAV’s security is critical. Intruders 
can assault them, posing a cybersecurity risk to UAV systems. Several assaults can 
be launched against the communication links between the various components of 
the UAV system. Furthermore, UAVs may be subjected to direct assaults, such as 
signal spoofing and hacking, which can result in serious damage to the UAV system. 
Ground Control Station (GCS) assaults are dangerous because they allow attackers 
to transmit orders to equipment and capture all data from the UAV, potentially 
causing the UAV to fail. By gathering real-time data and distributing it at a cheap 
cost, drones have accelerated the development of various industrial, commercial, 
and recreational purposes. Telecommunication drones are used for telemetry and 
remote diagnosis and treatment. As shown in Figure 2, drones may transfer medical 
problems, microbiological and laboratory samples, medications, vaccines, emergency 
medical supplies, and patient transportation (b). EpiPens, poison antidotes, and 
oxygen masks are just a few examples of life-saving equipment.
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Drones may be used to provide goods and services while also allowing for speedier 
returns to properly equipped labs, minimising human work and time. People who 
have gone missing or have been injured at sea can be rescued, as seen in Figure 2. (a),

In the mountains, the desert, or the woods People at home are receiving telemedicine, 
immunizations, prescription medications, and medical supplies through drones. 
Cloud and internet of things (IoT) integration: It offers a low-cost approach to link 
heterogeneous devices and meet expanding data demands in healthcare applications, 
including seamless application deployment and rendering service (Dempsey and 
Rasmussen, 2010).

Congestion is a widespread global phenomenon caused by high population density, 
the expansion of motor vehicles, and accompanying infrastructure. Congestion has 
been defined in several ways by researchers. Travel demand exceeds available road 
capacity, according to the most common definition of traffic congestion. Congestion 
occurs when a significant number of automobiles impede the regular flow of traffic, 
resulting in increased travel time. Congestion is also defined as an increase in the 
cost of utilising the road as a result of a disruption in the regular flow of traffic. 
This is about the incident which happened before. A drone flew beyond visual 
line of sight (BVLOS) in the Vikarabad area of Telangana in September 2021, 
carrying a box of life-saving medications and vaccinations. The state’s Medicines 
from the Sky project, which aims to increase health care access in distant areas, was 
launched with this six-kilometre flight completed in around five minutes. Many 
elements influence the act of creating. After the liberalisation of the Drone Rule 
in 2021, the business received a significant boost with the announcement of Drone 
Shakti in the Union Budget. The government stated that ‘drone as a service’ will be 
encouraged to help Drone Shakti. Across the board, the country will see the usage 
of big, unmanned aircraft systems weighing more than 150 kilos. UAV collision 

Figure 2. (a) Lifesaving drone; (b) Ambulance drone
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avoidance is tough, yet it is necessary to avoid mishaps. UAVs crash into obstacles 
that are either moving or immovable.

In this thesis we have seen the UAVs in various configurations that are routinely 
employed in various applications, such as hazardous materials management or 
operation. Quadcopters appear to have been used in all recent advancements in the 
field of small autonomous drones. They are well-known for their little drones due 
to their mechanical simplicity.

A quadrotor is an unmanned aerial vehicle with two pairs of counter-rotating 
rotors and propellers positioned on the top of a square frame. Vertical take-offs and 
landings, similar to those of standard helicopters, are possible. The quadcopter is 
designed to allow either inside or outdoor flights as a fundamental study parameter 
due to user safety and protection. The criterion for meeting the scheme should be 
swift and dependable at the proper moment (Arjomandi et al., 2006). 

One of the most responsive drone designs is the X-copter. “X” was replaced by 
quad-, hexa-, and octa- based on the number of propellers utilised. As a result, two types 
of UAV collision avoidance algorithms have recently emerged: Collision avoidance 
methods include the geometric method, which uses a geometric strategy to identify 
a flying route without colliding, the path planning approach, which uses a geometric 
strategy to identify a flying route without colliding, and the vision-based approach, 
which gathers images from cameras installed on the UAV to avoid the collision 
problem. Collision prevention system that works together. The authors designed a 
route management system for the drone path (RMS). This strategy can increase drone 
safety at airports by designating specific paths for drones. Environmental conditions 
are also a difficulty for UAVs, since they can cause deviations from preset courses 
or even cause the UAV to crash.

FUTURE RESEARCH TRENDS

This thesis talks about the future trends of the drone like how it’s going to work on 
the basis of technology. Some governments are already building the infrastructure 
required for large-scale drone operations. India is rapidly catching up. Drones were 
recently deployed by the Rajasthan government’s agriculture department to spray 
insecticides and control locust swarms in the state.

India is also aggressively using unmanned aerial vehicles for national defence. 
India’s development in commercial drone use has been minimal thus far, with only 
a few trials pizza and medication delivery. The Ministry of Civil Aviation has set 
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aside INR 120 crore for a PLI initiative to help the drone manufacturing industry 
grow. All of this has the potential to boost drone manufacturing and usage (Sun et 
al., 2019). 

Drone Shakti is an initiative to promote and facilitate drones as a service through 
startups. A Spike in the use of drones will also open doors of employment for skilled 
youths. PM flagged off 100 Kisan drones in different cities and towns across the 
nation to spray pesticides in farms. A large number of unresolved problems necessitate 
fresh, effective solutions. New UAV system potential is highlighted, including 
security and privacy, battery charging, machine learning, and other intriguing future 
research issues and directions.

A swarm is a collection of insects that work together to achieve a significant or 
desirable outcome. A group of UAVs works together to achieve a certain purpose in 
swarm UAV systems. Each UAV has a minor task that is linked to a larger objective; 
this notion was primarily created by the military for surveillance purposes. Swarm 
UAVs have the ability to distribute duties and coordinate the operation of several 
drones without the need for human intervention (Li et al., 2018).

Time savings, man-hour reductions, labour reductions, and other cost reductions 
are all advantages of swarm UAV systems. Artificial Intelligence (AI) systems can 
learn from data thanks to machine learning. Deep learning algorithms are a subset 
of Machine Learning algorithms that include learning representations at different 

Figure 3. Working of Swarm UAVs
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levels of hierarchy. Deep learning approaches based on image sensors have been 
used to extract features in a variety of applications utilising various technologies 
(e.g., monocular RGB camera, RGB-D sensors, infrared, etc.). UAV motion control 
is another deep learning-based application. Machine learning and deep learning 
algorithms have recently gained a lot of attention in fields such as resource allocation, 
obstacle avoidance, tracking, path planning, and battery scheduling, to name a few. 
Because they may be vulnerable to intruder attacks that threaten the privacy and 
confidentiality of the data they collect, new onboard technologies such as blockchain 
and physical layer security are required to ensure security and privacy.

This is about an occurrence that occurred previously. An assault using a radio 
connection: data can be hijacked and decrypted, and a control channel can be 
disguised - a strategy that was used to hack American drones in Iraq. The attackers, 
strangely, utilised a Russian application called Sky Grabber. It is imperative to 
improve security (Tahir et al., 2019).

Path planning is the process of determining the best route from one location to 
another while avoiding impediments. It is one of the most important technologies 
for increasing the autonomy of unmanned aerial vehicles (UAV) [Figure 4]

Figure 4. The First Unmanned Aerial Vehicle
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UAV Mission Route Optimization, Tracking, and Path Planning

Algorithms for planning should be improved. A multi-objective optimization 
approach is used during path planning to avoid obstacles, find the shortest path, 
and save energy. Recent advancements in battery technology, such as upgraded 
lithium–ion batteries and hydrogen fuel cells, as well as green energy sources like 
solar energy, are all worth noting. The photovoltaic (PV) effect is used to convert 
sunlight to energy. This current is then either utilised immediately or stored in a 
battery, which then powers the system.

The key advantages of battery-powered drones are their ability to charge practically 
anywhere, their ability to be moved almost anywhere, and their ease of recharging by 
just replacing the battery pack. The downsides include a limited number of recharge 
cycles and poor energy density (Radoglou-Grammatikis et al., 2020). 

Experts have shifted away from conventional microwave communication to optical 
communication technology as the demand for high-definition (HD) remote detection 
using unmanned aerial vehicles (UAVs) grows. Given the large data amount of an 
HD photo taken by a UAV, the demand for a communication system with a high data 
rate keeps growing. The optical communication approach may be used to satisfy 
the high data rate demand. The Drone Shakti initiative has been aimed to promote 
and facilitate drones as a service through startups. Drone Shakti will be facilitated 
by the government through various apps and for ‘Drone-As-A-Service (DrAAS)’.

The government has also approved drone use in the agriculture sector, which 
includes spraying pesticides and fertilisers with drones. The government’s effort, 
in conjunction with the Production-Linked Incentive (PLI) scheme for drones, is 
designed to boost domestic drone production. It will also provide opportunities for 
talented teenagers to find work. According to reports, India’s drone industry would 
develop at a CAGR of 20.9 percent from 2020 to 2026. According to statistics, the 
worldwide commercial drone industry is predicted to reach USD 27.4 billion in 
2021, and USD 43 billion in 2025 (Shakhatreh et al., 2019). 

India is preparing to enter this fast-growing sector, with the Ministry of Civil 
Aviation showing interest in making India the world’s Drone Hub.
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