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Advance Praise for Innovation for Value and
Mission: An Introduction to Innovation
Management and Policy

Innovation is essential for organizations to create sustainable success and requires
the integration of many different talents and capabilities across the enterprise. This
book provides a rich overview of the total landscape all innovators must address, pre-
senting the most important tools and how they connect. It discusses the underlying
principles for each, so you can determine how to implement them in your organiza-
tion, and includes excellent references for additional learning. Innovation for Value
and Mission is an excellent resource for both teachers and practitioners of innovation
and would have made my own leadership in innovation much easier!

–Wayne Delker, Chief Innovation Officer (ret.), The Clorox Company

With all the environmental and social challenges facing us, we literally need inno-
vation to save the world. To do that, we need more practitioners and policymakers
who don't only know how to innovate, but also understand innovation in its wider
economic and social context. Innovation for Value and Mission uniquely connects
the world of private-sector innovation with the world of innovation policymaking.
It's a rigorous but accessible introduction to innovation for university students.
And it’s also a great reference that all innovation practitioners and policymakers
should have on their bookshelves.

–Magnus Penker, Wall Street Journal & USA Today bestselling author; innovation
and green-transformation thought leader; CEO, Innovation360
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This book is dedicated to all current and future innovators who want to use innovation
to make the world a better place for everyone.
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Preface and Acknowledgments

The purpose of this book is to help you on your innovation journey, whether you are
just starting out or taking it to the next stage. It is primarily aimed at postgraduate
students who need an accessible, but sufficiently rigorous, introduction to the disci-
pline of innovation within its larger economic, technological, and public-policy con-
text. The book should also find a place on the desks of innovation practitioners who
already have deep experience in some areas of the innovation discipline, but would
like to expand their horizons to learn about other areas. It is intended as a reference
on most innovation topics, presenting prominent methods and frameworks, while cit-
ing major sources to further consult on those topics. (I also wrote it with the intention
of using it as a handy reference for my personal use!)

Most works on the management and practice of innovation do not cover innova-
tion policy, nor its wider economic context. Most works on innovation policy do not
cover how entrepreneurs actually create and innovate, or how innovation is managed
at the organization level. I believe that those who desire to make innovation policy
need to understand how firms innovate, and that private-sector innovators should be
more aware of the potential of their innovations to solve big economic and societal
challenges. System-wide transformations, such as we need for sustainability, can
hardly be brought about by a single firm. I therefore wrote this book to bridge the
gap between the worlds of policy and practice. And at the topic level, the goal is to
reveal the interconnections between multiple topic areas, just like any innovation it-
self is an interconnection of many elements.

Three important threads are pursued and come up repeatedly. These are value,
mission, and uncertainty. Innovation should always have a purpose, which is to
create value – for customers, the organization, and society at large – and, for the
public sector, to fulfill a mission. However, what makes innovation especially chal-
lenging is that it is done under a high degree of uncertainty, which necessitates dif-
ferent managing methods and financing models than any other endeavor.

The book starts at a high level with an introduction to innovation, how techno-
logical progress works, and how innovation drives economic growth, which to-
gether form an essential foundation for the discussion of innovation policy in the
latter part of the book. In the middle, the discussion dives deeper into how innova-
tion is conducted in organizations and teams, and how it is managed at different
levels. Special attention is given to open innovation, business model innovation,
and Lean Startup techniques. Where applicable, references are made to innovation
within the context of public-sector organizations.

The private financing of innovation, with a focus on venture capital, is intro-
duced, followed by a discussion of the public financing of innovation. At this point,
the discussion ascends again to a higher level, with an introduction to innovation
at the national level. The book concludes with an introduction to innovation policy
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tools, a description of major policy inflections over the years, and recent appeals
for major directional changes to innovation policy.

No chapter is the last word on any innovation topic. For each topic, I have at-
tempted to provide an entry point to innovation at the firm level and the national
level respectfully, as well as to help start or accelerate the reader’s innovation jour-
ney. For this purpose, the reader is introduced to the relevant terminology, models,
and frameworks on innovation management and policy. Once you know what
something is called, and where it fits in, it is fairly easy to do further research on
your own.

In my experience there is a big divide between the academic treatment of inno-
vation and the popular business writings on innovation. In this work, I have at-
tempted to make the academic writings on innovation – particularly on technology,
economic growth, and national innovation and policy – more accessible to practi-
tioners, while at the same time explaining the practice and management of innova-
tion in fairly rigorous terms to students. I have been mindful of the risk that
straddling these two worlds might make this book too academic for practitioners
and perhaps not academic enough for professors, but this is a risk that I was willing
to take for the greater benefit of connecting these two worlds.

The book focuses mostly on the United States, for two main reasons: First, it is
necessary to focus and limit the scope. In covering such a breadth of topics, it is not
feasible to provide international comparisons as well though several other countries
have admirable innovation policies that the United States might learn from. Second
is the sheer magnitude of U.S. investment in R&D and innovation over the post-
World War II decades, which has been highly consequential and contributed most of
the critical technologies that are powering our current era of industrial development.

While I provided brief examples where relevant, I have avoided so-called best-
practices cases, even though I am well aware of their popularity. The promise of
following others’ practices is that we will also enjoy their performance, but that is
seldom true. Case studies of how actual companies or agencies perform innovation
are highly perishable, as organizations constantly change how they do things and
previously successful organizations stumble, invalidating much-vaunted cases.i

There is also the halo effect, a cognitive bias which makes us want to copy every-
thing an admirable organization does, even though those practices may have had
nothing to do with its success. Therefore, students and practitioners interested in
the latest and greatest examples of how successful organizations perform some as-
pects of innovation are better off sourcing such cases themselves. (This is best done
as and when needed – at least the cases will be fresh then.) The business media is a

i An excellent analysis by McKinsey, “What happened to the world’s ‘greatest’ companies?”
(Bradley 2017), of how companies profiled in three best-selling business books fared over the lon-
ger run proves this point.
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never-ending source of such content, as well as business subscription services spe-
cializing in how-to innovation resources and templates.

It is my conviction that the best solution for any given organization and situa-
tion is always devised by considering the full context of that organization, its
problems and goals, and then applying the innovation principles and best avail-
able expertise to the particular innovation challenge to come up with a tailored
solution. I have accordingly set out to equip readers by introducing concepts and
terms, providing frameworks, and including references on each innovation topic
covered. Citations are used throughout the text. None of these is the last word on
any of these subjects but should be seen as an entry point instead. Therefore,
each chapter provides a pathway for those who want to dive deeper, by listing im-
portant references and data sources as applicable. Ample cross-references be-
tween chapters are provided, as many topics are interlinked.

The reader does not need to read the book from start to finish but should feel
free to move around between subjects. Indeed, one of the hardest parts of writing
this book was to determine the order in which to introduce subjects and concepts.
With innovation, so many elements are interrelated that it is a great challenge to
present them in a linear order. For the most part, each chapter is written as an
essay that can mostly stand on its own. An overview of book chapters provided
below will help the reader navigate the book.

All the processes, techniques, and frameworks presented here are suitable for
direct application to sustainability-oriented innovations, which goals are identified
in terms of environmental value, or the completion of a particular sustainability
mission. It is indeed important that we channel our innovation abilities to meet the
major sustainability challenges of our time. This book was initially going to have
one chapter dedicated to sustainability-oriented innovation, but it soon became
three, and kept on growing. Eventually, the publisher and I agreed that given the
importance and scope of the topic, sustainability-oriented innovation was best kept
aside for a later work that could be fully dedicated to it. I am doing ongoing re-
search and advisory work in this new but fast-expanding field, and will have more
to contribute on the sustainability challenge when the time is right.

In closing, I firmly believe that one can only ever be a student of innovation,
and never a master of this discipline that is too complex and everchanging to ever
comprehend fully. We all need to stay curious and keep learning. I am happy to
help others on their journey of learning and discovery, even as I continue my own.
Teaching innovation at the McCourt School of Public Policy at Georgetown Univer-
sity for the last few years has been a great experience. I would like to thank all my
graduate students for the enriching conversations we have had in class, and every-
thing I have learned from them about public-sector innovation all over the world.

I owe much to my fellow innovation travelers and would like to acknowledge all
of them here. In particular, I would like to thank my former colleagues at McKinsey
for the many learning experiences while serving clients on innovation challenges
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and growing the innovation practice there. In particular, I would like to extend my
appreciation to Marc de Jong, my mentor in the practice. I learned much about pub-
lic-sector innovation from Billy Mae and benefited from his experience of how gov-
ernment bureaucracies operate. I would also like to acknowledge a few of my current
fellow practitioners: Navin Kunde for sharing his extensive experience with open in-
novation; Magnus Penker for his inspiring ideas on the transformative power of inno-
vation; George Hemingway for his thoughts on innovation management and strategy;
and Geoff Orazem for his insight on the difference in risk tolerance between the pri-
vate and public sectors. Last, but not least, I am indebted to Mårten Leijon for taking
the time to read draft chapters and providing very thoughtful feedback. Of course,
any errors of omission or commission in the book are mine alone.

Dear reader, I wish you well on your innovation journey and hope this book
will help you see the world in a new way. Bon voyage!
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Foreword

I am blessed to have served our great country for 34 years as a naval aviator and to
have retired at the rank of Vice Admiral. After graduating from the Naval Academy,
I served as an operational strike fighter pilot, a test pilot, a program manager, an
engineer, and I commanded four different organizations. My ultimate assignment
was as the commander of the Naval Air Systems Command (NAVAIR) where we de-
signed, developed, verified, validated and sustained all things Naval Aviation.
While it may sound strange that NAVAIR’s $40b annual budget is inadequate to
buy all of the capability necessary to protect our national interests, it is true. The
key to past and continued success of the US Navy is how well we innovate within
the confines of constrained resources and ever-changing threats. I was told by
many of my mentors that my success in the Navy was founded in my ability to
innovate.

Sadly, the bureaucratic inertia within the U.S. Government and DOD impedes
the pace of innovation. When I retired, it was clear that commercial technology de-
velopment and innovation was outpacing DOD technology development and inno-
vation in many areas. I have dedicated my post-Navy career to finding commercial
or hybrid commercial/defense technologies that can be rapidly inserted into the
DOD system to speed up the assimilation of state-of-the-art technology. Using com-
mercially developed technology as a fuel to reinvigorate DOD innovation is a clear
priority for DOD, as is helping commercial companies navigate the bureaucracy,
which by itself requires some innovation. I currently sit on multiple boards and am
involved on the ground level or as a co-founder of multiple startups focused on
technology and innovation.

In my quest since 2015 to insert innovation into DOD I have run across many in-
credibly accomplished entrepreneurs and innovators. One of them asked me if I’d be
interested in reading a new book on innovation and providing the author feedback
on his efforts. Thus my introduction to Peet van Biljon and his book, Innovation for
Value and Mission. Having read literally hundreds of titles over my life as an execu-
tive, I have become quite skeptical of the regurgitated processes, procedures, buzz
words, techniques and gimmicks of many improvement books. I was quite pleasantly
surprised when I read through Peet’s work and found that he was not prescribing a
cookbook approach to innovation. On the contrary, he systematically and articulately
describes the history of innovation, its successes, failures, implementation techni-
ques, public policy implications, private business implementation and management
techniques. Instead of being prescriptive, he describes the toolset along with the pros
and cons of those tools so the innovator has a clearer perspective.

My perspective on innovation has evolved over the years and is founded in dec-
ades of success and failures. While there are fundamental tenets to successful inno-
vation, every single case is unique and there is never a checklist for innovation. If
painting by the numbers created masterpieces, we could all be world-renowned
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artists. In my experience, the fundamentals of innovation require the following
characteristics:
– Innovation must elate the customer and create mission success with a viable

business strategy and technical competence. The three-legged stool of mission,
business, and technology must balance.

– Customers rarely have a vision of innovation but know it when they get there.
To that end, closing the loop, failing rapidly, iterating quickly and having the
end user closely connected to the process is essential to success.

– For every innovator, there are 10 status-quo advocates who resist the change.
Innovators have to be perseverant and managers of innovators need to walk the
line between disciplined process and unstructured iteration, while protecting
innovators. Unconstrained, innovators can diverge. Too much discipline, and
they fail to succeed.

– Bureaucracy is the opposite of innovation. Leaders must create enclaves and
protect innovation within bureaucracy.

As I read through Peet’s book, I realized he was providing a map to success. His
vision resonates precisely with my vision and, in fact, advanced my thinking signif-
icantly. His innovation is creating a map and guide for anyone with the curiosity
and drive to innovate. From a parent looking to make diaper changing easier to a
startup tech CEO in Silicon Valley trying to change the world, this book provides a
frame of reference that can be uniquely applied to any situation. In a world where 9
out of 10 individuals hate change, the status quo is viewed as the easiest way, bu-
reaucracies resist change and unconscious bias thwarts good ideas, the innovator
needs all the tools and information he or she can find. Innovation for Mission and
Value is a fantastic reference for those who can always see a better way. Thank you,
Peet.

David A. Dunaway
VADM (ret.), USN
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Overview of the Book Chapters

Chapter 1 introduces the discipline of innovation and traces its development over re-
cent decades. The special nature of innovation at the intersection of other disciplines
is explained. Introductory comments are made on the broader context of innovation
with its contribution to economic growth and public welfare, and the respective roles
played by the public and private sectors.

Chapters 2 and 3 provide the societal and national context of technological and
economic progress, by introducing key innovation and economic concepts. These
form a foundation for understanding the objectives and major choices of innovation
policy that will follow later in the book:
– Chapter 2 explains the process of technological innovation and how diffusion

leads to productivity growth. Key economic concepts needed to understand the
linkages between technological innovation, productivity, and economic growth
are introduced. The idea of long technological cycles is discussed, with specific
reference to industrial revolutions.

– Chapter 3 introduces economic growth theory and explains the main theories
that link innovation to economic growth. It aims to provide an understanding of
how different schools of thought on economic growth have developed and how
each school informs innovation policy choices.

Chapters 4 through 6 explain how innovation is conducted within and beyond organi-
zational borders, along with the typical challenges that need to be met. Specific atten-
tion is given to three major extensions of the innovation discipline: open innovation,
business model innovation, and the Lean Startup:
– Chapter 4 explains how human creativity works, where insights come from,

and how people can best organize to be productive at innovation. Some popular
innovation and creativity techniques, as well as the design-thinking approach,
are introduced. Common organizational challenges to innovation are discussed,
including the constant tension between efficiency and innovation.

– Chapter 5 covers open innovation, in recognition of the reality that no modern
organization can effectively innovate entirely within its own boundaries. Differ-
ent models for open innovation and design considerations are reviewed, as well
as open innovation in government.

– Chapter 6 introduces two innovation game changers from the last two decades:
business model innovation and its public-sector version, mission-model innova-
tion; as well as the Lean Startup method for innovating under conditions of high
uncertainty.

Chapters 7 and 8 are dedicated to the management of innovation, and how it is man-
aged and steered at various levels within an organization. Some important areas of
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innovation management are selected for more in-depth discussion and an explana-
tion of relevant complexities and tradeoffs:
– Chapter 7 offers brief perspectives on key areas of innovation management such

as strategic fit, governance, stages, metrics, and the Innovation Management Sys-
tem. The Innovation Management Map, which shows how the different layers of
innovation management and strategy fit together, is introduced. Particular chal-
lenges of managing innovation in government are discussed.

– Chapter 8 continues the discussion of innovation management with an introduc-
tion to innovation portfolio management, project selection, and innovation project
management. The popular Stage-Gate® model and the major U.S. Department of
Defense acquisition phases are introduced.

Chapters 9 and 10 review the roles of the private and public sectors in financing tech-
nological progress and innovation and how government agencies and private finan-
ciers such as venture capitalists play various roles in funding startups at different
stages:
– Chapter 9 begins by explaining the path of scientific progress and how waste and

uncertainty are constant companions of the innovation process. The main startup
financing stages and the roles played by venture capitalists and other private fin-
anciers are explained.

– Chapter 10 explains the linear and alternate models of innovation relevant to the
public support of innovation. It contains a brief history of U.S. public support for
R&D and innovation in the decades after World War II and outlines current U.S.
government investment in R&D, as well as support programs for small business
and startup innovation.

Chapters 11 and 12 introduce innovation policy at the national level, starting with the
roles played by the main private, public, and academic actors, and culminating with
an overview of the public-policy toolkit and the current debates around innovation
policy:
– Chapter 11 explains the National Innovation System and related concepts such as

the Triple Helix Model, which illustrate the mutually reinforcing roles of the pub-
lic sector, the private sector, and academia in innovation.

– Chapter 12 introduces major innovation policy tools and instruments, and ex-
plains the rationales for government support of technological innovation at par-
ticular stages. Recent appeals for more robust innovation policies and calls for
mission-oriented policies are reviewed.
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Using the Book in a Course

The whole book is intended to support a full two-semester course on Innovation &
Public Policy with about two weeks spent on the average chapter and the remaining
weeks used for group projects, seminars, paper presentations, and so on. When used
for a single 14-week semester course, the scope needs to be limited to selections from
each, or most, of the 12 chapters with the remaining weeks used as above.

Alternatively, selected chapters (see below) can support semester or block courses
more limited in scope, such as Innovation Management, Innovation Policy, and Innova-
tion for Industry 4.0:

Chapter Innovation
Management

Innovation
Policy

Innovation for
Industry .

Innovation &
Public Policy

. Chapter 
An Introduction to Innovation

✓ ✓ ✓ ✓

. Chapter 
Technological Progress and
Industrial Revolutions

✓ ✓ ✓

. Chapter 
Economic Growth and Innovation

✓ ✓

. Chapter 
People, Creativity, and Organization

✓ ✓ ✓

. Chapter 
Open Innovation and External
Collaboration

✓ ✓ ✓

. Chapter 
Game Changers: Business Model
Innovation and the Lean Startup

✓ ✓ ✓

. Chapter 
Perspectives on Innovation
Management

✓ ✓ ✓

. Chapter 
Portfolio and Project Management

✓ ✓

. Chapter 
Private Financing of Innovation

✓ ✓ ✓
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Each chapter is concluded by a Chapter Summary, Suggested Exercises and Assign-
ments (individual and class), and Recommended for Further Reading (a short list of im-
portant publications for those who want to know more). Where applicable, chapters
also contain references to Recommended Data Sources.

Further suggestions for course outlines, my current course syllabus, lecture
slides, notes, videoclips, and other up-to-date resources can be found on my website:
ethicsdriveninnovation.com

(continued)

Chapter Innovation
Management

Innovation
Policy

Innovation for
Industry .

Innovation &
Public Policy

. Chapter 
Public Financing of R&D and
Innovation

✓ ✓

. Chapter 
National Innovation

✓ ✓

. Chapter 
Innovation Policy Tools and
Challenges

✓ ✓
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Abbreviations and Acronyms

4G fourth generation broadband mobile
4IR Fourth Industrial Revolution
5G fifth generation broadband mobile
ABS automatic braking system
ACD&P Advanced Component Development and Prototypes
AI artificial intelligence
AMA American Marketing Organization
AMP Advanced Manufacturing Partnership
ARPA Advanced Research Project Agency
ARPANET Advanced Research Projects Agency Network
ATD Advanced Technology Development
B2B business-to-business
B2C business-to-consumer
BAC budget at completion
BDA Bayh-Dole Act
BERD business expenditure on R&D
BM business model
BMI business model innovation
BOK body of knowledge
BU business unit
CAPM Capital Asset Pricing Model
CDR Critical Design Review
CMS Centers for Medicare & Medicaid Services
CEN European Committee for Standardization
CEO chief executive officer
CPG consumer packaged goods
CPM critical path method
CRM customer relationship management
CVC corporate venture capital
DARPA Defense Advanced Research Projects Agency
DART dialogue, access, risk assessment and transparency
DMV Department of Motor Vehicles
DNA deoxyribonucleic acid
DOD Department of Defense
DOE Department of Energy
DOJ Department of Justice
DPM Dynamic Progress Method
DSIP distribution-sensitive innovation policy
EC European Commission
EEG electroencephalography
EFI equitable growth, finance, and institutions
ES early finish
ESG Environmental, Social, and Governance
EU European Union
EU27 current 27 member countries of the EU
EV electric vehicle
FFRDC Federally Funded Research and Development Centers
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FPSP Flagship Project Support Program
FRED Federal Reserve Economic Data
FTE full-time equivalent
FY financial year
GAO Government Accountability Office
GDP gross domestic product
GERD gross domestic expenditure on R&D
GHG greenhouse gas
GNI gross national income
GPS Global Positioning System
GPT general-purpose technologies
GS General Schedule
GSA General Services Administration
GUI graphical user interface
H1 Horizon 1 (i.e., the first growth horizon)
H2 Horizon 2 (i.e., the second growth horizon)
H3 Horizon 3 (i.e., the third growth horizon)
HC healthcare
HHS Health and Human Services
HR human resources
HSARPA Homeland Security Advanced Research Projects Agency
IACS Institute for Applied Cancer Science
IARPA Intelligence Advanced Research Projects Agency
ICT internet, computer, and telecommunications
IEC International Electrotechnical Commission
IEEE Institute of Electrical and Electronics Engineers
IMF International Monetary Fund
IMS innovation management system
IP intellectual property
IPM innovation portfolio management
IPO initial public offering
IPPM innovation project portfolio management
IRR internal rate of return
ISO International Organization for Standardization
IT information technology
ITIF Information Technology & Innovation Foundation
JCESR Joint Center for Energy Storage Research
JIT just in time
JTBD jobs to be done
JV joint venture
KPI key performance indicator
LF late finish
LS late start
MEP Manufacturing Extension Partnership
MFP multifactor productivity
MIT Massachusetts Institute of Technology
MITI Ministry of International Trade and Industry (Japan)
MOU Memorandum of Understanding
MRI magnetic resonance imaging
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MS Microsoft
MVP Minimum Viable Product
NA not applicable
NASA National Aeronautics and Space Administration
NBER National Bureau of Economic Research
NGO nongovernmental organization
NGT New Growth Theory
NIH National Institutes of Health
NIS National Innovation System
NNMI National Network for Manufacturing Innovation
NPD new product development
NPDP New Product Development Professional
NPM New Public Management
NPO Nonprofit Organization
NPV net present value
NSF National Science Foundation
NSI National System of Innovation
NVCA National Venture Capital Association
ODI outcome-driven innovation
OEC Observatory of Economic Complexity
OECD Organisation for Economic Cooperation and Development
OGD open government data
OI open innovation
OMB Office of Management and Budget
OPSI Observatory of Public Sector Innovation
OSRD Office of Scientific Research and Development
OSTP Office of Science and Technology Policy
PARC Palo Alto Research Center (Xerox)
PC personal computer
PDK process design kit
PDMA Product Development and Management Association
PE private equity
PERT Program Evaluation and Review Technique
PMBOK Project Management Body of Knowledge
PMI Project Management Institute
PMP Project Management Professional
PPE personal protective equipment
PPM project portfolio management
PSI public-sector innovation
PV planned value
QFD Quality Function Deployment
R&D research and development
RBC real business cycle
RCT randomized-control trial
RFP request for proposal
ROA return on assets
ROI return on investment
RP Research Policy (journal)
SBIR Small Business Innovation Research
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SBM sustainable business models
SCAMPER substitute, combine, adapt, modify, put to another use, eliminate and reverse
SDG Sustainable Development Goals (UN)
SDR System Design Review
SOP standard operating procedure
SOW statement of work
SPAC Special Purpose Acquisition Vehicle
SPIS Science Policy and Innovation Studies
SRR System Requirements Review
STEM science, technology, engineering, and mathematics
STI science, technology, and innovation
STIP science, technology, and innovation policy
STTR Small Business Technology Transfer
SUV sports utility vehicle
SWF sovereign wealth fund
TFP total factor productivity
THA Triple Helix Association
TIP technology and innovation policy
TMT technology, media, and telecom
TPS Toyota Production System
UK United Kingdom
UN United Nations
UNCTAD United Nations Conference on Trade and Development
UNIDO United Nations Industrial Development Organization
US United Sates
USDA United States Department of Agriculture
USPTO United States Patent and Trademark Office
UTT University Technology Transfer
VC venture capitalist
VOC Voice of the Customer
VP vice president
WBS work breakdown structure
WEF World Economic Forum
WIPO World Intellectual Property Organization
WWII World War II
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Chapter 1
An Introduction to Innovation

This chapter is written in the form of an essay on innovation – what it is and how
the discipline has developed, especially over the last few decades. The reader is
also introduced to the main innovation topics to be expounded in later chapters,
with references to the respective chapters.

The chapter starts with the development of a practical definition of innovation
and proceeds with an overview of the different types and categories of innovation
found in organizations, both private and public. Schumpeter’s famous insight that
innovation is the engine of creative destruction will be explained. The evolution of
innovation as a concept in management thinking during modern times will be re-
lated. The public sector’s interest and role in innovation and the interplay between
the private and public sectors needed to commercialize innovations based on tech-
nological advances will be introduced.

In Search of a Definition

There has been a remarkable rise in interest in innovation over the last two deca-
des, not only in the popular and business media but also in academic publications.
The year 2021 alone saw over 33,000 new publications on the topic. At the time of
writing, the Web of ScienceTM lists almost 300,000 publications with innovation as
a topic, with over one third of those in the fields of business, management, or
economics.1 Figure 1.1 illustrates the rapid increase in innovation-related academic
publications over the last decade, which can be seen as a proxy for rising interest in
innovation.

For a word that is used almost too freely, it is remarkably hard to find a good
practical definition of “innovation.” Merriam-Webster’s online dictionary defines
innovation as “a new idea, method, or device” or “the introduction of something
new.”3 The Cambridge online dictionary similarly defines it as “a new idea or
method, or the use of new ideas and methods.”4 However, experienced practi-
tioners know that innovation is about much more than having a new idea. Turning
ideas – no matter how good – into successful innovations is exceptionally hard and
requires a proper process and execution discipline as well as a supportive ecosys-
tem around it. (Some best-practice processes for how to turn ideas into true innova-
tions will be explained in Chapter 4.)

If we move on from the linguistic definition and look for more rigor in a proper
economic definition of innovation, we are initially disappointed. In introductory eco-
nomics courses, innovation does not usually feature as a major topic or as a driver of
economic behavior. This may seem strange, but neoclassical microeconomic theory
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only deals with innovation in passing in the context of a technological change that
shifts or modifies the production function (which is explained in Chapter 3), or as a
way to explain why products may be differentiated.

Products that are not differentiated at all, are called commodities. When com-
modities or products closely resembling commodities are traded, well-functioning
markets will determine the price and quantity sold according to supply and demand
in a textbook-like fashion. An ounce of pure gold is the same as another ounce of
gold, a barrel of oil is the same as another barrel of oil (with some subtle differences
between regional oil markets), and a bushel of wheat is the same as another bushel
of wheat. Every time another supplier enters the market, the price is competed
down until eventually no economic profits remain to be made. On the opposite end,
truly unique products for which there are no easy substitutes are sold to customers
by monopolies, enabling monopoly profits. According to economic theory, a monop-
olist supplier can set either the price or the quantity to sell of a product, but not
both. In between these two extremes we find monopolistic competition, where prod-
ucts are differentiated to some extent but still fairly close substitutes for one an-
other. Most consumer products fall into this intermediate classification. Products
with more differentiation – either in terms of real features or perceived superiority –
command higher prices.

Firms often pursue innovation because it helps them to differentiate their prod-
ucts from those of their competitors. A breakfast cereal that is crunchier than
others, a tasty chocolate bar that has lower calories, or a toothpaste that leaves
teeth whiter are all examples of consumer products that can command higher pri-
ces and sell more units than their closest competitors’ products, at least for a while.
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Figure 1.1: Number of Publications per Year (1970–2021) with “Innovation” as a Topic.
Source: ClarivateTM Web of ScienceTM data (2022).2
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(A price increase of 1 percentage point will generally increase net profits more than
a unit sales increase of 1 percentage point.) The same principle applies to higher-
priced, more complex products such as automobiles or computer servers. Innova-
tion can be used to add distinct or superior features that differentiate one offering
from the other, thereby giving the seller some pricing power and thus excess profits
in economic terms. However, competitors will keep imitating any successful inno-
vations in search of profits, making commoditization an ever-present threat.

The only way to make higher profits on commodities is to be a low-cost pro-
ducer, which is what natural-resource companies that extract commodities have to
do. The same is true for most agricultural products. Selling a commodity greatly
limits your opportunity to make a profit. Former IBM CEO Sam Palmisano report-
edly summed this hard truth up by saying, “Either you innovate or you’re in com-
modity hell. If you do what everybody else does, you have a low-margin business.
That’s not where we want to be.”5

However, it should be pointed out that process innovation is applicable to such
a situation: Commodity producers such as mining companies or paper mills inno-
vate to lower their process costs, thereby increasing their profits. Furthermore, raw-
material commodities can also be transformed into rudimentary products that add
value, which customers will be willing to pay a premium for. For example, the min-
ing company Vale converts iron-ore dust into iron pellets, which offer higher effi-
ciency and other processing benefits to steel manufacturers.6

Innovation as the Engine of Creative Destruction

Though innovation can indeed increase product differentiation, and yield the price
benefits that accompany it, that is too narrow a view for a full definition. It does not
offer us a comprehensive explanation of the role that innovation plays in the econ-
omy, and it is only one piece of the puzzle.

We have the early 20th century economist Joseph Schumpeter to thank for our
understanding of how innovation works in a modern market economy. Austrian by
birth, Schumpeter was a colorful character who was briefly the Austrian finance
minister in his thirties before going on to make a fortune in banking, which he then
lost in the 1929 stock market crash. Penniless, Schumpeter had to use his fame to
give paid speeches so that he could afford the transatlantic ship fare to the United
States, where he became a professor at Harvard. Schumpeter is perhaps most fa-
mous for his coining of the phrase “creative destruction” to describe how in a capi-
talist system new products and methods displace existing ones. For example,
automobiles replaced horse-drawn carriages and streaming video replaced discs.
The idea that nothing is ever stable is at the core of Schumpeter’s economic philos-
ophy and his understanding of how capitalism works. Schumpeter believed that ev-
erything revolves around entrepreneurs, who are the primary agents of innovation
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and creative destruction. As such, Schumpeter’s explanation of what innovation is
and how it works is an important element of his larger explanation of how the capi-
talist economic system works.

Schumpeter (1943) defined innovation as follows: “Innovation is creative de-
struction, where entrepreneurs combine existing elements in new ways.” He nota-
bly defined innovation as the second of three stages in the creative-destruction
process: Innovation is preceded by invention and followed by diffusion.7

Schumpeter’s distinction between invention and innovation is an insightful
and helpful one, which shall be adhered to throughout this book. Invention is the
creation of a new technology or new way of doing things. The transistor was a
major invention of the last century, but it was not an innovation. Innovation hap-
pens when entrepreneurs combine existing elements (including recent and past in-
ventions) to create new products or services for customers. For example, Sony
became the first company to commercially exploit the newly available transistor
with a mass-market offering, using transistors to make small, affordable radios that
filled a real consumer need in post-World War II Japan.

To the innovator goes the spoils, rather than to the inventor: The transistor was
invented by scientists at Bell Labs. But while the inventors received the Nobel Prize
for this technological breakthrough, it was not they or their employer who created
the first blockbuster product that utilized this invention but a previously unknown
Japanese company, Sony. Similarly, Kodak can take major credit for the invention
of digital-camera technology, but the company failed to turn that new technology
into a major innovation, leaving Kodak horribly exposed to other companies who
went on to do so. The distinction between invention and innovation helps us to un-
derstand many other such puzzling instances where the originator of a break-
through technology is not the person or organization to profit from it. Profit goes to
whomever can create value in the eyes and hands of the paying customer.

The diffusion stage arrives when an innovation has become so ubiquitous that
it is no longer the source of any competitive advantage. For example, when it first
became available in luxury production cars in the 1980s, ABS (automatic braking
system) was a major differentiator for manufacturers, such as BMW, who pioneered
it. Nowadays, ABS is standard equipment in all production cars in Europe and
North America. More recently, the rearview backup camera made its first appear-
ance in higher-end SUVs, but now it is standard equipment in all such vehicles.
Once everyone has copied an innovation, prices decline, and it essentially becomes
a commodity. That is why companies have to keep innovating, otherwise they will
be overtaken and replaced by entrepreneurs who do. Such is the nature of creative
destruction. The government, on the other hand, has a keen interest in seeing bene-
ficial technologies rapidly reach the diffusion stage, where they permeate the econ-
omy and their widespread use lifts national productivity. (The process of diffusion
is discussed in detail in Chapter 2.)
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To escape the relentless discipline of free-market creative destruction, incum-
bents often petition governments to erect regulatory barriers to keep new competi-
tors out. Thus, the regulatory and legal environment may become an impediment to
innovation. Politicians and government agencies have to be vigilant against such
regulatory captureii by powerful incumbents.

While Schumpeter’s explanation of innovation as a force in the capitalist econ-
omy is insightful, it does not necessarily help us to understand innovation in all con-
texts. Non-capitalist countries have produced highly innovative products, too. For
example, the AK-47 assault rifle developed in the Soviet Union by Mikael Kalashni-
kov, and introduced shortly after World War II, gained worldwide popularity (partic-
ularly among irregular forces) due to its ease of operation and maintenance and its
well-known reliability in the harshest conditions. The AK-47’s lack of accuracy was
not a drawback in many of the situations it was used, such as in jungle warfare. (The
AK-47 was not an invention, because it was based on firearm technology that already
existed at the time, demonstrated in a German assault rifle that came into the posses-
sion of the Soviets at the end of the war and inspired Kalashnikov.)

This example gives us another important clue as to the true nature of any suc-
cessful innovation regardless of the economic system in which it is developed: It
meets the needs of its user – in this case, affordability and simplicity – and it solves
an important and valuable problem for the user – in this case, ease of use and rug-
gedness. Such user-centric principles are as applicable to the public sector as to the
private sector. (How organizations can innovate according to these principles is ex-
plained in Chapter 4.)

Definition and Types of Innovation

Peter Drucker, a pioneer of business management thinking who is perhaps not as
widely read by today’s generation of managers as he should be, further developed
our understanding of innovation and entrepreneurship in an eponymous book8

published in the early 1980s. Drucker (1983) clearly expressed his view of how inno-
vation adds value to society in the hands of entrepreneurs (note the clear alignment
with Schumpeter in the first two sentences):

Entrepreneurs innovate. Innovation is the specific instrument of entrepreneurship. It is the act
that endows resources with a new capacity to create wealth. Innovation, indeed, creates a re-
source. There is no such thing as a ‘resource‘ until man finds a use for something in nature
and thus endows it with economic value. Until then every plant is a weed and every mineral is

ii When politicians or regulatory agencies fall under the influence of the industries or companies
they are assigned to regulate.
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just another rock . . . Equally whatever changes the wealth-producing potential of already ex-
isting resources constitutes innovation.9 (Drucker 1983, 30–31)

Thus, Drucker (1983) argued for “purposeful” innovation, which means finding a
use for something that already exists at its core. He also defined what he called sys-
tematic innovation – emphasizing that innovation is an ongoing organizational
practice, not just a single lucky instance – as follows:

Systematic innovation . . . consists in the purposeful and organized search for changes, and in
the systematic analysis of the opportunities such changes might offer for economic or social
innovation.10 (Drucker 1983, 35)

Drucker made the observation that most successful innovations exploit changes
that have already occurred, which implies that there is a diagnostic component to
innovation as entrepreneurs have to recognize and analyze the relevant changes.
Drucker’s book, Innovation and Entrepreneurship (1983), is organized to discuss the
seven major source areas of the changes he identified:

1. The unexpected – success, failure, or outside event
2. The incongruity – between reality as it really is, and as it is assumed that it ought to be
3. Innovation based on process need
4. Changes in industry or market structure that catch everyone unaware
5. Demographics – changes in population
6. Changes in perception, mood, and meaning
7. New knowledge – both scientific and nonscientific11

(Drucker 1983, 35)

Like Joseph Schumpeter, Peter Drucker (1909–2005) was born in Austria where he came into
direct contact with the ideas of famous free-market philosophers such as Schumpeter, Friedrich
von Hayek, and Ludwig von Mises. Schumpeter was a friend of Drucker’s father, and Schumpet-
er’s ideas on innovation and entrepreneurship strongly influenced the young Peter Drucker.
Like Schumpeter, Drucker emigrated before the Second World War and became a U.S. citizen
during the war years. He taught business management at New York University for decades. He
later moved to the West Coast and founded a graduate management school (since named in his
honor) at Claremont University, where he continued teaching into his nineties. Drucker is widely
regarded as the most influential business thinker of the late 20th century and was rightly called
the “dean of this country’s business and management philosophers” by the Wall Street Journal.

As exemplified by the writings of Drucker, who was often at least one step ahead of
his contemporaries, by the 1980s innovation had become recognized as a true man-
agement discipline, inextricably intertwined with the practice of entrepreneurialism.
Drucker emphasized that innovation must be anchored by insights into exploitable
changes, which requires exploration and analytical rigor on the part of the innovator.

By the early 21st century, an additional aspect of innovation gained promi-
nence, namely creativity. Books on creativity and design thinking had first started to
appear in the 1950s and 1960s, and human-centered design, which emphasized
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developing engineering solutions from a human perspective, emerged as a new dis-
cipline in the 1980s. The 1990s set the stage for an explosion of interest in design
thinking. IDEO, perhaps still the world’s most well-known design firm, was founded
in Palo Alto, California in 1991 when Stanford University professor David Kelley and
two British-born designers Bill Moggridge and Mike Nuttall combined their three
design companies. David’s brother, Tom Kelley, was also active in the firm and
helped to manage it for many years.

The design approach that was first developed for consumer products eventually
got extended to services. By the early 2000s, several business books on design
thinking were evangelizing this approach to innovation. Design thinking is fully ex-
pounded in Tom Kelley’s book, The Art of Innovation.12 In the book, Kelley (2001)
describes innovation, but does not formally define it. However, the innovation pro-
cess followed by IDEO is explained in detail: It starts with observing the customer
trying to do a task or a job, followed by brainstorming on how to help the customer
do that better, and creating rapid prototypes of the new product to get feedback
from the customer. It is in essence a creative process directly informed by the needs
of the customer and frequently subjected to field testing. It also borrows from the
scientific-inquiry process by setting up hypotheses in the form of tangible proto-
types that are quickly tested, improved, and tested again. This design process shall
be covered in more detail in the Chapter 4, but for now it is sufficient to summarize
it as both creative and rigorous.

In synthesis of the aforementioned concepts, I offer a broad, practical definition
of innovation, which is compatible with Schumpeterian innovation but also accom-
modates innovation from different sources and for different purposes:

Innovation is a creative and analytically rigorous process for organizations to
solve valuable problems for their customers and for themselves.
1. The first part of the definition recognizes the right-brain-left-brain nature of the

innovation process, because this duality is what makes a true innovation more
than the sum of its constituent parts. Do only the analytical part without the
creativity and you are back in the pure domains of science, engineering, or
business analysis. Do only the creative part without the analytics, and you are
in the realm of the arts, without any necessary anchoring in facts or the scien-
tific method. True innovation is thus both an art and a science.

2. The second part of the definition focuses on solving valuable problems, thereby
creating value for both the customer and the innovator and, most likely, also for
society at large. An innovation that does not create value is a curiosity or a mild
amusement at most. The problem may be one of creating a better product or
service, improving efficiency, lowering costs, or anything else worth solving.

3. The third and last part of the definition puts the focus on whom the innovation
is supposed to serve. Innovation must always have an end customer, whether it
is an external customer or an internal customer. Without a customer who bene-
fits, innovation is a self-serving exercise that cannot create value.
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Innovation can be applied to virtually any area of human endeavor and is not re-
stricted to things (products). Schumpeter (1943) too pointed this out when he men-
tioned methods. In fact, Schumpeter included all the following manifestations
(types) of innovation in his articulation of innovation:13

1. Introduction of a new product or service
2. Introduction of a new method of production
3. Development of a new market
4. Exploitation of a new source of supply
5. Reorganization of the methods of operation

To Schumpeter’s original list can be added some other modern categories of innova-
tion, which typically are multifaceted or involve a combination of Schumpeter’s
original categories:
6. Process innovation, in operational areas other than production (similar to 2)
7. Efficiency or cost-saving innovation (related to 2 and 5)
8. Business model innovation (entailing any or most of the above)

Once we understand what innovation is and in what areas it may be applied, we
also can recognize that not all innovations are of equal magnitude or equally novel.
Some innovations represent major changes to the status quo but others are only
minor. There are different degrees of innovation based on the scope of the innova-
tion and the extent to which the innovation results in something a little different or
completely new compared to the current situation:
– Incremental innovation entails small improvements or variations to existing

products, services, or processes
– Radical innovation or breakthrough innovation entails significant departures

from current offerings or processes
– Next-generation innovation is an additional term used by some to describe a

midway point on a continuum between incremental and radical – going further
than incremental innovation and taking the evolution of the offering to the
next level, without necessarily changing the nature of it totally, as is the case
with radical innovation

An important perspective of how innovation plays out over different time intervals
is gained by dividing the future timeline into three horizons. Originally proposed by
consultants at McKinsey & Company as a growth framework (Coley 2009),14 the
three-horizon approach can be applied to all types of innovation, not only those as-
sociated with revenue growth such as new product introductions.
– Horizon 1 (H1) represents the core of the business that is most identifiable with

the company’s identity and which provides the greatest current profits and
cash flow.
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– Horizon 2 (H2) encompasses emerging opportunities likely to generate substan-
tial profits in the future but that require considerable investments.

– Horizon 3 (H3) contains ideas for profitable growth much farther into the future
and can contain research projects, small exploratory ventures, and minority
stakes in emerging new businesses.

The exact time frames for these horizons will depend on the industry and business
involved. Most typically H1 is thought of as the 12–18 month short term, H2 as the
medium term starting at the end of that 12–18 months and continuing three to four
years, and H3 is farther out. Some businesses run on longer cycles (e.g., large infra-
structure and heavy industrial equipment) and some on shorter cycles (e.g., mobile
phones and CPG), but the above time frame is generally a good starting point. Take
an automobile manufacturer as an example across all three horizons: Major new
car models released every four to five years would be H2, annual model updates
would be H1, and projects to develop new propulsion and energy systems for future
cars that depart radically from current cars (e.g., hydrogen) would be H3. From this
example, it’s clear that H1 is usually associated with incremental innovation, next
generation innovation is in H2, and radical innovation is usually H3.

The three horizons will be referenced in the chapters that follow, in particular
Chapter 4 due to its organizational implications and Chapter 8, in the context of
innovation portfolio management.

Another potential distinction is that between architectural and component inno-
vation, sometimes also referred to as systemic and modular innovation. Component
innovation is when one or more modules nested within a larger system are replaced,
while the system itself stays intact. Architectural innovation entails changing the
overall system design and hence, the way that the parts interact with each other
(Henderson and Clark 1990).15 This distinction is helpful when considering the im-
pact of innovations on large societal systems and particularly in the context of sus-
tainability transformations.

Disruptive innovation is often erroneously conflated with radical innovation.
However, its true meaning as defined by its originator, Clayton Christensen, is quite
different. Disruptive innovation occurs when large, established companies get out-
competed (i.e., disrupted) by competitors who find ways of meeting the needs of less-
sophisticated customers neglected by those large incumbents.16 For example, Xerox,
the erstwhile market leader in enterprise photocopiers, got disrupted by Canon who
created a large new market for smaller, cheaper copiers. Thus, disruptive innovation
does not fit on the same dimensional axis as incremental through radical innovation.
The concept of disruptive innovation was first introduced under the term disruptive
technologies in Christensen’s influential book, The Innovator’s Dilemma: When New
Technologies Cause Great Firms to Fail (1997).17 Disruptive technologies will be further
explained in Chapter 2 within the context of technology S-curves.
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Market-creating innovation, a more recent contribution by Christensen, Ojomo
and Dillon (2019), also does not fit on the incremental-to-radical axis but contains
an insight relevant to both private and public sector practitioners of innovation
who work in emerging economies. Market-creating innovation is Christensen’s an-
swer to the question of how poor, developing countries can create thriving market
economies by creating new consumers with spending power: “Market creating in-
novations transform complex and expensive products and services into simple and
more affordable products, making them accessible to a whole new segment of peo-
ple in a society whom we call ‘nonconsumers’.”18

Organizations typically struggle to get the mix or balance right between the var-
ious types of innovation initiatives that they pursue. Frequently they get stuck in a
rut such as doing too much incremental innovation, but in other cases they may
overinvest in radical innovation. The strategic context determines which mix is
right for a particular organization at a particular point in time. Properly aligning
the entire portfolio of different innovation projects with organizational goals is an
advanced topic that will be covered in Chapter 8.

The Rationales for Innovation in the Private and Public Sectors

In both the private and public sectors, it is fairly easy for advocates of innovation to
make a qualitative argument for the need for innovation. In the case of for-profit
companies, whether publicly or privately held, innovation is associated primarily
with faster revenue growth while cost-savings brought by innovation can also lead
to higher profitability. However, the intuitive insight that innovation can increase
revenue or lower costs is not always easy to express in quantitative dollar terms, for
some very good reasons. This issue shall be further looked at in Chapter 8 where
trading off innovation projects against one another is examined in the section on
portfolio management.

While private companies may primarily innovate to serve their shareholders,
innovation in the private sector can – and should – also serve the interests of a
broader set of stakeholders and society at large either by design or at least as a by-
product. An example of the former is innovation in the distribution systems of con-
sumer products to enable poor communities to help themselves economically. An
example of the latter is higher-efficiency production processes that reduce costs
also could reduce environmental pollution.

From a public-policy perspective, the highest societal benefit of innovation is its
contribution to national prosperity. Countries that are more innovative outperform
those who are not on a number of key public welfare measures. The mechanism
through which this happens is covered in Chapter 3, while the policy framework
through which this may be promoted is the topic of Chapters 11 and 12.
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Innovation is also a way to improve government itself, and a way that agencies
can improve their operations to make them more responsive to user needs and
more cost-efficient. While the private sector tends to have fairly uniform high-level
metrics such as profitability and revenue growth, in the public sector there may be
multiple goals that entail either outputs or outcomes, each specific to their part of
government and the particular mission undertaken by that agency. For example,
the U.S. federal government sets annual performance goals by agency, which are
published by the Government Accountability Office (GAO 2022).19 These goals are
framed by legislation, typically circumscribed by available budgets, and reflect the
priority of the incumbent administration. Performance goals set for the public sec-
tor generally come in two types, outcome-related goals and cost-efficiency goals; the
principle being that high-performing agencies create value for citizens by achieving
high-value outcomes at high levels of cost-efficiency, thereby serving the interests
of both public-sector customers and taxpayers (Cole and Parston 2006).20

This complexity and the importance of institutional context is why I advocate for
always seeing innovation as a means to an end, and never as an end in itself. The
question then becomes, “How can innovation help us achieve our organizational
goals?” In even blunter terms, the question is simply “What do you want innovation
to do for you?” If, for example, you want to grow company revenue by 20 percent year
over year, that is something that innovation can contribute to by giving you new
products or services to sell or by improving your current products or services. If, for
example, you want to increase the accessibility of a particular government service to
the public, and you can quantify that goal, innovation can be employed to help you
achieve that. For innovation, as for all of life’s endeavors, having clarity on the goals
you are trying to achieve is always the right place to start.

It is essential that whatever the exact answer to this question is in a particular
context, it is always framed in terms of the value that it brings to someone and/or the
mission that it fulfills. Tying innovation directly to already established and agreed
organizational goals is not only clarifying, but vitally important. You then do not
have to justify innovation on its own as a new concept, and it helps you avoid fruit-
less political debates about the necessity of innovation inside your organization. Goal
clarity brings other immediate benefits. Once you can articulate how (and preferably
by how much) innovation is expected to contribute to important organizational
goals, it becomes much easier to justify an appropriate budget for innovation.

The Multidisciplinary Nature of Innovation

Innovation lies at the intersection of a number of traditional disciplines or corporate
functions. The main corporate functions that intersect with innovation are marketing,
product development together with research and development (R&D), and operations.
Innovation can be beneficial to other functions too, for example, innovation in sales
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processes or business development. While any so-called creative accounting should
be avoided, there is no reason why the accounting or auditing processes themselves
cannot be innovated to make them better. The same is true for human resources and
legal processes. However, most organizational activity around innovation in the pri-
vate sector can be expected to occur in the nexus between marketing, development,
and operations. While the scopes of these functions vary depending on the industry
sector and the entity, they have certain core responsibilities regardless of industry.

Marketing is defined by the American Marketing Organization (AMA 2017) as
“the activity, set of institutions, and processes for creating, communicating, deliver-
ing, and exchanging offerings that have value for customers, clients, partners, and
society at large.”21

New product development (NPD) is concerned with the inception, develop-
ment, and launch of new products. These days, the NPD term is commonly ex-
tended to services and solutions.

The term research and development (R&D) includes exploratory research and
technology development under the research component and the development com-
ponent typically overlaps with the first stage of NPD. The term R&D is used differently
by industry but is generally understood to precede full-scale product development.
The earliest stages of research may be seen as falling under the Schumpeterian defi-
nition of invention when they result in new technologies, but not in new offerings.

In manufacturing industries, operations comprise the superset of functions
around production. It includes manufacturing itself, supply chain management, as
well as supporting functions such as quality and logistics. In service industries, the
term operations is used to describe all the activities that render the services to the
customers. In a restaurant, for instance, both the cooks and the servers are part of
operations. In a physical (brick and mortar) bank branch, all activities are part of
bank operations, as are the call-center and online banking operation. Bank opera-
tions also include so-called back- and middle-office activities, which enable the
customer-facing front office to function and that continue, support, and complete
processes initiated in the front office.

In many industries, one function traditionally assumes a primary leadership
role in innovation. For example, in a highly technological or engineering industry,
R&D or product development may be the first among equals. In the consumer-
products industry, the marketing function is usually in the driving seat.

In the public sector, as in the private sector, cross-functional collaboration is
required in the innovation process. In the public sector, there is no marketing func-
tion if the political operation is excluded from the definition, which means that
cross-functional collaboration usually entails a partnership between product devel-
opment or R&D on the one side and operations on the other.

It should be obvious how the process of innovation, and bringing forth an inno-
vative new product or service involves each of these three core functions (NPD/R&D,
Operations, and Marketing) to a large extent, or at least to some extent. Innovation is
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indeed a multifunctional endeavor, which is why it will quickly expose any existing
disfunction in an organization, and suffer from it.

Innovation requires more than alignment between the official functions within
an organization. Innovation relies heavily on the free exchange of knowledge and
insights between individuals in different groups and departments. That in turn re-
quires high levels of trust and a propensity for collaboration between coworkers. It
should therefore be no surprise that there is a strong association between overall
organizational health and the general ability of any organization to innovate. The
organizational side of innovation is covered in Chapter 4.

No single organization, however large, can command all the expertise and
knowledge required to innovate in today’s fast-moving global environment. There-
fore, over the last two decades there has been an increased emphasis on collaborat-
ing with external actors and organizations. Henry Chesbrough (2003) coined the
term open innovation in his eponymous book to explain these relationships.22 (Not
everyone has embraced Chesbrough’s term, which is why the more neutral term,
external collaboration will also be used.) Of late, there has been further emphasis
on the need for not only one-to-one relationships with external actors, but to be
part of a network of collaborating external organizations and individuals. Due to its
importance for today’s innovator, Chapter 5 is devoted to open innovation and ex-
ternal collaboration.

The Management and Strategy of Innovation

Like any organizational endeavor, innovation needs to be managed properly for it to
be successful, and particularly if the organization wants to be consistently good at in-
novation and yield a continuous series of successful innovations. That is what Drucker
(1983, 35) had in mind when he argued for systematic innovation.23 Certainly, innova-
tion projects should be properly managed like any other project, with milestones and
checkpoints. But given the special nature of innovation as something that has not
been done before, it is never routine either. Another way in which innovation is differ-
ent is that the process of innovation should not be solely optimized for efficiency like
a production or other operational process. Some level of waste or inefficiency needs to
be accepted as a natural part of the innovation process. The management of innova-
tion is the topic of Chapter 7. Special considerations that apply to bringing innovation
into the public services domain are also reviewed.

Senior executives in particular, but also midlevel executives, need to appreciate
the larger strategic context in which they manage their innovation efforts as well as
their essential technologies. This includes an understanding of what it takes to con-
struct an effective innovation management system that can govern and direct inno-
vation initiatives within their organization. A new Innovation Management Map that
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shows how innovation is managed at different levels in the organization, and how
all the components of innovation fit together, is presented in Chapter 7.

Most organizations that are not startups have to manage not only one innova-
tion or innovation project at a time, but dozens or even hundreds of projects. Such
a collection of innovation initiatives or projects is called the innovation portfolio,
and it needs to be balanced and properly managed just like a portfolio of financial
holdings. It is also important to incorporate what has been learned from innovation
successes or failures in prior projects into best-practices and new directives for later
projects. The existence of the portfolio great increases the level of complexity that
needs to be managed with important strategic, operational, and organizational im-
plications. For example, the resource needs of projects (including the human re-
source needs) must be traded off against one another, while any change in the
timeline of one project will have knock-on effects on others. Among such complex-
ity, unintended consequences of management decisions must be avoided. Then,
there is always the big question of what the optimal set and sequence of projects is
to deliver innovation outcomes for the purposes of achieving the maximum value
or mission impact possible over a particular number of years, in other words align-
ing the innovation portfolio with the business objectives or the larger mission.
Sound decision-making in the face of this complexity is thus vitally important to
any organization engaged in innovation. Fortunately, the modern discipline of be-
havioral economics sheds much light on the human cognitive biases and distortions
to be mitigated in the interest of better decision-making. These topics are further
covered in Chapter 8.

The Contribution of Innovation to Public Welfare

In order to truly understand innovation, it is not sufficient to know how it is prac-
ticed at a firm or organizational level. The impact of innovation on society and the
economy, as well as the societal context within which innovation happens, are
equally important.

In a little over two centuries, there has been a remarkable increase in economic
growth and prosperity, starting in the Western countries – which were first to in-
dustrialize – but since spreading around the world.

The technologies enabling this prosperity were made possible by major advan-
ces in scientific understanding and engineering expertise. New ideas are necessary
but not sufficient. The water wheel was invented by the ancient Greeks, but it was
only when innovation led to large-scale waterwheel designs that they could be used
to power mills two thousand years later. Similarly, the ancient Greeks knew the
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power of steamiii and yet never developed a usable steam engine. They lacked the
understanding of thermodynamics that only came after the Scientific Revolution.

The initial Industrial Revolution started with waterwheels powering mills and
later, steam engines powering factories of all kinds. Steam-powered trains and
ships together with electrical telegraphs connected remote cities, including those
an ocean away. Then, in the early 20th century came electrical motors and genera-
tors, radio communication, and automobiles and aircraft powered by internal (and
external) combustion engines. After World War II came jet engines and nuclear
power with innovations continually building on one another – for example, nuclear
plants use steam engines to turn electrical generators to generate electricity. Then
came computers, the internet, and the digital and mobile revolutions. In the case of
each technology, Schumpeter’s phases of invention, innovation, and diffusion can
be discerned. Inventions do not change the world. It is when the invention is used
as a building block of innovation that new technologies become truly transforma-
tive. And so, the transformation and accompanying productivity gains were not
complete until widespread diffusion of the innovations based on new technologies
was achieved. The productivity and income gains made by employing such new
technological innovations have been truly remarkable and have lifted hundreds of
millions of people out of poverty.

It was not until the 20th century that economists started to think seriously
about how innovations based on new technologies increase the national income,
also commonly referred to as the gross domestic product. The main growth theories
that were developed and refined after the Second World War reach quite different
conclusions on the role and importance of innovation to national income and
changes in the economy, with quite different implications for public policy. This is
the main topic of Chapter 3.

The Interplay Between the Private and Public Sector

A discussion on the broader context of innovation within the economy would not
be complete without examining how innovation and invention are financed. Again,
Schumpeter’s insight that innovation is driven by entrepreneurs, who unlike capi-
talists have to obtain financing from others, is invaluable. It helps us appreciate
that the lifeblood of innovation is the funding needed by innovators before their
creations may contribute to the success of their venture and to the greater good.

iii Hero of Alexandria constructed a rudimentary steam engine called the aeolipile around 100 BC.
It was made from a metal sphere that contained water with two L-shaped tubes on either side emit-
ting jets of steam when the water boiled, thereby rotating the aeolipile.
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The story of innovation funding does not start with the innovation stage, but
precedes it. While private sector-innovators are celebrated for popular consumer
products such as the iPhone and GPS navigation devices, the role of government-
conducted or government-sponsored R&D to create the technologies that enable
these consumer products to function is too often underestimated. Most of such gov-
ernment contributions may be classified as Schumpeterian invention, but there are
also cases that are more properly classified as innovation. For example, the Global
Positioning System (GPS), which we all use, is a fully functioning system on its
own, making use of many underlying technologies. The internet grew out of a mili-
tary communication network called ARPANET launched in the 1970s (Abbate 2001).24

Basic scientific research that becomes available to anyone to use is what econo-
mists call a public good. A public good is both nonexcludable, which means that
once it exists there is no way from preventing everyone from accessing it, and non-
rivalrous, which means that one person’s use of it does not prevent anyone else
from using it. (A lighthouse is the classic example of a public good.) The economic
reason that governments fund public goods is that, due to their very properties,
there is no economic incentive for the private sector to invest in them. That is why
there is a longstanding consensus that national defense – clearly a public good –
must be provided by the government and funded by taxes. Most economists and
policy experts would classify basic science and the inventions that accompany it as
public goods too. Once government-funded science exploration has yielded results
that can be applied, or even directly be incorporated into inventions, the private
sector can exploit the knowledge and inventions further. But there may be a gap
when the basic science is complete but not advanced far enough for a private inves-
tor to invest in commercializing it. This is commonly called the Valley of Death,
which creates the need for bridging government finance and policies that support
commercialization. (The financing of innovation by the private and public sector is
the topic of Chapters 9 and 10, respectively.)

The simple dividing line of the government funding science and the private sec-
tor funding innovation is often not followed. Governments may also fund innovation
and even commercialization because they place a high priority on the value that
these innovations must bring to the nation or the mission they are required to fulfill.
Examples of such missions are the Apollo program to win the space race, defense
systems, and innovations that are considered key to a nation’s competitive advantage
in certain industries. Another reason for governments to spend money on innovation
is where there is a public interest to advance to the diffusion stage faster than the
private sector would do on its own; for example, this is the case with new products
based on sustainable technologies or in producing vaccines to counter pandemics
such as COVID-19.

The interest of the public sector in being an active participant in the innovation
process is amplified during times of transformative change exemplified by the major
industrial revolutions. Governments may direct public spending and coordinate it
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with trade policy to ensure the growth and survival of certain industries seen as criti-
cal to future competitiveness. Lastly, the government also has an interest in mitigat-
ing the socially disruptive effects of innovations such as job losses due to automation
and loss of privacy or data agency due to new consumer information technologies.
(Innovation policy is discussed in Chapter 2.)

Chapter Summary

– Having differentiated products is essential for companies to have both pricing
power and to outsell their competition. An undifferentiated product is called a
commodity, for which the producer has no pricing power but can only reduce
costs to increase profits.

– According to Schumpeter, innovation is central to the creative destruction pro-
cess in a capitalist system. Innovation is when entrepreneurs combine existing
elements in new ways. Brand new technologies are inventions; the invention
process precedes innovation. The diffusion stage has been reached when every-
one has copied an innovation. Companies have to keep innovating to avoid the
commoditization that comes with diffusion.

– Successful innovation requires a systemic process in organizations according to
Drucker. This process has to constantly scan for changes in the market, technol-
ogy, and environment that may present opportunities for innovation.

– The design-thinking approach emphasizes observing the needs of the customer
or end user, and rapidly trying out prototypes that may help the customer get a
job done or solve a problem.

– The practical definition of innovation used in this book is that innovation is an
analytically rigorous and creative process for organizations to solve valuable
problems for their customers and for themselves.

– Innovation may take many forms, from product to services to process. It can
also be placed on a continuous axis running from incremental innovation to
radical innovation based on the degree of the change it contains.

– While private-sector companies pursue innovation to drive revenue growth and
higher profits, innovation in the public sector has specific goals depending on
the priorities of the particular agency at the time. These have to be seen in the
context of the mission of the agency.

– At the highest level, innovation in both the private and public sector contrib-
utes to national prosperity and public welfare.

– Innovation is a multidisciplinary process involving many organizational func-
tions. In the private sector, these are typically R&D/product development, oper-
ations, and marketing; in the public sector, these are typically R&D/product
development and operations.
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– Governments enable innovation by directly funding research in pure and ap-
plied science. Private-sector innovations often depend on the scientific under-
standing, inventions, and infrastructure created by public-sector investment.

Suggested Exercises and Assignments

– Ask each one in the group to contribute a news article describing a recently
launched innovation. In each case, identify what type of innovation it is (from
the extended Schumpeter list), and what differentiates that innovation from the
existing offerings that it now competes against.

– Discuss recent technological innovations that you admire; identify the prior in-
ventions that made these innovations possible, and estimate how far each inno-
vation is from the point of diffusion.

– Identify key government sponsored research or inventions behind a popular in-
novation of your choice; debate whether it is fair that all profits made by the
private sector on these innovations be kept in the private sector, and whether it
is advisable for some share of the profits to go back into a pool that can help
fund the next generation of research.

Recommended for Further Reading

Drucker, Peter F. Innovation and Entrepreneurship, New York: HarperCollins, 1983.
Fagerberg, Jan, and Bart Verspagen. “Innovation studies – The Emerging Structure of a New

Scientific Field.” Research Policy 38, no. 2 (2009): 218–233. https://doi.org/10.1016/j.
respol.2008.12.006.

Godin, Benoît. “‘Innovation Studies’: Staking the Claim for a New Disciplinary ‘Tribe’.” In
Fagerberg, Ian, Ben R. Martin, and Esben Sloth Andersen, eds., Innovation Studies: Evolution
& Future Challenges. Oxford University Press, Oxford, 2014.

McCraw, Thomas K. 2007. Prophet of Innovation – Joseph Schumpeter and Creative Destruction.
Cambridge, MA: Belknap Press of Harvard University Press.

18 Chapter 1 An Introduction to Innovation

 EBSCOhost - printed on 2/8/2023 1:15 PM via . All use subject to https://www.ebsco.com/terms-of-use

https://doi.org/10.1016/j.respol.2008.12.006
https://doi.org/10.1016/j.respol.2008.12.006


Chapter 2
Technological Progress and Industrial Revolutions

The remarkable improvement in living standards enjoyed by most citizens of devel-
oped countries over the last couple of centuries was the result of transformative tech-
nologies and accompanying innovations in production and consumption systems. An
understanding of the nature of technological progress, as well as its implications for
the economy and for society, is essential for anyone interested in deriving value from
the next generation of innovations. Policymakers interested in harnessing technology
and innovation to support their stated missions also need to understand the main
propagation mechanisms of technological progress and innovation.

The chapter starts with an exploration of the acquisition of knowledge and sci-
entific progress and the role of uncertainty in that process. It then introduces sev-
eral key concepts related to technological progress and the diffusion of innovation
that are essential for industry leaders and government policymakers to understand.
Diffusion curves that represent the adoption of innovations in different phases are
explained in their sociological and other contexts. Technology S-curves are intro-
duced, and their implications for disruptive innovation are explained.

The apparent paradox that technological advances over the last few decades
have not lifted productivity growth as much as expected is explored and the most
likely explanations are discussed, along with their policy implications. The intrigu-
ing idea that major technological advances come in decades-long waves known as
Kondratieff waves is presented, as well as what insights that offers for past indus-
trial revolutions. This is followed by a brief introduction to the Fourth Industrial
Revolution, a provocative term recently coined to represent a seeming acceleration
of technological advances in areas as diverse as computing, biotechnology, materi-
als science. The related concept of Society 5.0, a vision of increased human welfare
enabled by the new technologies, is introduced.

Knowledge, Uncertainty, and the Path of Scientific Progress

In order to understand how scientific progress is made in society and how innova-
tions follow, it is necessary to briefly review how our modern technological society
developed.

The origins of all modern scientific method lie in what is today called the Scien-
tific Revolution, which refers to two and half centuries of rapid scientific progress
made in Europe between roughly 1500 and 1750 AD. Early in this period, the Polish
astronomer Nicolas Copernicus published a book based on his observations with
the telescope, one of the big new technologies of the age. Subsequently, Galileo be-
came the father of modern physics because he used mathematics to describe the
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behavior of objects such as earthly projectiles and heavenly bodies. Galileo also in-
sisted on testing his hypotheses empirically.

The use of mathematics to model and predict the real world and the use of ex-
perimentation to confirm theories are foundational to scientific progress. Both
these practices broke with tradition as mathematics was mainly concerned with ab-
stract entities and experimentation was previously not regarded as a reliable way of
gaining new knowledge. In the 17th century, the French scientist and philosopher
René Descartes developed a radical philosophy which described the physical world
as comprising of matter particles that interacted and collided with one another.
Descartes believed that the laws governing these interactions could be discovered
by observation, which influenced many other scientists.

Newton built on the Cartesian philosophy when he presented his three laws of
motion and principle of universal gravitation.iv Newtonian physics formed the foun-
dation of sciences for the next two centuries. Because Newton’s theories were so
successful in explaining almost anything, confidence in science grew, and many
scientific advances were made in chemistry, electromagnetism, thermodynamics,
and optics through the 18th and 19th centuries. These basic scientific advances led
to inventions, followed by innovations, as the new technologies were applied. For
example, the first Industrial Revolution made ample use of the new field of thermo-
dynamics in the design of steam engines.

In the life sciences, Darwin’s theory of evolution by natural selection published
in the mid-19th century quickly became accepted by scientists despite theological
opposition. In the mid-20th century, Watson and Crick discovered the structure of
DNA, the hereditary material that make up genes in all creatures. By 2003, the
human genome was finally completely mapped, providing a foundation for acceler-
ating further scientific progress in medicine and biotechnology. Genome mapping
technology has improved rapidly and sharply decreased in costs since then. For ex-
ample, in early 2020, mere months after the COVID-19 pandemic began, scientists
sequenced the full genome of SARS-CoV-2, the virus that causes the COVID-19 infec-
tion. Gene sequencing has also kept up with the many mutations of the virus to in-
form public policy and guide vaccine development (Trafton 2021).25

In Chapter 4, it will be explained how fear of uncertainty is an inhibitor of inno-
vation in organizations. The same is true at a societal, national and international
level. In the preface to her book, The Cunning of Uncertainty, Helga Nowotny (2016),
a noted scholar of science and technology, points out that the attitude of our society
toward uncertainty influences how we invest in knowledge and how much we fear
or welcome innovation:

The future is the ultimate inexhaustible reservoir of uncertainty for the inhabitants of this
planet. Notions and imaginaries of the future continue to change. Currently, it appears as fragile

iv Every mass in the universe attracts every other mass by means of gravitational force.
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and fragmented, as a plural and contradictory mixture of desired and feared imaginations. Ever
since modern societies manifested an unprecedented preference for generating novelty, the fu-
ture became an open horizon with science and technology at the forefront, pushing further into
the unknown. Yet what is exciting for some feels threatening to others. Innovation, to use this
ubiquitous term, remains a double-edged sword. (Nowotny 2016, Preface)

The Enlightenment brought a big change in how the future was perceived. With
confidence in scientific progress, the future was considered with optimism and
seen as an open horizon for progress. However, in the late 20th century, that opti-
mism faded and a darker view of the future started to set in. There is now an em-
phasis on predicting the future to avoid or mitigate undesirable outcomes, as there
is an implicit anticipation of future deterioration. In this mindset, uncertainty is
more closely associated with threat than with opportunity.

Nowotny (2016) asserts that it is a human tendency to conflate risk, uncertainty,
and danger.26 The understanding from previous eras that risk and uncertainty had
both an upside (where creativity and serendipity can flourish) and a downside (of
undesirable outcomes that have to be avoided) has given way to a view that risk is
mainly associated with the downside, leading to risk-aversion. This aversion is re-
flected in the insistence of funding agencies on assurances regarding what they will
receive for their research grants, and a temptation for grant applicants to over-
promise on deliverables.

The Process of Technological Innovation

Our current mental model of how technological innovation happens owes much to the
work of MIT economics professor W. Rupert Maclaurin, a contemporary of Schumpeter,
who developed Schumpeter’s ideas into a more complete theory of technological inno-
vation as a process. In his recount of Maclaurin’s research, which we follow in this sec-
tion, Benoît Godin (2008) points out that Schumpeter himself did not provide much
analysis of the process of innovation beyond his idea that technological innovation
was a new combination of the factors of products to produce outputs in the form of
products.27 Schumpeter did acknowledge that invention does not necessarily induce
innovation. As director of MIT’s Industrial Relations Section during World War II,v Ma-
claurin became interested in technological change and sought advice from Schum-
peter, who recommended a historical analysis of industries and businesses. With
Schumpeter actively pressing him along, Maclauren devoted himself to empirical his-
torical analyses of technological change within its economic context, looking both at

v Maclauren later served as secretary on one of the committees that assisted Vannevar Bush in the
preparation of his 1945 report, Science the Endless Frontier, that would lay out the map for U.S. scientific
research after the war (Bush’s report is further discussed in Chapter 10).
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the factors responsible for technological development in an industry and the condi-
tions that enabled this technological progress. According to Godin (2008, 347), Maclau-
ren’s first subject was the fluorescent lamp,vi after the study of which he identified four
factors leading to change in the lighting industry:28

1. Capabilities in research and product engineering (laboratory)
2. Degree of competition, particularly the presence of small firms
3. Demand
4. Competition, particularly the presence of alternative technologies (the incan-

descent lamp)

Using radio as another case study, Maclaurin investigated the steps needed to bring
a new scientific concept from the theoretical stage to a successful commercial prod-
uct. He noted that none of the pioneering scientists (Maxwell, Hertz, etc.) were con-
sciously thinking about commercial development, but that independent inventors
such as Marconi took that role. Maclaurin also noted that none of the established
large industries (AT&T, Western Union, Postal Telegraph) made any major contribu-
tions to radio in its early years. (The established companies were in the business of
wired telecommunications, which radio would disrupt.) Maclaurin concluded that
managerial skills and venture capital were essential to commercialize a break-
through innovation based on a new technology. The initial scientific research was
also essential, as radio depended on understanding the physics of electromagnetic
transmission and electrical circuits. He noted that new discoveries were commer-
cialized by “inventor-entrepreneurs” who were able to visualize the potential of the
new technologies and not by established companies, whom he perceived to be
more interested in buying up competition or taking prospective stakes in the new
ventures. After a decade of gathering these insights, Maclaurin was able to propose
a staged, sequential model of technological innovation that represents a continuum
between pure science and application engineering. According to Godin (2008), Ma-
claurin’s five steps and related metrics are:29

– Pure science: major contributions, classified by field, country, and over time;
prizes, awards, and medals; budget; forecasts on commercial applications

– Invention: patents (major/minor); research workers (because they are correlated
with the volume of invention); records of inventions by firms

– Innovation: inquiry over time, industry by industry on annual sales volume,
productivity figures, investments for new/minor products and new firms/ estab-
lished (great) corporations

vi A fluorescent light is a type of electric lamp that excites mercury vapor to create luminescence.
Peter Cooper Hewitt patented the first mercury vapor lamp in 1901. It was preceded by the incan-
descent light bulb, which had many inventors but was first successfully commercialized by Thomas
Alva Edison in the 1880s.
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– Finance: number of new firms launched each year, their capital investments;
new plant constructed

– Diffusion (which Maclaurin called acceptance): growth curves for a wide variety
of products and services under different types of conditions, by region, between
cultural groups; length of time required for mass acceptance

In the Post-WWII era, Maclaurin’s steps evolved into what is now called the Linear
Model of Innovation.

During the 1950s, Maclaurin changed his views on the role of large firms, upgrad-
ing the importance of large firms with their research laboratories for technological
innovation. He devised a three-level nomenclature of technological progressiveness
based on products and processes introduced between 1925 and 1950 and ranked the
industries of his day as high (e.g., airplane, chemical, radio, and TV), medium (auto-
mobile, steel, paper), and low (food, cotton and textiles, house construction).

Maclaurin’s work has been very influential in our understanding of technological
innovation. He was able to analyze the process of technological innovation that
Schumpeter did not cover, and he used historical insights and statistics to justify his
findings (Godin 2008).30 This process framework, which today is called the Linear
Model of Innovation, has been very influential and it will be revisited in Chapter 10.

In the next section, the last innovation stage of diffusion will be examined in
more detail, as diffusion is the most economically consequential of all the stages.

Diffusion and S-Curves

Diffusion is the third and last stage defined by Joseph Schumpeter in his description
of how entrepreneurs change the capitalist economy. It is preceded by innovation
(the middle stage) and invention (the first stage). For the entrepreneurial firm, dif-
fusion is the stage where its innovation is successfully copied and imitated by com-
petitors, which is not something most firms look forward too unless they anticipate
strong network effects. For example, the first car makers benefited from the public
buying cars from their competitors because that promoted the construction of
roads, gasoline stations, and other infrastructure which made owning a car a better
proposition. Today, the same is true for the electric vehicle (EV) ecosystem: While
EV manufacturers compete for market share, they all benefit from a growing market
for EVs, both because it drives down battery and other component prices, and be-
cause it creates a demand for more infrastructure such as charging stations.

For society as a whole, and the economy in general, diffusion is the most impor-
tant stage where productivity benefits from new technologies become widespread
enough to drive economic growth and prosperity. Policymakers are therefore keen to
promote the diffusion of beneficial technologies. In fact, from a policymaker’s point
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of view, diffusion may be the most consequential of Schumpeter’s three stages. As
Bronwyn Hall (2004) points out:

Understanding the diffusion process is the key to understanding how conscious innovative ac-
tivities conducted by firms and governmental institutions, activities such as funding research
and development, transferring technology, launching new products or creating new processes,
produce the improvements in economic and social welfare that is usually the end goal of these
activities. For entities which are ‘catching up,’ such as developing economies, backward re-
gions, or technologically laggard firms, diffusion can be the most important part of the innova-
tive process.31 (Hall 2004)

The diffusion of seemingly promising technologies can be frustratingly slow, and
variations in the rates of adoption and acceptance can disappoint, especially when
those organizations or countries that theoretically could benefit most from such
technologies are the slowest to adopt them. Indeed, innovations based on new tech-
nologies do not get adopted instantly, nor is their adoption assured. Every potential
individual or organization which is a potential user of the new technology has to be
persuaded to adopt the technology, as well as any intermediaries such as dealers,
service companies, and retailers. The economic calculation, as well as other factors
that enter the adoption decision, is different for everyone. Also, different people are
persuaded by different arguments.

That is why the diffusion of innovation has often been defined and described in
sociological terms. The most well-known sociological definition of diffusion comes
from Everett Rogers (1962, 5): “Diffusion is the process by which an innovation is
communicated through certain channels over time among the members of a social
system.”32 In this sense, communication is the process whereby information about
the innovation or new idea is exchanged. Rogers emphasizes that diffusion is a type
of social change that results in alterations to the structure and function of a social
system. Rogers (1962, 10) also defined innovation very broadly as “an idea, practice,
or object that is perceived as new by an individual or other unit of adoption.”33

Note that the novelty is in the perception of the receiver and not objective.
According to (Rogers 1962, 20–21), there are five steps in the innovation-diffusion

process:
1. Knowledge, when an individual (or other decision-making unit) learns of the in-

novation’s existence and gains some understanding of how it functions.
2. Persuasion, when an individual (or other decision-making unit) forms a favor-

able or unfavorable attitude toward the innovation.
3. Decision, when an individual (or other decision-making unit) engages in activi-

ties that lead to a choice to adopt or reject the innovation.
4. Implementation, when an individual (or other decision-making unit) puts an in-

novation into use
5. Confirmation, when an individual (or other decision-making unit) seeks rein-

forcement of an innovation-decision that has already been made. (But this
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previous decision may be reversed if exposed to conflicting messages about the
innovation.)

Rogers (1962, 15–16) proposed that the spread of a new idea is determined by four
elements: the innovation itself, the communication channels used, the passage of
time, and the (prevailing) social system.34 He also defined five analytic categories
to classify the attributes that influence the potential adopters of an innovation:
– The relative advantage of the innovation
– Its compatibility, with the potential adopter’s current way of doing things and

with social norms
– The complexity of the innovation
– Trialability, the ease with which the innovation can be tested by a potential

adopter
– Observability, the ease with which the innovation can be evaluated after trial35

Innovations are diffused sequentially through five types of adopters as can be seen
in Figure 2.1:
1. Innovators, who are willing to take risks and typically have higher social status,

means, and are in direct contract with the originators of the innovation
2. Early adopters, who are opinion leaders with higher social status and means
3. The early majority, who have above-average social status and are in contact

with early adopters
4. The late majority, who are skeptical about innovations, have below average so-

cial status, and are in contact with the early majority and others in the late ma-
jority group. In short, they are followers

5. Laggards, who have an aversion to changes, and lower social status and finan-
cial means. In short, they are holdouts

The diffusion curve is usually represented as a normal curve, where the early and
late majorities are within one standard deviation (34 percent) on either side of the
mean, together representing 68 percent of the total population. The early adopters
and laggards are beyond one standard deviation from the mean on either side. The
laggards are the last 16 percent to adopt. The first 16 percent to adopt may all be
called the early adopters for simplicity, but Rogers preferred to call the very first
2.5 percent the innovators and the remaining 13.5 percent the early adopters.

The cumulative adoption curve, representing the total percentage of the market
penetrated as more and more units are adopted, is the well-known S-curve of adop-
tion. The shape of the curve represents the observed tendency for adoption to start
slowly, then to accelerate as it spreads through the potential adopting population,
only to slow down at the end again as that population is saturated and holdouts re-
main. It represents the number of users of the innovation. The 50 percent cumulative
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adoption point – where half have adopted the innovation and half have not – coin-
cides with the mean of the adoption curve.vii

Rogers’s book on innovation diffusion is one of the most-cited works on innovation
of all time, which is a reflection of how influential his ideas on this topic have been.

The sociological approach to understanding diffusion and the adoption of inno-
vations is, however, not the only school of thought on the matter. Economists, for
example, have attempted to model the diffusion process as a sequence of rational
microeconomic decisions rather than a sociological process. Potential adopters con-
sider the costs as well as benefits of switching to a new technology. For example,
for a new information-technology system to be used in business operations, the
adoption costs may include one-time costs such as installation and the acquisition
of new software as well as the time spent training workers on it. This is traded off
against the anticipated efficiency gains from employing the new software when it is
fully up and running. Such diffusion decisions are taken every day by business
managers and by consumers. Examples of typical consumer diffusion decisions
would be whether to upgrade to a 5G mobile phone or an electric car. In both cases
there are costs and benefits to the new technology, but the electric car decision is
far more consequential and requires a much bigger investment.

vii The normal curve is a symmetrical curve with equal areas on either side of its mean.
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Figure 2.1: Innovation Diffusion: Adoption and Market Share.
Source: Based on Rogers (1962, 10).36
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Other researchers have emphasized the institutional context in which entrepre-
neurs try to introduce their innovations into and the role that design can play in
gaining adoption. Institutions are a social force for stability, while innovation is a
social force for change. Institutional elements may hold up or delay adoption and
diffusion of new technologies and should be addressed as part of any large-scale
transformation. Hargadon and Douglas (2001) provide a detailed account of the in-
troduction of Thomas Edison’s system of electric lighting as a historical example of
an innovative technology that gained widespread acceptance and an instructive ex-
ample of how design can be used to gain acceptance and promote adoption. Edison
cleverly designed his incandescent lighting system using many of the design features
and cultural elements of the prevailing gaslight system with which consumers were
very familiar. His electric lighting system was design to seamlessly replace the incum-
bent gaslighting system. He deliberately designed his system to utilize the gas burn-
ers and chandeliers already in use, running the electric wires through the existing
gas pipe infrastructure. Edison even founded his illumination company in New York
under existing New York gas statutes to gain legitimacy and afforded his operation
the legal rights to dig up streets to bury copper wire rather than gas pipes. Everything
was designed to mask the new electric lighting system within the trappings of the old
gas system.37

The Gartner Hype Cycle (2022),38 which is popular with technology journalists and some execu-
tives, should not be confused with a diffusion curve. The Gartner Hype Cycle’s vertical access rep-
resents expectations for the technology, as assessed subjectively by Gartner analysts, not
percentage adoption of the technology as for a proper diffusion curve. The distinctive feature of
the Gartner Hype Cycle is that it aims to illustrate the tendency for seemingly promising new tech-
nologies to be overhyped and that expectations for the technology prematurely rise too fast to
reach a peak, only for the technology to then disappoint. That leads to a sharp drop of expect-
ations as disillusionment with the technology becomes widespread. But after this “trough of disil-
lusionment” steady progress with a maturing technology lifting expectations again as the
technology proves useful and improves productivity. The Gartner Hype Cycle is good at telling a
story, but it offers no new insight. Often, exciting new technologies will disappoint. It could end
there as the technology is discarded, but in some highly publicized cases improvements to the
technology do lead to its reputation eventually being restored as it becomes a productive new
technology. It is at this point that the technology will enter widespread use and be widely
diffused.

The S-curve of adoption in Figure 2.1 is the aggregate of the diffusion curve, reflect-
ing the summary effects of initial slow adoption by only innovators and early adopt-
ers, rapidly accelerating adoption as the bulk of the population joins, and final
slow adoption as the laggards join the others. The growth of an individual business
relying on a single innovation (like a startup) may follow the same pattern: initially
slow growth as the new business struggles to gain customers, accelerating growth
as the business scales up to meet increasing customer demand, and then tapering
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to slow growth as the business is constrained by external demand or internal scal-
ing constraints.

By some coincidence, the performance of successive technologies over time
also follows an S-curve. It is important to differentiate between S-curves of adoption
and S-curves of technology performance as these reflect entirely different underly-
ing mechanisms and should not be confused with each other.

An illustrative example of three successive S-curves of technology performance
is shown in Figure 2.2. The vertical axis represents the performance of the technol-
ogy, and the horizontal axis represents the effort put into increasing the perfor-
mance of the technology. In practice, the time worked on the technology is usually
a good proxy for effort, though that is not always the case.

Each S-curve has a lower portion as initially the performance of the new technology
grows only slowly, and much time and effort have to be invested to improve it. This
is also a time during which the design is held open while several exploratory im-
provements are tried out. Then comes a fast-growing middle portion when most of
the major technical obstacles have been overcome, the design is being standard-
ized, and the performance of the technology rapidly improves. Finally, as it ma-
tures, the technology starts to approach its technological limit, as increasing time
and effort have to be invested to squeeze incremental performance gains out of it in
the face of fundamental constraints to further progress. In the case of Technology A

Effort (Time)
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Technology C

Technology B

Technology A
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Figure 2.2: S-curves of Technology Performance.

28 Chapter 2 Technological Progress and Industrial Revolutions

 EBSCOhost - printed on 2/8/2023 1:15 PM via . All use subject to https://www.ebsco.com/terms-of-use



in Figure 2.2, the technological limit is Limit A, and similarly for Technology
B. What usually happens is that the next technology, in this example Technology B,
already enters R&D while its predecessor, Technology A is performing well because
developers would plan ahead as they are aware of the limitations of each technol-
ogy. If both technologies reside in a single company, and if the technology road
mapping was done properly, the successor technology will have been mostly mas-
tered by the time its predecessor is approaching its technological limit and be ready
to take over from it.

Observe how during the initial development of Technology B, its performance
is inferior to that of Technology A. This is typical because major technical chal-
lenges still need to be overcome before the successor technology is mature, even
though it has the potential of being superior. Eventually, Technology B will become
the dominant technology, but R&D of Technology C should also be started in time
to eventually replace Technology B, and so on. Technical challenges that need to
be overcome to make technologies mature, do not only include R&D challenges but
also manufacturing challenges, sometimes distribution challenges (e.g., a drug that
requires a new cold chain, as was necessary for the mRNA COVID-19 vaccinations),
and potentially also support challenges (such as having to train auto technicians
on fixing electrical cars).

The concept of a disruptive technology was proposed by Clayton Christensen in his famous
book, The Innovator’s Dilemma: When New Technologies Cause Great Firms to Fail (1997).39 Dis-
ruption can happen when a large and successful incumbent firm is fully invested in a technology
that seems to be the best technology in terms of performance, and even in price per perfor-
mance terms. The incumbent firm sells products made from the established technology (e.g.,
Technology A in Figure 2.2) to customers who have a strong voice in guiding the innovation ef-
forts of the firm, while the company continues to perfect the technology through incremental
improvements (the flattening part of the S-curve). It competes with firms who are also invested
in Technology A and making incremental improvements to it.

New entrants innovating products with seemingly inferior technology (e.g., Technology B in
Figure 2.2) start selling their products not to the incumbent firm’s customers, but target a
lower-end customer base who cannot afford the price point for Technology A. This is a new mar-
ket which the incumbents are not serving. At the beginning, these new entrants seem like no
threat because their products do not have the performance levels of the incumbent, and the
price/performance is worse. Yet, the lower-end customer base is gaining value from Technology
B as they can acquire it at a much lower price point. The lower-end customer base is typically
much larger in numbers than the incumbent high-end base. The growing market for Technology
B results in its rapid improvement, and eventually it surpasses the performance of Technology
A. At this point, Technology B can disrupt the market for Technology A. The incumbent firm is
now in serious trouble because it is facing competition that can meet or exceed its products in
performance and beat them on price. Even if the disrupting products do not exceed the perfor-
mance of the incumbent products fully but get close enough to it, that may be sufficient com-
mercial reason for peeling off a large percentage of the incumbent’s customers, given the
attraction of the lower price.
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Christensen used the example of small (5.25”) disk drives that were unwanted by the makers of
minicomputers but found a rapidly expanding market in the new personal computers (PCs). The
sheer volume of sales to the PC market enabled the disk-drive makers to rapidly improve perfor-
mance to the point where they completely disrupted the incumbent disk-drive industry. The PC itself
disrupted the minicomputer industry, which initially saw PCs as toys, but PCs then caught up with
the much more expensive minicomputers in performance, destroying their business.

In closing, the full process of technological innovation does not happen in isola-
tion, but it is an accumulation of knowledge capital beyond R&D. Adopting a new
technology requires R&D but also the physical capital (tools and machinery) to
make it, workers who are trained to operate machines, upgraded management skills
to plan and run projects, a supply chain and logistics system, well-trained engi-
neers and technicians, entrepreneurs who can take new concepts to market, and
private-sector financiers to provide funding. Completing the process of technologi-
cal innovation also often requires regulatory enablement and supportive public pol-
icies. As a simple example, Gigabyte internet speeds at offices and homes would
not have been possible without providers being allowed by local authorities to dig
up city and neighborhood streets to lay fiberoptic cables. (Innovation policy, with
its various tools and instruments, is the subject of Chapter 12.)

Induced Innovation

The influential 20th-century British economist Sir John Hicksviii introduced the con-
cept of induced innovation (Hicks 1948).40 It has since become a foundational eco-
nomic theory of technical change. According to this theory, changes in the relative
prices of factors are expected to induce development and implementation of new
technologies to use less of the relatively more expensive factors. For example, when
labor becomes more expensive, firms will have an incentive (i.e., be induced) to
come up with labor-saving innovations to keep the cost of production down. Or, if a
particular raw material becomes more expensive, firms will innovate to use less of
it while maintaining output. In both these examples, one could easily see how the
rise in one factor price may lead to induced technological change: in the former
through the introduction of labor-saving technologies and in the latter by revising
the process or recipe to use less of the more expensive raw material.

It is, of course, also possible for the government to induce innovation by making
a particular production input more expensive, or even banning it (e.g., banning lead
in gasoline led to engine innovations). While government regulation may induce de-
sirable innovations, it could also lead to unforeseen and potentially undesirable

viii Among his many accomplishments, Hicks summarized the Keynesian view of macroeconomics
by devising the IS–LM diagram, which became a staple of undergraduate macroeconomics courses.
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innovations. In the case of policies that increase the price of labor, such as minimum
wage or benefits laws, opponents are quick to argue that it will lead to reductions in
employment. (The minimum wage issue is still hotly debated, and beyond the scope
of this book.) Government action on combatting climate change often reaches for pol-
icy instruments that are intended to induce innovation and changes to technology,
for example, by specifying fuel-economy standards, subsidizing electrical vehicles
and solar panels, or by taxing carbon emissions.

American agricultural economist Vernon W. Ruttan, in collaboration with his
Japanese colleague Yu ̄jiro ̄ Hayami, studied the processes by which technological
adaptation results in increased food production and ultimately, how agriculture
drives economic growth (Ruttan and Hayami 1984).41 Their studies focused on the
concepts of induced innovation and induced technological change, and they con-
sidered the cultural and institutional context in which technological advancement
takes place, including cultural elements that may be hindrances to innovation. For
example, farmers may resist mechanizing even though it makes economic sense be-
cause they are fond of their horses or water buffaloes, having grown up with them
(Ruttan et al. 2011).42

Externalities, Complementarities, and General-Purpose
Technologies

An externality is a cost or benefit caused by an economic agent that is not financially
incurred or borne by that agent. A producer that causes environmental pollution is
causing a negative externality. A scientific researcher that produces knowledge which
is useful to other economic agents is causing a positive externality. The presence of
both types of externalities provides a rationale for government intervention; in the
case of negative externalities to impose a cost on the producer that would otherwise
only be carried by society, and in the case of a positive externality to subsidize the
activity as its benefit to society exceeds the benefit received by the producer alone.
The government intervention is based on the principle that societal and private in-
centives should be more closely aligned either way.

A technological spillover is a type of externality where the initiating agent’s in-
novation creates an opportunity for receiving agents to conduct further potentially
profitable R&D. A technological complementarity arises in any situation in which
the past or present decisions of the initiating agents – with respect to their technol-
ogies – have an effect on the value of the receiving agents’ existing technologies
and/or their opportunities for making further technological changes (Carlaw and
Lipsey 2002).43 A modern example of a powerful complementarity is how broad-
band internet connections made personal computers much more useful, in turn
driving further technological advances in computing devices.
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Only a handful of new technologies are powerful and consequential enough to
drive growth throughout the entire economy. Relatively few technologies can impact
a wide variety of sectors. Steam power in the 18th and 19th centuries, electrification
in the early 20th century, automobiles in the mid-20th century, and digital computers
in the late 20th century are prime examples of technologies with such breadth and
magnitude of impact. Manuel Trajtenberg and Timothy Bresnahan (1995) coined the
term General Purpose Technologies (GPTs) to describe such special technologies.
GPTs have the following defining characteristics:
1. GPTs are by nature pervasive so that they spread into many sectors. That is be-

cause GPTs have many applications.
2. GPTs continue to improve (develop) over time in terms of performance, quality

and continuously lowering the cost of their use.
3. GPTs enable the invention and innovation of a proliferation of subsidiary tech-

nologies and products that leverage the GPTs.44

A more rigorous economic definition of GPTs can be found in Bekar, Carlaw, and Lip-
sey (2018), who would add to the above definition that GPTs do not have close substi-
tutes but have many complementarities – with the cluster of technologies that define
and support them, with the cluster of technologies enabled by them, as well as tech-
nologies that end up being socially, politically, and economically transformative.45

Consider, for example, how the internet has enabled ecommerce and social media,
which have been economically and socially transformative, as well as politically.

Vernon Ruttan (2006) analyzed the development of major GPTs (“technology
complexes” as he calls them) such as information technology, internet, nuclear
power, and aviation technology and concluded that long-term, large-scale U.S.
government defense spending was essential in developing almost every major GPT
of the 20th century.46 A discussion of the role of U.S. government spending in inno-
vation will follow in Chapter 10.

Problems with Productivity Growth

Erik Brynjolfsson, Seth Benzell, and Daniel Rock (2020) acknowledge that despite
major technological advances – such as digitalization and artificial intelligence –
with enormous potential, the rate of productivity growth in recent decades has
been disappointingly slow. This problem is known as the Modern Productivity Para-
dox. Brynjolfsson, Benzell, and Rock (2020) examined four possible explanations
for the disappointing productivity growth, expounded as follows:47

– The technology is insufficient. The earlier IT-driven growth has fizzled out, and
the recent 21st century innovations are not comparable with plumbing, mechani-
zation, and electrification in terms of their transformational effect in the 19th and
20th centuries. Growth prospects could be drying up as some of the biggest
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innovations have already been made, and the rate of truly impactful innovations
have slowed. Suggested remedies would be to increase research output and close
the gaps between basic research and applied research.

– New sources of economic activity are being undermeasured. This is a favored
counterargument by technology optimists in Silicon Valley. It suggests that dig-
ital goods such as search engines and social networks are being undervalued,
or that prices in the digital space are simply being mismeasured. While there
may be some mismeasurement, this has been true for past technological advan-
ces as well.

– Rent-seekingix and misaligned incentives. According to this explanation, busi-
nesses have been innovating but in a way that have boosted private interests
more than social interests. For example, by using technology to substitute
workers with automation, private profits could have increased at the expense of
societal welfare. One hypothesis is that due to poor incentives, firms are inno-
vating to come up with technologies that are just better than human labor, but
not so much better that they free up additional capital for complementary work-
ers. (Previous labor-saving technologies such as automated teller machines in
banking enabled complementary new lines of business that drove net increases
in the total industry workforce.) Tax policies that subsidize capital over labor
may be part of the problem. Another misaligned incentive is that current com-
pensation schemes attract the brightest minds to zero-sum specialties in law
and finance rather than science and engineering.

– The economic gains are still to come. The paradox is explained by the time that is
still needed for complementary innovations to be developed and put into use. New
technologies, especially general-purpose technologies (GPTs), will only have their
full impact once the economy’s processes have been reinvented and reconfigured
so the new technology can be exploited to the fullest. This takes time and requires
significant investments; many of which are intangible investments. This is the
most persuasive explanation according to the three authors. The policy implication
is that government should support an increase in the level of human capital
needed to make this transition, as well as ample funding for R&D.

An analysis by the Organisation for Economic Cooperation and Development (OECD)
found that the productivity slowdown is not caused by lower productivity growth at
the global frontier (i.e., by the top players in each industry), but by an increasing di-
vergence in productivity between the top global firms and the laggards (Andrews, Cris-
cuolo, and Gal 2016). Thus, the expected economic gains are already there for the
leading firms globally but have not yet been achieved by a long tail of laggards. The

ix Rent-seeking is an economic term referring to the process by which an individual or an organi-
zation seeks to increase their own wealth without creating any benefits to society.
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root cause is likely that it is hard for laggard firms to master the new technologies, as
they face increasing costs to switch from an economy based on manufacturing to one
based on knowledge.48

Past transitions are also instructive. Paul David (1990) points out how the tran-
sition to another powerful GPT, electrification, a century ago was slowed by legacy
infrastructure. Factory electrification did not come to full fruition and achieve its
full productivity potential until the mid-1920s. Existing factory infrastructure was
based on mechanical power generation from water and steam. It was unprofitable
to replace serviceable factories based on the older technologies, which meant that
the industries where there was more growth – with new factories being built – were
the ones to adopt electrification faster. Retrofitting existing plants with electrical
motors instead of steam engines did not achieve the full productivity benefits until
unit-drive electrical motors replaced the older group-drive systems, which trans-
ferred power from one engine via overhead pulleys and belts to each workstation.49

A second accompanying factor is generational acceptance: The last generation
of engineers adept at designing intricate power transfer systems with pulleys, belts,
and many axels, had to make way for the first generation of engineers who grew up
and was trained on the new electrical technology before widespread architectural
changes in industry could be made. Third, the new technology may simply not be
mature enough to fully replace the old technology. It should be remembered that
the new technology is at the bottom of its S-curve when it is competing with an old
technology at the top of its S-curve (see Figure 2.2). In the factory example above, it
took a generation before electrical motors small, powerful, and reliable enough
were available to power individual workstations.

Diego Comin and Martí Mestieri (2018) studied the cross-country evolution of
technology diffusion over the last two centuries. They found that the contribution
of technology to a country’s productivity growth depends on two different parame-
ters which can be discerned by studying historical diffusion curves:
– Adoption lag. This is the difference in time it takes for a technology to be adopted

in a laggard country compared to the leading country and may be seen as a hori-
zontal shift between the two respective diffusion curves. The faster new technolo-
gies arrive and are adopted, the faster the rise in aggregate productivity growth.

– Intensity of use. The more units of the new technology used throughout the
economy, the more units of labor or capital will benefit from the productivity
growth.50

Two important trends emerged from the extensive analysis by Comin and Mestieri
(2018, 172), which involved 25 technologies and 139 countries over a period of two
centuries. First, the adoption lags between countries have converged; that is, they
narrowed. Second, the intensity of use of technology has diverged between rich and
poor countries for technologies introduced recently. Their important conclusion is
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that differences in technology-diffusion patterns can explain a major part of the
evolution of the world-income distribution over the last two centuries: “In particu-
lar, differences in the evolution of adoption margins in Western and non-Western
countries account for around 75 percent of the income per capita divergence ob-
served between 1820 and 2000.”51

Productivity differences do not only occur between countries, but also within
countries. In fact, national analysis can overlook widely divergent outcomes and
increasing wealth disparities within countries. A McKinsey Global Institute analysis
(Lund et al. 2019) of technological and labor market changes related to automation
in the United States illuminates stark differences between high-growth cities and
struggling rural areas. It highlights the importance of policies which make growth
more inclusive.52 Innovation policy and inclusive-innovation policy are discussed
in Chapter 12.

In summary, there is a significant dispersion in productivity growth associated
with innovation and new technologies between countries, regions, industries, and
between firms in the same industry. Much of the disappointment with overall pro-
ductivity growth can be ascribed to these differences. While leading companies, in-
dustries, and regions make the best use of new technologies, the large proportion
of those who are left behind hold back the overall productivity growth. Therefore,
the diffusion of productivity-enhancing technologies should be a top priority for
governments at all levels.

Linking Innovation and Productivity Growth

The linkages between innovation and productivity have long been studied by econ-
omists, but several methodological hurdles exist. First, measures of innovation or
innovative activity are incomplete. Typically, R&D spending and patent counts (an
output variable) are used. However, both these metrics are more suitable for tech-
nological innovation related to manufactured products rather than services, pro-
cesses, and other types of innovation. R&D spending is an easy metric to collect,x

but it is an input variable that does not necessarily predict innovation success. Pat-
ent count is an innovation output metric but does not necessarily imply commercial
success since only a few patents are for valuable innovations, and most patents
have little value. Sometimes the number of patent citations is used as a metric,
based on the notion that higher-quality patents are more frequently cited. Other

x There are, however, problems with R&D spending numbers because they depend on the report-
ing firm’s interpretation of what should be classified as R&D, which may be influenced by tax con-
siderations and a desire to track industry norms. Some industries are more R&D intensive by
nature, which is reflected in national aggregates being higher for countries solely because they
have a higher proportion of R&D intensive industries.
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measures of innovation success are by necessity even more subjective; for example,
experts are asked to rank the innovativeness of various new products. The OECD’s
Oslo Manual (2018)53 has aided the measurement of innovation through standard-
ized definitions of innovation in later (non-R&D) phases of innovation.

Bronwyn Hall (2011) surveyed the published empirical evidence on the relationship
between innovation and productivity. She found an economically significant impact of
product innovation on revenue productivity and a somewhat more ambiguous impact
of process innovation. Given the available evidence, and in spite of the fact that inno-
vative activity is not well measured in many cases, it would be fair to say that, gener-
ally, innovation will increase an individual firm’s ability to derive revenue from its
factor inputs.54 A follow-up survey by Pierre Mohnen and Bronwyn Hall (2013) more
definitively found that, based on the empirical literature on innovation and productiv-
ity, innovation leads to a better productivity performance – defined as better revenue-
per-employee performance. It should be noted that some of the effect of innovation
goes to real output, and some of it to the price at which the output is sold (revenue
being the product of the number of units sold and the average per unit). Mohnen and
Hall (2013) noted that, methodologically, it is hard to dissociate these two effects in the
absence of good individual price measures.55

Another perspective on technological change is obtained by assessing technol-
ogy-improvement rates. The improvement rate of a technology is presumed to be a
significant indicator of the potential future importance of that technology. The field
of research of technological change now has precise definitions of what technology
is, how technology evolves, why technology evolves in ways that differs across sec-
tors and countries, and how these differences affect economic growth differentials
at these two levels. An analysis (Singh, Triulzi, and Magee 2021) mapped 97.2 per-
cent of all U.S. patents into 1,757 technology domains and then predicted the im-
provement rates of each domain yields insights on which technological domains
are most closely tied to economic growth: More than 80 percent of the technologies
improve at less than 25 percent per year. The fast-improving domains are concen-
trated in only a few technology areas. The highest rates – even rates higher than
the rate predicted by Moore’s Lawxi for semiconductor integrated circuits – are pre-
dominantly based in the domains of software and algorithms. The industries that
are the traditional drivers of economic growth – automotive, energy, and health-
care – rely on technologies that have improved at slower rates than software tech-
nologies. The question is whether these industries will be able to adapt to the new
software-driven world.56

xi Semiconductor pioneer Gordon Moore observed in 1965 that the number of transistors on a
state-of-the-art microchip doubled about every year. Moore’s Law became a proxy for the rate of
increase of computing power.
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Kondratieff Waves

Technological change does not seem to happen in equal measures over time, but
instead humanity goes through apparent periods of rapid technological advances,
followed by periods of less-rapid advances. This observation poses interesting ques-
tions about whether periods of rapid technological progress and resulting economic
growth are randomly distributed, or whether there is a cyclical pattern to them.

In the 1920s, the Russian economist, Nikolai Kondratieff,xii proposed a theory
that economic and major political events happen with a cyclic regularity. He be-
lieved that economists and policymakers needed to understand these cycles better
so that they could make better economic forecasts and policies. Kondratieff cycles –
also known as K-waves, long waves, or major cycles – occur over long periods, typi-
cally 50 to 60 years. Waves imply both up and down cycles; Kondratieff noticed
that during the recession of a long wave, several important inventions would be
made, which would then be applied at scale at the beginning of the next upswing
(Kondratieff 1979).57

These long waves are quite different to the normal business cycle where the
economy goes through an extended period of expansion (output growth) followed by
a shorter period of negative growth (recessions) around every 7 to 11 years (Grable
2019).58 Not all economists accept the existence of K-waves, but K-waves represent an
intriguing hypothesis that major technological and demographic changes drive both
long-term growth and historical events. As such, these long, technology-dependent
waves are germane to the notion of successive industrial revolutions, each built on a
new set of technologies.

Kondratieff was not the first economist to suggest the existence of such cycles
as earlier economists in the Marxist tradition – and Karl Marx himself – had referred
to long-term fluctuations related to investments in fixed capital. Kondratieff at-
tempted to provide empirical proof of the existence of long cycles by analyzing the
period from 1780 to 1920, which he divided into three long waves. He believed that
technological inventions were concentrated in the downswings and that their large-
scale application occurred during the following large upswings (Solomou 2017).59

The three waves originally defined by Kondratieff himself, and the leading sectors
in each of them, were:
1. The (first) Industrial Revolution (1787–1842) riding the development of textile,

iron, and other newly mechanized industries. The mechanization of industry
(e.g., cotton spinning) was initially water-powered before the adoption of steam
power. The boom began in about 1787 and turned into a recession at the begin-
ning of the Napoleonic Age in 1801 and, in 1814, deepened into a depression.

xii Alternative English spelling, Kondratiev.
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The depression lasted until about 1827 after which there was a recovery until
1842.

2. The Bourgeois Kondratieff (1843–1897) as a result of the widespread steam
power and railroad adoption in Northern Europe and America and the accom-
panying expansion in the coal and iron industries. The boom ended approxi-
mately in 1857 when it turned into a recession. The recession turned into a
depression into 1870, which lasted until about 1885. The recovery began after
that and lasted until 1897.

3. The Neo-Mercantilist Kondratieff (1898–1935) initially driven by electrification
of industry, which lasted until about 1911. The recession that followed turned
into depression in about 1925, which lasted until around 1935. The depression
was eventually ended by the Second World War, at least in the United States.
The war thus interrupted the normal cycle.

Subsequent K-waves were identified by other economists, following in Kondratieff’s
footsteps. A fourth Kondratieff wave – driven by motorization – started in the mid-
forties and lasted until about 1974 when the oil crisis recession set in, with a recov-
ery cycle starting in the mid-1980s or early 1990s. This was followed by the fifth
and most recent Kondratieff wave driven, by computer and internet technologies,
which also enabled rapid globalization. A future Kondratieff wave is predicted to
start in the 2030s and will entail the merger of breakthrough medical technologies –
such as biotechnology and nanotechnology – with the tail end of the information
and robotics revolution – what Grinin, Grinen, and Korotayev (2016) call the Cyber-
netics Revolution.60

Angus Maddison (2007) relates how Schumpeter himself performed a volumi-
nous analysis of long cycles, which today is considered statistically dubious but still
highly informative because of Schumpeter’s accompanying commentary that reveals
his reasoning. Writing in the 1930s, Schumpeter attempted to explain the long waves
he discerned in German, British, and American history. It is noteworthy that for
Schumpeter depressions were a necessary part of the capitalist process, representing
periods of creative destruction during which the old (products and firms) were de-
stroyed by the new, and resources were freed up to become factors of production in
the new industries. Schumpeter’s long waves correspond remarkably closely to those
identified by Kondratieff. According to Madisson (2007), the main weaknesses of
Schumpeter’s long-wave theory are that he did not explain why innovation and en-
trepreneurial drive should be cyclical rather than continuous; that Schumpeter’s the-
ory did not differentiate between leader and follower countries by assuming all
would be affected simultaneously; and that Schumpeter exaggerated the scarcity of
entrepreneurial ability and its importance as a factor of production.61 The latter has
also been a more general objection to Schumpeter’s theory of entrepreneurialism.

Schumpeter developed a cluster-of-innovation version of the K-waves theory,
whereas Kondratieff’s waves were based primarily on discontinuous rates of innovation.
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Each K-wave is therefore associated with a leading sector or technological system. For
example, the third K-wave was associated with steel, electricity, and heavy engineering.
The fourth K-wave was associated with oil, the automobile, and mass production. The
fifth K-wave was associated with information and telecommunications technologies.
And some predict that the sixth wave will be based on nano- and biotechnologies (Kor-
otayev, Zinkina, and Bogevolnov 2011).62

Depending upon the researcher, GPTs and other technologies may be allocated
to waves in a somewhat different order. There is ample observational evidence for
the existence of long cycles, but they have not been fully proven and their causes
are still debated. Kondratieff theory is therefore not an exact science and subject to
judgment. For example, a longer list of technologies for the third and fourth waves
with somewhat different timelines can be found in Ayres (1989).63 These descrip-
tions of what Ayres calls technological transformations are useful because they are
more comprehensive and better illustrate the proliferation of new technologies that
have driven rapid economic growth over the past one-and-a-half centuries:
– The Third Technological Transformation (1870–1890) – steel, coal-tar chemistry

and color, petroleum, sewing machines and bicycles, internal-combustion en-
gine, electric light and power, electrochemistry and electrometallurgy, tele-
phone, automobiles, photography and moving pictures

– The Fourth Technological Transformation (1930–1950) – chemicals (petrochemi-
cals, synthetic fibers, plastics, and pharmaceuticals), radio, television, and mi-
crowaves, solid-state electronics and computers, aircraft, and air transportation

Kondratieff or long waves, and their incorporation of technology development, are
part of what is sometimes called neo-Schumpeterian growth theory within the en-
dogenous-growth tradition (see next chapter). Schumpeterian thinking can be dis-
cerned in a description of the six life-cycle phases of each long techno-economic
wave as originally defined by Freeman and Loucã (2001)64 and summarized as fol-
lows by Köhler (2012):

1. The laboratory/invention phase, with early prototypes, patents, small-scale demonstra-
tions, and early applications.

2. Decisive demonstration(s) of radical technical improvement and commercial feasibility,
with widespread potential applications, creating excitement in society in general. The
opening of the Liverpool and Manchester railway in Britain in 1830 is an outstanding
example.

3. Explosive, turbulent growth, characterized by heavy investment and many business start-
ups and failures. There is a period of structural crisis in the economy as society changes
to the new organizational methods, employment and skills and regime of regulation,
brought about in response to the new technology. This is a period of competition between
alternative technological solutions and unstable economic behavior, characterized by
booms and busts in the new industries.
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4. Continued high growth, as the new technology system becomes the defining characteristic
of the economy, with impacts on most if not all sectors of the economy. The “regulatory
regime” is reconfigured to support the new technologies and industries’ products.

5. Slowdown, as the technology is challenged by new technologies, leading to the next crisis
of structural adjustment (with unemployment and social unrest).

6. Maturity, leading to a (smaller) continuing role of the technology in the economy or slow
disappearance.65

(Köhler 2012)

Carlota Perez (2010) points out that “technology revolutions” (as she calls the trans-
formations) do not take place in isolation, because innovation is a collective en-
deavor and process that increasingly incorporates many agents including suppliers,
distributors, and customers. The clusters that Schumpeter described were a represen-
tation of techno-economic and social interactions between producers and users who
weave complex dynamic networks. Major innovations induce other innovations,
causing complementary innovations both upstream and downstream. Truly radical
innovations stimulate whole industries. For example, television stimulated the rise of
hardware industries such as receiving and broadcasting equipment; content indus-
tries in the creative realm such as film and music; and new advertising businesses, as
well as retail, maintenance, and distribution activities. This type of technology system
describes how the Schumpeterian clusters are formed. So, individual innovations are
interconnected in technology systems. At a higher level, technology systems are in-
terconnected in technology revolutions. A technology revolution is defined by Perez
(2010) as “a set of interrelated radical breakthroughs, forming a major constellation
of interdependent technologies; a cluster of clusters or a system of systems.” A tech-
nology revolution can be distinguished from a random collection of technology sys-
tems by means of two features: First, a strong interdependence of interconnected
participating systems in technologies and markets. Second, the capacity to transform
the rest of the economy and eventually society.66

A fascinating recent analysis of U.S. patent data spanning almost two centuries
(1840–2010) by Bryan Kelly et al. (2021) seems to support the idea of long techno-
logical waves.67 The researchers identified breakthrough innovations and used
these to construct technology indices that capture the evolution of technological
waves over a large time span. (Text-based patent indicators were devised that are
significant predictors of future citations, thus constructing a measure of patent sig-
nificance.) The indices were found to be strong predictors of productivity both at an
aggregate and sectoral level. The aggregate innovation index (number of break-
through innovations per capita per year) was found to be a strong predictor of ag-
gregate total-factor productivity, and it revealed three major technological waves:
1. The beginning of the second Industrial Revolution (1870–1880), associated

with breakthroughs in electricity and transportation (railroads)
2. The 1920s and 1930s, associated with breakthroughs in chemistry yielding new

plastic compounds
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3. The post-1985 period, associated with breakthroughs in electronics, computers,
and telecommunication and subsequently, in genetics68

The trajectory of the S-curve of performance (refer to Figure 2.2 above) represents a
technical paradigm that includes improvements of technology over time, starting
with a limited number of radical innovations that lead to initial success, and fol-
lowed by numerous incremental innovations as the technology is perfected. Taking
the example of the airplane, think of the radical breakthrough innovations in aero-
dynamics and propulsion made first by the Wright Brothers to literally get it off the
ground in 1904, a subsequent proliferation of airplane designs in the first two deca-
des (including biplanes and triplanes), and a later convergence of the airplane form
toward the Second World War.

The Fourth Industrial Revolution and Society 5.0

While different authors divide previous and current industrial and technological
transformations (or revolutions) into slightly different eras, there seems to be a gen-
eral acceptance that such eras do in fact exist. Each era is characterized by a set of
technologies that have enabled the technological and economic progress made dur-
ing that era. We shall now proceed to discuss a classification of our current era that
has gained widespread attention (if not acceptance) in recent years; that we are cur-
rently living in an era named the Fourth Industrial Revolution. (Industry 4.0 is a
common synonym and 4IR is sometimes used as an acronym.)

The Fourth Industrial Revolution is the brainchild of Klaus Schwab, the founder
and executive chairman of the World Economic Forum (WEF).xiii The Fourth Indus-
trial Revolution (2017) is also the title of a book authored by Schwab to expound his
theory.69 In the initial article written to announce the idea, Schwab (2015) explained
his typology of the successive industrial revolutions as follows:

The First Industrial Revolution used water and steam power to mechanize production.
The Second used electric power to create mass production. The Third used electronics and in-
formation technology to automate production. Now a Fourth Industrial Revolution is building
on the Third, the digital revolution that has been occurring since the middle of the last cen-
tury. It is characterized by a fusion of technologies that is blurring the lines between the physi-
cal, digital, and biological spheres.70 (Schwab 2015)

Schwab (2015) offers three reasons for why we are not living in an extension of the
Third Industrial Revolution, but in a Fourth:
– The current breakthroughs are coming at much higher velocity than previous

revolutions.

xiii The WEF is a not-for-profit foundation headquartered in Geneva, Switzerland.
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– The scope is much larger, as it is disrupting almost every industry.
– The changes are having systems impact by transforming entire systems of pro-

duction, management, and governance.71

Many technologies are considered to be part of this Fourth Industrial Revolution. They
include mobile devices, the Internet of Things, artificial intelligence, robotics, autono-
mous vehicles, 3-D printing, nanotechnology, biotechnology, materials science, energy
storage, and quantum computing. Schwab (2015) points to both powerful technological
systems and the interaction between them as a defining characteristic of the Fourth
Industrial Revolution. For example, exponential increases in computing power and
available data have made possible both artificial intelligence (AI) and new drug discov-
ery algorithms. Innovations that combine computers, materials engineering, and biol-
ogy have the potential to transform healthcare as well as agricultural products.72

Schwab acknowledged the dark side of the Fourth Industrial Revolution in his
original article, and more problems than he initially acknowledged have already
emerged. Social media platforms can lower social cohesion and individual self-
esteem as well as propagate extreme ideologies. Ubiquitous sensors and data gath-
ering pose privacy concerns and provide authoritarian governments with new tools
of oppression. The use of robots and other intelligent systems creates major ethical
dilemmas as well as physical safety concerns (e.g., self-driving vehicles). The rapid
technological advancements are displacing workers and driving inequality as the
job market bifurcates into poorly paid routine jobs and well-paid knowledge jobs.
Regional inequality is exacerbated as some regions – especially large metro areas –
benefit disproportionality from the technologies while others – particularly rural
areas and small towns – are left behind. All these problems create major challenges
for public policymakers as they try to take full advantage of the productivity-
enhancing features of the new technologies, while being mindful of the potential
deleterious impacts on individuals and society.

There are differences of opinion on whether Schwab’s Fourth Industrial Revolu-
tion is merely clever branding and good publicity, and whether we can even be cer-
tain that this period is distinct from the Third Industrial Revolution, which may still
be ongoing. Another objection I would offer is that industrial revolutions are proba-
bly best classified when they are mostly behind us, like other major economic phe-
nomena such as market bubbles. The utility of the 4IR concept to policymaking –
despite many excited discussions – is not clear either. Would the policy implica-
tions of current and emergent technologies be any different if they were not named
as part of a wave? On the other hand, 4IR has captured the popular imagination
and has, at least, been helpful in drawing much-needed policy attention to the ef-
fects of the disruptive and transformative technologies of our time.

While Klaus Schwab announced the Fourth Industrial Revolution, a related para-
digm emerged from Japan. Society 5.0 was put forward by the Government of Japan
(2016) in the 5th Science and Technology Basic Plan, which was approved by a cabinet
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decision in January 2016. Notable about this government plan is that it not only con-
tains a vision and plan for future industry but also for the accompanying social trans-
formation, as well as addressing economic and social challenges. Sustainable growth,
regional development, quality of life, and global development are all part of the plan.73

Since 1995, when it published the first Science and Technology Basic Plan, the
Government of Japan has published new plans at five-year intervals. These plans
are official science and technology policy documents (Government of Japan 2022).74

Society 5.0 thus became an official innovation-policy goal. The commitment to the
realization of Society 5.0 has continued in Japan’s latest five-year plan, now titled
the Science, Technology, and Innovation Basic Plan (Government of Japan 2021).75

According to Kayano Fukuda (2020), science, technology, and innovation (STI)
ecosystems are subject to short-term shocks, such as economic bankruptcies and
technological breakthroughs as well as to slowly changing long-term stresses, such
as demographic changes and globalization. Japan’s STI ecosystem was shocked by
rapid ICTxiv development during the 1990s (e.g., PCs, internet, and mobile phones),
which brought radical changes to the manufacturing industry and the business en-
vironment. These stresses continued in the 2000s as Japan’s manufacturing econ-
omy was challenged by the move to software, services, and content. Japan is
cognizant of the coming next round of shocks from AI and other technologies,
which is why it is looking beyond Industry 4.0 to Society 5.0.76

Mayumi Fukuyama (2018) explains that the goal of Society 5.0 is “to create a
human-centric society in which both economic development and the resolution of
societal challenges are achieved, and people can enjoy a high quality of life that is
fully active and comfortable.”77

Society 5.0, which is starting in the 21st century, is characterized by Fukuyama
(2018) as the “super-smart society” that follows four previous versions of human
society, which were:
1. The hunting society, where humans lived in coexistence with nature
2. The agrarian society, where human settlements were established (around

13,000 BC)
3. The industrial society, initiated by steam power and characterized by mass pro-

duction (end of the 18th century)
4. The information society, initiated by computers and characterized by the start of

widespread information distribution (latter half of the 20th century)78

The definition of Society 5.0 according to the Government of Japan (2016) is:

What is Society 5.0? It is a society that can be expected to facilitate human prosperity. Such a
society is capable of providing the necessary goods and services to the people who need them

xiv Internet, computer, and telecommunications.
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at the required time and in just the right amount; a society that is able to respond precisely to
a wide variety of social needs; a society in which all kinds of people can readily obtain high‐
quality services, overcome differences of age, gender, region, and language, and live vigorous
and comfortable lives.79 (Government of Japan 2015)

Society 5.0 and its enabling technologies have also been mapped to the UN’s 17 Sus-
tainable Development Goals (SDGs), making it a comprehensive innovation policy
directed to most areas of human and environmental wellbeing.80 The architecture
of Society 5.0 contains a diverse set of 12 service platforms required to create this
society, such as smart manufacturing, energy value chains, and inclusive health-
care systems. The service platforms will be developed by fully utilizing technologies
such as the Internet of Things, big data, AI, and robotics (Shiroishi, Uchiyama, and
Suzuki 2018).81

The apparent paradox between the goal of a truly human-centered society and
the surrounding cyber-physical technologies, such as robots and artificial intelli-
gence, has been commented on by researchers in the social sciences such as Mat-
thew Gladden (2019). Gladden identifies multiple categories of prospective human
and nonhuman members of Society 5.0 and demonstrates that all have analogues
in earlier societies.82 There is rich ground for further research on the evolution of
human society alongside super-smart machines, but a further discussion of this
topic is beyond the scope of this book.

Industry 4.0 is framed as a technology-driven revolution that is happening to
society, and to which society has to adapt. On the other hand, the Japanese vision
of Society 5.0 has a proactive goal “to realize a society where people enjoy life to
the fullest” (Mayumi 2018).83 The application of new technologies (e.g., digital
transformation) is seen to achieve this goal. Another big difference is that Industry
4.0 is a concept advanced by a private nonprofit organization, the WEF, while Soci-
ety 5.0 is an integral element of the official science, technology, and innovation pol-
icy of the government of Japan, a major industrialized economy.

Chapter Summary

– According to the Linear Model of Innovation, technological innovation starts
with basic research which leads to invention, and then to innovation and
diffusion.

– The diffusion curve models the adoption of innovations as having a slow initial
phase with innovators and early adopters, followed by rapid adoption by most
as the early and late majorities adopt the innovation, and then slowing down
toward the end when only laggards are left to adopt.

– General Purpose Technologies are a handful of extremely powerful technologies,
such as electricity and the PC, that can drive productivity growth in multiple
sectors across the economy.
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– The Modern Productivity Paradox is the apparent gap between productivity
growth and the diffusion of powerful new technologies that are expected to in-
crease productivity. A plausible explanation is that there is a significant disper-
sion in the adoption of new technologies between countries, regions, industries,
and between firms in the same industry. This implies that the leaders are enjoy-
ing the predicted productivity gains, but the laggards are pulling the aggregate
down. Policymakers nationally and internationally should focus their efforts on
helping the laggards catch up.

– Kondratieff or long waves are based on the observation that major technologi-
cal advances tend to cluster together during certain eras followed by other eras
during which less progress is made. The concept of successive Industrial Revo-
lutions is related to Kondratieff waves.

– Some believe that we are currently living during the Fourth Industrial Revolution
(Industry 4.0), which is characterized by advanced technologies such as artifi-
cial intelligence, the Internet of Things, biotechnology, nanotechnology, and
quantum computing.

– Society 5.0 is a vision by the Government of Japan that entails building greater
human prosperity using the technologies associated with Industry 4.0.

Suggested Exercises and Assignments

– Attempt to plot the diffusion curves of rising technologies, such as electric cars,
residential solar energy, and intelligent robots, by obtaining actual data from
industry or government sources. Contrast these diffusion curves with those of
preceding technologies; for example, contrast 5G mobile phone with 4G mobile
phone diffusion and discuss the reasons for the differences.

– Each student contributes a recent news article about a cutting-edge technology
associated with Industry 4.0. Everyone shares their articles by posting a link
with a one-sentence description ahead of class. Then, have a class discussion
on each or some of the articles, discussing the implication of the technology for
industry, society, and public policy. The student who selected the article is in
each case responsible for leading and facilitating the discussion.

– Sketch a vision of a future public sector transformed by the innovative applica-
tion of Industry 4.0 technologies. Discuss the practical implications for people,
processes, organization, and governance.
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Chapter 3
Economic Growth and Innovation

It is important for anyone interested in innovation policy to have had at least an
introduction to the key economic ideas and differing schools of economic thought
that link growth to innovation and technological advancement. This is a very large
area of study, and economists have written entire textbooks and countless papers
just on the topic of growth. It is not the intent of this chapter – nor is it realistic
given the space available – to exhaustively cover economic growth theory in all its
complexity. But the introduction given here should equip the reader to better un-
derstand and analyze policy debates on what the government can and should do to
encourage innovation-related economic growth.

The fundamental value of innovation to society is that it can improve living
standards, which historically has happened through economic growth. In order to
appreciate the contribution that technology and innovation make to national pros-
perity, the chapter will therefore start with an overview of how economists think
about economic growth generally. Major data sources on economic growth will be
introduced. In addition, the role that innovation plays in driving growth will be ex-
plored. As will become apparent, the contribution of innovation is caught up in a
larger and continuing debate among economists over how growth occurs, what de-
termines the growth rate, and whether growth can be maintained in the long run.
The debate is not settled, and Nobel Prizes have been awarded to economists who
have taken quite different positions on growth. The major schools, including neo-
classical, endogenous, and evolutionary growth theories, will be introduced, and
their respective implications for public policy will be pointed out.

The Nature of Growth Theory

Labor, capital, and land are the fundamental resources used in the production pro-
cess and are accordingly called factors of production. (Capital includes buildings,
machinery, and tools such as computers.) The production functionxv expresses the
relationship between the production output and the factors of production used to
produce that output. If the increase in an input, such as capital or labor, results in a
proportional increase in output, it is called a constant return to scale. For example,
if a farm has one tractor and adding a second tractor doubles farm output, that is a
constant return to scale. But it is more common to see the second tractor add to the

xv The most common production function in the economic literature is the Cobb–Douglas produc-
tion function.
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farm output, but not double it. And adding a third tractor will increase the output
even less than the second tractor. This case – when increasing inputs leads to a pro-
portionally smaller increase in output – is called decreasing returns to scale. The
opposite case is increasing returns to scale, when an increase in input results in a
larger proportional increase in output. Highly capital-intensive industries with few
incumbent companies usually suggest increasing returns to scale. Examples are
passenger-airplane manufacturing (an effective duopoly between Airbus and Boe-
ing for large-bodied jets), shipping companies, telecommunication companies, and
semiconductor foundries.

Growth theory in economics is concerned with changes in the aggregate produc-
tion function, which is conceptually obtained by adding up all the production func-
tions in an economy. The sum of the outputs of all the production functions in the
economy is the gross domestic product (GDP), which is the sum of all goods and
services produced in an economy over a certain period (usually one year). Economic
growth is commonly defined as growth in GDP (percent increase per year, or per
quarter). Growth theory comprises the study of how increases in factors of produc-
tion drive increases in GDP, and how changes in the production function drive in-
creases in GDP.

GDP is the modern measurement of the total size of the economy, which Simon
Kuznets (Acting Secretary of Commerce 1934) proposed as a measure of national eco-
nomic activity to the U.S. Congress during the Great Depression.84 Subsequently,
GDP came into worldwide use in the Post World War II years.xvi The conventional
way economists think about living standards is that they are expressed as per capita
wage income, output, or consumption. The commonly used measure is GDP per cap-
ita, that is, GDP divided by population size.xvii

Kuznets initially used the related, but not identical, term national income. Today, gross national
income (GNI) is defined as gross domestic product plus net receipts from abroad of compensa-
tion of employees, property income, and net taxes less subsidies on production. This and other
official international definitions may be found in The System of National Accounts (2008), which
is the latest version of the international statistical standard for national accounts maintained by
the United Nations.85

Productivity is a measure of how efficiently the productive capacity of an economy
can turn factor inputs into outputs. Higher productivity is associated with higher

xvi Whether GDP and GDP per capita are the best measures of prosperity is questionable, because
they do not account for inequality, nor negative externalities such as environmental damage, nor
true enjoyment of life. For reasons of simplicity, the GDP measure of prosperity will be used for the
purposes of this discussion.
xvii It is possible to have a high GDP per capita with a very unequal distribution of income be-
tween the population. Therefore, other measures, such as the Gini coefficient, are used to measure
the inequality of distribution.
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living standards. For example, if farmers manage to double the crop yield per acre
or hectare on their farms (land being a factor of production), they will clearly be
better off. It is usually assumed that improvements in physical equipment, as well
as knowledge and expertise (human capital), can increase productivity.

A key productivity metric in the modern economy is labor productivity, defined
as the output produced per the labor hours worked to produce that output. At the
country level, labor productivity is simply GDP per total hours worked. In the
United States, the Bureau of Labor Statistics (2022) publishes current and historical
labor productivity data.86 Total factor productivity (TFP), also called multifactor pro-
ductivity (MFP), is the ratio of output to the combined factor inputs (labor, capital,
energy, materials, and purchased services) used to produce that output. The Bureau
of Labor Statistics (2022b) also publishes MFP metrics.87

A longstanding point of contention is whether growth is endogenous, that is gen-
erated from within the system; or exogenous, that is coming from forces external to
the economy. The latter is more closely associated with neoclassical models of the
economy. The main exogenous forces are either the savings rate or the rate of techni-
cal progress. Changes in the size of the labor force are also usually considered to be
exogenous (depending on the model used). The contribution of innovation, knowl-
edge, and human capital are given more prominent roles in the endogenous view of
growth. These models will be discussed in more detail later in this chapter.

These are not mere academic questions. They are existential to the wellbeing of
the population. If economic growth can continue to outpace population growth, as
it has done in the major industrialized countries since the First and Second Indus-
trial Revolutions in prior centuries, then there will be more output for everyone to
share and consume. However, if economic growth cannot keep up with population
growth, there will be less and less for the population to consume until many of
them starve to death, which is the dystopian prediction originally made by Thomas
Malthus (1798).88

It is easy to forget how fortunate we are today compared to generations past.
Economic growth over the last two centuries has been exceptional compared to ear-
lier centuries in human history when Malthus’s theory seemed to be in full opera-
tion. Prior to 1800, living standards were stagnant for the vast majority of the
population. Any increases in production led to population growth, not to an in-
crease in the standard of living. An analysis of the English economy from 1240 to
nearly 1800 AD (Hansen and Prescott, 2002) shows real wages were stagnant for
most of the period, except for the period after the Black Death when the plague had
wiped out enough of the population to make laborers relatively scarce for a while.
After that, as the population recovered, wages declined again.89

But then, at the end of the 18th century, everything changed as labor productiv-
ity and – along with it – living standards started to rise. Between 1780 and 1989
English labor productivity increased by a factor of 22 at least (Hansen and Prescott
2002).90 An analysis for the United States (Ferguson and Wascher 2002) shows a
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comparable rise of labor productivity of 2.2 percent p.a. average (about a factor of
17) for the later period between 1873 and 2003.91

It would not be an exaggeration to say that the welfare of our society depends
on maintaining beneficial economic growth, and on accelerating such growth in
low-income economies, where large parts of the population seem to still be stuck in
the Malthusian trap.

Major Data Sources on Economic Growth and Wellbeing

A few reference works provide rich narratives and detailed data on the historical
growth in the Western and world economy. The following references are highly
cited and are recommended for research purposes:
– The OECD (2022) Productivity Statistics database includes indicators on labor

productivity, multifactor productivity, and GDP per capita.92

– Angus Madisson (2003) extensively researched the development of the world
economy over two millennia, using ingenious methods to estimate output for
earlier eras for which no conventional statistics exist.93 The University of Gro-
ningen, where Madisson was a professor, continues his work at the Groningen
Growth and Development Centre, which maintains an online repository of his
data, theMaddison Historical Statistics (2021).94

– The OECD’s Development Centre has published Madisson’s two greatest works
as The World Economy: Volume 1: A Millennial Perspective and Volume 2: Histor-
ical (2006).95

– A related resource is the Penn World Table, which is the most widely used data
source for international comparisons of economic output over time. It is main-
tained by the Groningen Growth and Development Centre at the Faculty of Eco-
nomics and Business, University of Groningen, Netherlands. An introduction to
the database can be found in a paper by Feenstra, Inklaar, and Timmer (2015).96

As of writing of this book, the current Penn World Table (Groningen Growth and
Development Centre 2022) is version 10.0, which contains information on relative
levels of income, output, input, and productivity, covering 183 countries between
1950 and 2019.97

– An OECD research report, inspired by and building on the contributions of
Angus Maddison’s seminal work, How Was Life? Global Well-Being Since 1820
(Van Zanden et al. 2014), goes beyond GDP to track country-level indicators of
wellbeing such as life expectancy, personal security, and environmental quality
since the First Industrial Revolution.98

– The importance of technological change to the rise of Western economies over
the last couple of centuries has been documented by David Landes (2003) in
his book, The Unbound Prometheus: Technological Change and Industrial Devel-
opment in Western Europe from 1750 to the Present.99

50 Chapter 3 Economic Growth and Innovation

 EBSCOhost - printed on 2/8/2023 1:15 PM via . All use subject to https://www.ebsco.com/terms-of-use



– FRED Economic Data (2022)100 maintained by the Federal Reserve Bank of St.
Louis is the primary aggregator of authoritative economic data for the economic
community. At the time of writing, FRED offers 816,000 U.S. and international
time series from 108 sources available for download, graphing, and tracking.
FRED is free to use, and it has an intuitive online interface that facilitates rapid
graphing of one or more data series.

Classical and Neoclassical Growth Theory

Adam Smith (1776) researched and wrote his famous work, An Inquiry into the Nature
and Causes of the Wealth of Nations,xviii because he was intrigued by the question of
why Britain seemed to have a higher standard of living than the continental Euro-
pean countries he had visited. Smith concluded that market competition allocates
the existing stock of productive inputs to maximize wealth. Another proposition by
Smith is that savings, which is the accumulation of capital over time, is the main pro-
cess through which the stock of inputs will grow over time, thus enabling higher out-
put. In short, capital accumulation is what drives economic growth. All classical and
modern neoclassical economists subscribe to some version of this theory.

However, David Ricardo (and Thomas Malthus) pointed out that the returns to
any particular factor of production, including labor, would diminish as its quantity
increased relative to the quantities of other factors of production, such as land. For
example, adding more laborers to a farm will increase its output, but each laborer
added will increase the output less than the previous laborers added. This is called
the law of diminishing returns. If this principle also applies to capital accumulation,
it means that there are limits to the increase of output by capital accumulation, call-
ing into question Smith’s proposition. Because this would be a very unattractive
conclusion, many economists have tried to modify the theory so that savings accu-
mulation would retain a substantial role in economic growth. Most notably Alfred
Marshall disputed the diminishing returns to accumulation, instead supposing that
increasing returns may occur (Romer 1989).101

Thus, the classical growth tradition, starting with Adam Smith, holds that the
long-run growth of the economy is exogenously determined and depends on sav-
ings, leaving no role for technological development or innovation. In an exogenous
model of economic growth, technological progress occurs outside of the model.
However, modern neoclassical growth theory, first advanced by later Nobel laureate
Robert Solow (1956), ties economic growth to the rate of technological progress.102

In Solow’s model, the aggregate production function is a function of capital stock,
total employment, and technology. But technological progress occurs outside his

xviii Often shortened to Wealth of Nations, but the full title better reveals Smith’s research goal.
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model and the processes it describes, which means Solow’s neoclassical growth
model is still an exogenous model. Solow’s emphasis throughout is on capital accu-
mulation as the main driver of growth in a capitalist economy. In this paradigm,
public policy should be designed to promote increased savings and investment.

Like Smith, Solow argued that aggregate savings grow the capital stock of a na-
tion. But Solow’s theory allows for changes in the capital-labor ratio to play a role.
An economy with an initially low capital-labor ratio will have a high marginal prod-
uct of capital, and so investment in new capital will result in output increases that
exceed capital depreciation. Over time the amount of capital per worker will rise
(with constant returns to scale and fixed technology), so that the marginal product
of capital declines, which in turn will lower the savings that can be invested in new
capital until it becomes just enough to replace worn-out capital. At this point, the
economy will be in a new steady state and standards of living will stop rising. How-
ever, if exogenous advances in technology kept on increasing the productivity of
labor, the marginal product of capital need not fall as capital per worker rises.
Therefore, technological advances could keep driving labor productivity so that
capital stock will keep growing to keep up with the more efficient labor force
(Grossman and Helpman 1994).103

In the Solow (1957) model, increases in knowledge are accommodated by a shift
in the aggregate production function.104 Adding this exogenous component of tech-
nological advances to Solow’s growth model, which had growth only as a function
of capital and labor, was in fact a clever way to fix the model because the pure
labor-capital function was not good at all at explaining actual economic growth
data. In the hard sciences, a model that fails to explain such a large part of the out-
come variable is not considered a good model, but in economics one seems to be
able to away with it by adding a “plug” that acknowledges a substantial portion of
the outcome left unexplained by the postulated model. Given this remarkable statis-
tical flexibility, the Solow model lent itself well to curve-fitting of actual data by a
whole generation of economists. Solow received the Nobel Prize (1987) in Economic
Sciences for his contribution to economic-growth theory.105

However, several predictions of the Solow model did not come true. A major
departure from his predictions is that countries are not converging to a common
level of GDP per capita because poorer countries would presumably grow faster. In
fact, the growth rates of countries that are technological leaders are rising, not fall-
ing. Solow had assumed that all firms can access the same knowledge and use the
same production technology. He thus totally ignored the process of technology dif-
fusion (see Chapter 2), which is often a major reason for differences in economic
performance between firms and countries.

Among other strong assumptions, the neoclassical growth models exemplified
by Solow’s model assume perfect competition, where price competition between
sellers of identical products continuously drive down profits. It is intrinsically hard
to find a place for innovation in growth models based on such assumptions. As
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explained in Chapter 1, one of the main rationales of innovation is that by differen-
tiating its products, a firm gains the power to charge a price premium. The term
monopolistic competition describes a midway point between perfect competition
and pure monopoly. This is a world of imperfect market competition with many pro-
ducers selling products that are somewhat differentiated from one another.

The model of monopolistic competition has room for innovation, and it should
therefore not be surprising that Joseph Schumpeter assumed monopolistic competi-
tion as an assumption in his growth theory. Completely breaking with the classical
tradition of his time which emphasized capital accumulation, Schumpeter believed
that long-run growth depends on innovation. Growth-driving innovation comprise
process innovations, which increase the productivity of the factors of production
(labor or capital); product innovations such as new product introductions; and organi-
zational innovations to increase the efficiency of production. Schumpeter also believed
that innovations require investments such as R&D, skills training, and searching for
new markets. Lastly, his paradigm of creative destruction entails that the latest inno-
vations make old innovations, technologies, and skills obsolete. This also explains
why innovation-led growth in countries, such as the United States in the late 20th cen-
tury, is associated with higher rates of firm and labor turnover (Aghion and Festré
2017).106 Many subsequent growth theorists have attempted to construct growth mod-
els that are more faithful to Schumpeter’s philosophy.

It should be clarified that economists in the Schumpeterian tradition, such as
Grossman and Helpman (1994), do not dispute that investment leads to growth.
While they believe that the real force driving growth is advances in technology,
they stress that it requires intentional investment in new knowledge by risk-taking,
profit-seeking entrepreneurs to create advances in technology. The implication for
policymakers is that such investments should be encouraged.107 This distinction be-
tween relying on growth driven by passive capital accumulation (the neoclassical
position) versus intentional investment by risk-taking entrepreneurs (the Schumpe-
terian position) has important policy implications either way.

Business cycles are assumed to be comprised of fluctuations in outputs, prices,
employment, consumption, and investment. In the 1980s, economists coming from
the neoclassical tradition postulated that business cycles are caused by changes in
technology that change factor productivity. (Long and Plosser 1983).108 What is
now known as the real business cycle (RBC) theory sees business cycles as the result
of exogenous shocks to the economy. Thus, real business cycle theory remains sol-
idly within the classical tradition of treating innovation and technology advances
as exogenous to its economic model. The RBC model has also been criticized by
prominent neo-Keynesians such as Lawrence Summers (1986) for not providing suf-
ficient evidence of large technological shocks.109
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Public Goods and Technology

Before moving on to a discussion of endogenous growth theory, and the role that
technological innovation plays in these models, it is necessary to briefly review
some important economic terms that will aid in the understanding of this theory,
especially within the policy context.

The term public good was introduced in Chapter 1. An economic good (includ-
ing a service) can be classified on two attributes, the degree to which it is rivalrous
and the degree to which it is excludable. Rivalry is purely determined by technol-
ogy. A rival good used by one person or firm cannot be used by another, while a
purely nonrival good may be used by a limitless number of persons with the use by
one in no way limiting the use by another. Coastal lighthouses and over-the-air
public broadcasting are examples of goods that are nonrival. Excludability exists if
the owner can prevent others from using it. As such, excludability depends not only
on the technology used but also on the legal system. For example, computer soft-
ware may be made excludable by both technical measures that prevent copying or
by legal measures. Most goods that we buy are both rivalrous and excludable. How-
ever, public goods are both nonrival and nonexcludable. For example, all citizens
enjoy the defense against foreign invasion provided by the national defense system.

Goods that are rival but not excludable are subject to the so-called tragedy of
the commons, a term originating from medieval times when land surrounding cities
was common land, meaning that anyone was allowed to bring their cows or sheep
to pasture. This resulted in land overexploitation and degradation. A more recent
example is overfishing in national or international waters. Rival but nonexcludable
goods require policies, laws, and international treaties to govern them for every-
one’s benefit. In a common example, public roads are rivalrous because the more
vehicle drivers use them, the harder it becomes for the next driver to use them. This
may necessitate measures such as direct exclusion (e.g., no vehicles with less than
three passengers during certain hours); or road tolls that impose usage costs that
will lower usage and thereby mitigate congestion.

Endogenous Growth Theory

Exogenous growth theories, starting with Adam Smith’s original propositions and
continued by neoclassical economists in modern times, assume that the causes of
economic growth and, by implication, economic cycles originate outside of the eco-
nomic system. Technological innovation as a cause is most relevant for the pur-
poses of this book. However, other causes could be the growth and decline of
natural resources including resource exhaustion due to climate change, demo-
graphic changes, and even wars and other political miscalculations.
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Endogenous growth theory is the exact antonym of exogenous growth theory: It
brings technological change that was left out of Solow’s and other neoclassical
models – which is why they are called exogenous growth models – into the growth
model. According to the endogenous school of thought, technological change is a
crucial driver of economic growth, not an external factor or add-on. This is closer to
Schumpeter’s thesis that innovation drives growth.

Since technological progress is accounted for inside the model, the fact that
firms will invest in new technologies because they perceive new opportunities for
profit can be accommodated. Investment is still important, but because it is invest-
ment that improves technology, not simply because it is capital accumulation. Here
innovation is the primary engine of growth, not capital accumulation. However,
firms cannot keep their successful innovations totally private, and some of the new
knowledge spills out and is used by their competitors. This is a positive externality
(a benefit) for society, but firms may underinvest in new technology and knowledge
because they anticipate not keeping all the benefits to themselves, since new
knowledge cannot be kept secret for long. In order to correct for the resulting un-
derinvestment in R&D by the private sector, public policy should internalize the ex-
ternalities by, for example, subsidizing R&D.

Paul Romer received the Nobel Memorial Prize in Economic Sciences for “inte-
grating technological innovations into long-run macroeconomic analysis.”110 Romer
introduced what is now called New Growth Theory (NGT), a theory of growth where
growth is endogenously driven by technological change. NGT is perhaps the most
well-known, but not the only, endogenous growth model. In Romer’s model, techno-
logical change is brought about by many intentional investment decisions made by a
myriad of profit-maximizing firms. Like Schumpeter, Romer assumes monopolistic
competition. In addition, Romer’s model has as first premise that technological
change drives capital accumulation, as in Solow’s model. Romer believes that, taken
together, capital accumulation and technological change account for much of the ob-
served increases in labor productivity. The second premise of the Romer model is
technological change happens because of the intentional actions taken by actors re-
sponding to market incentives. This premise is what makes the Romer model endoge-
nous, and has a clear similarity to Schumpeter’s views. Romer’s third premise is that
technological knowledge (defined as “instructions for working with raw materials”) is
by nature different in that once the cost of creating such instructions have been in-
curred, they can be used again and again at no additional costs. This makes knowl-
edge development akin to incurring a fixed cost and is seen by Romer as a “defining
characteristic” of technology (Romer 1990).111

According to Romer’s third premise above, technology is a nonrival input. How-
ever, according to his second premise, technological benefits must at least be par-
tially excludable, otherwise self-interested actors responding to the market would
not make improvements in technology. Combining these insights with Romer’s first
premise implies that economic growth is driven by accumulating the partially
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excludable, nonrival input that technology is. Romer (1990) emphasizes the impor-
tance of building the stock of human capital in an economy since a larger stock of
human capital will drive faster growth.112

The major policy implications of Romer’s model are that a government subsidy
to increase the accumulation of physical capital is inferior to direct subsidies that
increase the incentive to conduct research and create knowledge, and that free in-
ternational trade can speed up growth if it increases the national stock of human
capital (Romer 1990).113 Other policy implications are that in addition to financing
R&D that creates knowledge, and subsidizing universities where knowledge is cre-
ated and transferred to human capital, government should take additional meas-
ures to promote the creation of knowledge capital, such as protecting intellectual
property rights.

The Aghion-Howitt model extends Romer’s endogenous growth theory by add-
ing the creative destruction process of new products making old products obsolete.
Obsolescence means that scientific- research and innovation-driven growth creates
losses as well as gains. In the model, growth comes only from technological prog-
ress, which in turn is the outcome of competition among the firms that generate in-
novations. Firms are motivated to invest in R&D by the monopoly rents (profits)
they can capture when they patent a successful innovation. But then these rents are
destroyed by the next innovation (Aghion and Howett 1992).114

In response to the 1990s revival of endogenous growth theory initiated by
Romer, Solow (1994) questioned the assumptions made about how innovation will
increase the output of the production function: If increasing R&D spending results
in a proportionate increase in production output, the case for endogenous growth is
easy to prove. However, if an innovation only generates an absolute increase in the
production output, the greater R&D spend has only bought a one-time jump in pro-
ductivity, which does not mean a faster productivity growth rate.115

While the newer endogenous-growth models that started with Romer – and are
sometimes collectively referred to as New Growth Theory – claim to more closely re-
flect Schumpeter’s legacy, they have been criticized as still being some distance
from Schumpeter’s original thinking on how economic development happens in
practice (Alcouffe and Kuhn 2004).116 This point will be further pursued below in
the subsection on evolutionary growth theory, which aims to make a cleaner break
with the earlier theories.

New Growth Theory has the important feature that it views technological prog-
ress as a product of economic activity. This internalization of technology is what
makes it an endogenous-growth theory. The fundamental paradigm is that knowl-
edge drives growth which holds promise in explaining today’s knowledge economy.
Knowledge has the important characteristic that it can be infinitely shared, copied,
and reused. Because of this characteristic, knowledge is not subject to diminishing
returns to scale. On the contrary, knowledge and the network effects associated
with knowledge plausibly have increasing returns to scale. These increasing returns
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to knowledge can propel economic growth, and thereby resolve the original contra-
diction in Adam Smith’s theory of growth. As Romer himself asserted:

Ultimately, all increases in standards of living can be traced to discoveries of more valuable
arrangements for the things in the earth’s crust and atmosphere . . . No amount of savings
and investment, no policy of macroeconomic fine-tuning, no set of tax and spending incen-
tives can generate sustained economic growth unless it is accompanied by the countless large
and small discoveries that are required to create more value from a fixed set of natural
resources.117 (Romer and Griliches 1993, 345)

This statement was made in 1993, before the full effect of the personal computer
and internet revolution was apparent, and before mobile data and the Internet of
Things. But the mere notion of increasing returns to scale from knowledge and tech-
nology is a major departure of traditional economic thinking that took diminishing
returns to scale – whether land, labor, machinery – as a given. It is important to
point out how deeply ingrained the notion of diminishing returns to scale is to tra-
ditional microeconomics: They result in increasing marginal costs – meaning that
the cost of producing one more unit starts rising at some point. Decreasing returns
and rising marginal costs are core assumptions in the general equilibrium models
that economists use to describe how the economy will settle down.

Furthermore, the technological spillovers in endogenous models lead to in-
creasing returns to scale at the aggregate level, even if production functions of
firms have constant returns to scale. Technological spillovers make endogenous
growth possible. But they do present a problem that policymakers have to deal
with, which is that the social benefits of R&D exceed the private benefits at the firm
level. This implies that individual firms will rationally underinvest in R&D, which
creates an argument for the government subsidizing R&D (Verspagen 2005).118 This
topic will be further discussed in Chapter 10.

The accomplishment of endogenous growth models was that they put technolog-
ical change at the heart and center of economic growth. This, in turn, created room
for accommodating long-run growth trends in the models, as well as their accompa-
nying policy implications. Endogenous growth models, such as the Aghion-Howitt
model, are built on a dynamic general-equilibrium framework. They acknowledge
Schumpeter’s concept of temporary market power by containing a mechanism for
product obsolescence, along with imperfect competition. And the R&D components
of these models do reflect Schumpeter’s thoughts on entrepreneurial risk and uncer-
tainty. However, the continued reliance of endogenous growth models on classical
concepts, such as rational agents and general equilibria, is still neoclassical in nature
and in contradiction to a true evolutionary approach to economic development (Al-
couffe and Kuhn 2004).119
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Evolutionary Economic-Change Theory

Mid-19th-century economists took an early interest in Darwin’s published work on
evolution of species and natural selection. Darwin’s ideas inspired Karl Marx in his
formulation of the concept of class struggle and social evolution. Schumpeter, in turn,
acknowledged inspiration from Marx’s economic analyses but arrived at a different
conclusion than Marx. Whereas Marx focused on class struggle, Schumpeter focused
on the entrepreneur as the major source of creative destruction in the economy.

In the mid-1970s, Richard Nelson and Sidney Winter started to advance a
growth theory which they identified as Schumpeterian in its interpretation of the
process of technological change and how that drives economic growth. Their work
was later more fully expounded in a noteworthy book, titled An Evolutionary Theory
of Technical Change (Nelson and Winter 1982).120 This book is the most highly cited
work in the field of innovation policy. The reason for its prominence is that evolu-
tionary economics provide an alternative to the neoclassical economics that is par-
ticularly useful in the field of innovation. The theory recognizes technological
change and innovation as central to economic growth. It draws clear analogies with
biology: new products and services developed by firms are akin to genetic varia-
tion; the development processes (which they call “routines”) inside firms are akin
to the self-replication mechanism of genes; and the market success or failure of in-
novations is akin to the natural selection process described by Charles Darwin.

Proponents of the evolutionary theory of economic change are of the opinion
that Schumpeter-derived endogenous-growth models have not made a complete-
enough break with classical thinking. The evolutionary models proposed are in-
tended to be a truer reflection of Schumpeterian thinking on innovation’s role in
driving economic growth. Accordingly, Nelson and Winter (1982, 14) got rid of
much of what they found objectionable in the neoclassical model, including “the
global objective function, the well-defined choice set, and the maximizing choice
rationalisation of firms actions.” The two main mechanisms driving innovation in
the Nelson-Winter evolutionary model are the search for better techniques, and the
market’s selection of successful innovations.

There is an important distinction between biological evolution as proposed by
Darwin and the concept of evolution as applied to the theory of economic change.
Biological evolution has two major steps: random variation and selection. The idea is
that random variations occur in a species, and the superior random variations will
survive by means of natural selection (survival of the fittest) and procreate them-
selves to become the dominant variation, with the others eventually dying out. In the
evolutionary economic-growth model, however, the variations are not random at all
but come in the form of deliberate innovations, which each innovator hopes will be
superior to the competition. The selection is done by the competitive market, with
only the most desirable innovations surviving because of their commercial success.
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Thus, the selection mechanism is similar to Darwin’s, but the variation mechanism is
deterministic rather than random (stochastic).

Carlota Perez (2010) elaborates on the business-decision process inherent to the
variation mechanism in evolutionary economics:

The decision processes involved are not random. They are shaped by a context that includes
relative prices, regulatory and other institutional factors and, obviously, the perceived market
potential of the innovations concerned. They are also path-dependent, because market poten-
tial often depends on what the market has already accepted and because the incorporation of
technical change requires the coming together of several preexisting explicit and tacit knowl-
edge bases and various sources of practical experience.121 (Perez 2010, 4)

Thus, the role of existing knowledge as well the incorporation of new knowledge in
the form of technological advances are integral elements of the evolutionary model.
While the evolutionary model shares its emphasis on knowledge accumulation with
endogenous models, it provides a more nuanced, path-dependent view of knowledge
accumulation. The notion that a market’s or nation’s starting knowledge is a determi-
nant of the kind of technological innovation it can pursue has implications for inno-
vation policy, particularly in developing countries.

Seeing variations as the result of deliberate attempts by entrepreneurs to come
up with successful innovations is another area in which the evolutionary model dif-
ferentiates itself from endogenous models. For example, the Aghion and Howitt en-
dogenous model assumes by contrast that the outcomes to R&D are random (Aghion
and Howitt 1992).122 The importance of deliberate innovations implies that govern-
ment could guide the path of innovation in an economy by adopting innovation poli-
cies that influence entrepreneurial investment choices.

The Demand Side of Economic Growth

The models of economic growth so far discussed, whether endogenous or exoge-
nous, are all in essence supply-side models. This is fitting because technological
innovation is inherently a supply-side phenomenon due to its impact on the pro-
duction function. For completeness, a few brief remarks on the demand side of
growth will be offered here.

The Keynesian and Neo-Keynesian approaches to economic growth focus on de-
mand rather than on supply factors. In his analysis of the cause of the Depression,
and what to do about the shortfall of economic activity that caused mass unemploy-
ment, John Maynard Keynes pointed the finger at deficient aggregate demand.
Keynes (1936) took issue with the faith that classical economists had in markets al-
ways balancing and expounded his contrary position (which he called the “general
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theory”xix) in the famous book, The General Theory of Employment, Interest, and
Money.123 According to Keynes, uncertainty caused a breakdown of coordination be-
tween private sector spending and investment. Consumers did not want to buy
products because they were unsure of being employed in the near future. But in
aggregate, consumers are also workers who end up not being employed to make
products that businesses are unsure of selling. The solution, according to Keynes,
was for the government to step in to cover the shortfall in aggregate demand by di-
rectly spending public money (borrowed if needed). Government thus has the role
of smoothing out the economic cycle by making up for deficiencies of demand in
the private sector.

In the General Theory, Keynes (1936) coined the now-famous term “animal spi-
rits” to describe the often irrational, yet fragile, optimism that drives entrepreneurs:

Even apart from the instability due to speculation, there is the instability due to the character-
istic of human nature that a large proportion of our positive activities depend on spontaneous
optimism rather than mathematical expectations, whether moral or hedonistic or economic.
Most, probably, of our decisions to do something positive, the full consequences of which will
be drawn out over many days to come, can only be taken as the result of animal spirits – a
spontaneous urge to action rather than inaction, and not as the outcome of a weighted average
of quantitative benefits multiplied by quantitative probabilities.124 (Keynes 1939, 161)

The arguments made by Keynes met with fierce resistance from the old guard dur-
ing the Depression. To the extent that his ideas were first put into practice by
spending on peacetime public-works projects, the magnitude of deficit spending
was insufficient stimulus for the economies of the United States and United King-
dom. It was only when the World War II provided a different and more persuasive
imperative for spending (i.e., a mission) that public spending rose to the levels
needed to pull these economies out of the deep depression they were in. This is a
deep and painful irony: With governments being too choosy about picking peace-
time projects with sufficient returns, these economies were ultimately only suffi-
ciently stimulated by spending on the war effort, the most destructive and wasteful
spending of all.

From the innovation-policy perspective, the government stimulus of general de-
mand in the economy is not that relevant beyond the point that a thriving economy
with ample customer demand creates more favorable conditions for innovators who
want to bring new products to market. However, there are specific government actions
within innovation policy that can be considered demand-side instruments. For exam-
ple, public-procurement programs that create a demand for new products and tech-
nologies are an important tool of innovation policy, as will be discussed in Chapter 12.

xix The term was inspired by Einstein’s general theory of relativity – another case of an economist
influenced by the natural sciences.
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Another aspect where the insights of Keynes on the Depression is useful regards
human capital. Keynes was not only concerned that unemployed workers repre-
sented a massive waste in productive capacity, but he also pointed out that the
skills of the unemployed will atrophy. The maintenance of human capital, there-
fore, is another rationale for the government to maintain a healthy level of aggre-
gate demand in the economy.

A Preview of Public Policy for Innovation-Led Economic Growth

In the classical tradition, the rationale for public-sector funding of innovation is
limited to situations in which there are market failures,xx particularly where re-
search that expands basic knowledge that is a public good would not be under-
taken by the private sector. Early-stage research that will result in the general
advancement of knowledge without particular applications immediately being ap-
parent is considered by most to be a market failure worthy of public funding.

However, in practice, public-sector funding also frequently extends beyond cases
associated with market failures. An example of one such area is where the state envi-
sions new areas in which the nation has to invest; for example in biotech, quantum
computing, or the next generation of semiconductors. This suggests a role for the state
in anticipating economic growth and competitiveness trends, and putting the nation
on a path to take advantage of the technologies of the future.

Schumpeterian insights matter greatly to growth-policy design in the context of
an innovation-led economy. Philippe Aghion and Agnès Festré (2017) point out that
to apply these insights requires more than just a liberalization of markets but an
investment in the knowledge economy and a more strategic role for the state. On
the one extreme, they believe that the old late-20th-century concept of a welfare
state is not well-suited for an economy which needs to grow through innovation.
On the other extreme, the minimal state is not the solution either. Instead, they call
for a strategic state, which smartly reconciles the need for growth with budget con-
straints. This requires proper governance, both of the sectors that the state invests
in, and of the state’s own investment choices (Aghion and Frestré 2017).125

According to New Growth Theory, economic growth comes from increasing re-
turns to labor and capital by using new knowledge (in the form of technology or pro-
cess). Knowledge does not behave like ordinary economic goods. It is nonrival and
partly excludable (e.g., through patents or trade secrets). The need for government

xx In general, a market failure is when a market fails to deliver the efficient allocation of resources
that we would normally expect from a market, in accordance with the laws of classical and neoclas-
sical economics.

A Preview of Public Policy for Innovation-Led Economic Growth 61

 EBSCOhost - printed on 2/8/2023 1:15 PM via . All use subject to https://www.ebsco.com/terms-of-use



intervention arises from markets failing to produce enough knowledge because inno-
vators are unable to capture all the gains from the new knowledge they create.
Knowledge can be infinitely reused at zero marginal cost. The development of knowl-
edge-based economies is shaped by history, institutions, and even geography. Insti-
tutions can set the conditions and shape the environment for the generation and
application of new knowledge. Historical returns to knowledge generate positive
feedback loops that lock in the advantage of technologies and particular geographi-
cal locations. Silicon Valley is a prime example of this. Since NGT emphasizes the
importance of investing in new knowledge-creation to economic growth, but also em-
phasizes the importance of institutional factors and the possibility that the private
sector may underinvest in new knowledge, it underlines the need for the public sec-
tor not only to invest, but also for policymakers to help create conditions favorable to
knowledge creation and sharing (Cortright 2001).126

In an insightful comment, Joseph Stiglitzxxi (1994, 2) points out that the causality
between economic growth and innovation goes in both directions: “fluctuations in
economic activity not only cause fluctuations in innovation, fluctuations in innovation
may give rise to fluctuations in economy activity.”127 Depending on the conditions,
this feedback loop between innovation and economic activity may result in multiple
steady states (equilibria). Since the free market left to itself may not choose the best
among all these possibilities, this creates a role for government financing and innova-
tion policy – topics which will, respectively, be covered in Chapters 10 and 12.

Chapter Summary

– Labor, capital, and land are the fundamental inputs used in the production pro-
cess and accordingly called factors of production. The production function
transforms the factors of production into output, based on a given technology.
The aggregate production function is the sum of all production functions in the
economy.

– Productivity is measured by how much output can be produced with a given
amount of factor inputs. It was a technology-driven rise in productivity that
lifted many people out of poverty across the last two and a half centuries.

– Total economic output is measured by GDP. GDP per capita is an approximate
measure of living standards, though it does not account for inequality in the
distribution of income.

– Modern neoclassical growth theory acknowledges the role of technological prog-
ress but considers it an exogenous (i.e., external) influence on the aggregate

xxi A Nobel laureate, Stiglitz received his Nobel Memorial Prize in Economic Sciences for his anal-
yses of markets with asymmetric information, not for work on economic growth.
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production function. The theory assumes perfect competition and that all techno-
logical knowledge is available to everyone. It concludes that capital accumula-
tion to fund additional productive capacity is the route to economic growth.

– The neoclassical model’s predictions of income convergence between poor and
rich countries have not come true, instead the divergence between per capita
incomes has increased in recent decades.

– Endogenous growth theory incorporates technological change within the growth
model. Innovation, not capital accumulation, is the primary engine of growth as
countless investment decisions made by individual entrepreneurs to improve pro-
duction technology led to growth. Romer’s New Growth Theory is the most promi-
nent, but not the only, endogenous growth model. It emphasizes the benefits of
direct government support for knowledge creation, which will drive growth.

– Nelson and Winter’s evolutionary economic theory is closest to Schumpeter’s
views of innovation as a force of creative destruction. Modeled on biological
evolution, but with intentional variation through innovation, it sees the market
as the selection mechanism that ensure the propagation of the best innova-
tions. Entrepreneurial decision-making on which technologies and innovations
to pursue determines the path of innovation, and could potentially be guided
by appropriate government policies.

Suggested Exercises and Assignments

– Analyze recent arguments used by politicians who are advancing various ele-
ments of industrial and innovation policy. Identify which of their arguments
are influenced by exogenous versus endogenous growth beliefs.

– Discuss the differences in tax and industrial policies that would arise from the
government embracing endogenous versus exogenous views of growth.

– Select a fast-growing industry that is highly dependent on technological advan-
ces (e.g., the smartphone industry). Use the evolutionary model to explain the
growth of that industry, as well as changes in the industry ranking of individual
firms over time.

Recommended for Further Reading

Acemoglu, Daron. 2009. Introduction to Modern Economic Growth, Princeton: Princeton University
Press, 2009.

Hospers, Gerrit J. 2005. “Joseph Schumpeter and His Legacy in Innovation Studies.” Knowledge,
Technology, & Policy 18, no. 3: 20–37.

Nelson, Richard R., Giovanni Dosi, Constance E. Helfat, et al. 2018. Modern Evolutionary
Economics: An Overview, Cambridge, United Kingdom: Cambridge University Press.
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University Press.

Recommended Data Sources

Bureau of Economic Analysis, Gross Domestic Product, U.S. Department of Commerce. Current
release with detailed tables can be found at https://www.bea.gov/data/gdp/gross-domestic-
product.

The Penn World Table is the most widely used data source for international comparisons of
economic output over time. It is maintained by the Groningen Growth and Development Centre
at the Faculty of Economics and Business, University of Groningen, Netherlands. An
introduction to the database can be found in a paper by Feenstra, Inklaar and Timmer
(2015).128 As of writing of this book, the current Penn World Table is version 10.0, which
contains information on relative levels of income, output, input, and productivity, covering
183 countries between 1950 and 2019. It can be found at https://www.rug.nl/ggdc/productiv
ity/pwt/.

Van Zanden, Jan Luiten, Joerg Baten, Marco Mira d’Ercole, Auke Rijpma, Conal Smith, and Marcel
Timmer. How Was Life?: Global Well-Being since 1820. OECD Publishing, 2014.

Additional data sources were provided in on pages 50–51.
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Chapter 4
People, Creativity, and Organization

This chapter is dedicated to the “soft” side of innovation management. As such, it
focuses on people, creativity, and organizational challenges. It will show how peo-
ple can cooperate in teams to come up with creative solutions to valuable problems,
despite challenges. Proven processes for how to innovate solutions that have true
value to the end customer, despite the inherent uncertainties, will be explained.
The “hard” side of innovation management – strategic frameworks, project stages,
and operational processes – will be primarily covered in Chapters 7 and 8.

The creativity needed to come up with useful new ideas relies on novel connec-
tions being made in human brains, and on people having the courage to share their
ideas. A quick introduction to the modern neuroscience of creativity will help read-
ers gain an understanding of how the human brain perceives creativity and what
the typical barriers to creativity are. Techniques for breaking barriers to creativity
will be introduced, and some major techniques will be explained. The importance
of crafting proper problem statements and combining insights from multiple sour-
ces will be explained.

Design thinking, which puts humans and their needs at the center of the inno-
vation process, will be introduced, along with how properly crafted problem state-
ments and combining insights from different sources can yield effective solutions to
real user needs, thereby creating value and meeting mission objectives.

Innovation is not a solitary occupation but depends on people working together
in some form of organizational setting. The century-old history of the efficiency para-
digm that often inhibits innovation in organizations will be related, followed by a dis-
cussion of major theories of motivation, which have implications for the recruitment
and management of innovation teams. The fundamental organizational challenges of
accommodating both creativity-dependent innovation and efficiency-orientated oper-
ations within one organization and under one leader will be explained, as well as the
latest thinking on how this challenge may be overcome. Special innovation organiza-
tions and their relationship with the parent company will be explored, as well as why
they often fail, and what questions should be asked when they are designed. Lastly,
the roles that people with different profiles need to play on innovation teams, and
what it takes to nurture a culture of innovation will be discussed.

Creativity and the Human Brain

Creativity in business has been much in vogue the last couple of decades. No doubt
it is partly influenced by the ascendancy and prevalence of the design-thinking
movement since the turn of the century, and the importance which creativity has in
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that process. But it is perhaps also because there is a belief that human creativity is
now better understood and, therefore, can be more easily marshalled. Advances in
neuroscience, largely enabled by new brain-imaging technology and accompanying
popular media articles touting insights into the workings of the brain, have put cre-
ativity on the business agenda. Almost every month, the Harvard Business Review
publishes some piece that has creativity in the title or subtitle. Some of the neuro-
logical-research insights (Waytz and Mason 2013)129 that have made their way into
the management lexicon are:
– The value of unfocused free time for coming up with breakthrough insights. For

example, Google reportedly allows engineers to work 20 percent of their time
on anything they want.

– The effectiveness of nonfinancial incentives and rewards, such as praise and
recognition, and intrinsically interesting work in stimulating innovation.

– The potential usefulness of hunches and emotional impulses in decision-
making, which makes them worth exploring instead of outright dismissing
them as subjective.

– The importance of focusing on one task at hand rather than multitasking (jug-
gling multiple activities and objectives).

Much lip service is paid to the importance of creativity in business. Creativity is, of
course, an important element of innovation, and the business media love to feature
stories about creativity and innovation. But in reality, there is a deep built-in reluc-
tance in organizations to be truly creative and innovative. Indeed, we have all expe-
rienced how people can resist creative and novel ideas. Most of us have likely done
it ourselves when we said, “That is a good idea, but here is why it won’t work.”

Despite the value that people seem to attach to creativity, they also have a para-
doxical tendency to reject creative ideas. Research has shown that people associate
creativity and novelty with uncertainty, and that a negative bias against creativity
occurs when uncertainty is perceived, interfering with their ability to properly
judge the creative idea offered (Mueller, Melwani, and Goncalo 2012).130 In addition,
people also implicitly associate what is proven with what is practical. If something
has already been done, it is considered practical. If something has never been
done, it is considered impractical. These two associations – creativity with uncer-
tainty and unproven with impractical – together explain why new ideas are often
rejected. Managers who would like to encourage creativity need to find ways of
helping their team members to cope with the anxieties associated with uncertainty
and doing things in new ways.

In the last decade, there were close to a thousand published studies on the neu-
roscience of creativity. Such studies typically rely on accessing the creative task per-
formance of test subjects by means of brain imaging technologies such as functional
magnetic resonance imaging (fMRI) and electroencephalography (EEG). These imag-
ing technologies still impose major experimental constraints – for example, requiring
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subjects to lie down while they think creative thoughts. Nevertheless, these have
proven to be powerful tools and neuroscience researchers have gained a deeper un-
derstanding of what it takes to put the brain into a creative mode for the purposes of
innovating as neuroscience researchers. Neuroscientists Andreas Fink and Mathias
Benedek (2019) explain the mental process of innovation as follows:

For example, envisioning possible improvements to products, requires memory processes to
build novel representations of these products, sustained internally-oriented attention to guide
active imagination, and vigorous executive control to realize effective and useful task solu-
tions by evaluating/elaborating preliminary thinking results, and by inhibiting prepotent/con-
ventional responses.131 (Fink and Benedek 2019, 3)

In simple terms, this means that would-be innovators can get more creative about
their product offerings if they frame these offerings in new and different ways, em-
ploy techniques that guide their creative thinking, and constantly guard against
jumping to conventional solutions.

An important insight about the human brain is that it often optimizes for effi-
ciency, which in many instances is the enemy of creativity. The human brain com-
prises only about 2 percent of body weight but uses 20 percent of energy consumed
while the body is at rest. Researchers estimate that the human brain has about
86 billion neurons. For comparison, a cat’s brain has only 250 million neurons and
a chimpanzee, 7 billion (Cherry 2020).132 Regardless of its exact number of neurons,
the human brain is clearly a marvelous organ capable of outstanding intellectual
feats at higher efficiencies than any current computer can approach. But even so, it
is subject to constraints imposed by its size and energy-consumption budget.

About two thirds of the brain’s energy is used to help neurons (or nerve cells) fire
or send signals; the remaining third is used for housekeeping (Swaminathan 2008).133

In its attempt to avoid wasteful thinking that consumes unnecessary energy, the brain
takes shortcuts and makes assumptions all the time. An eerie insight from contempo-
rary neuroscience is that what we perceive as our conscious reality is actually a type
of elaborate virtual-reality simulation (some call it a “controlled hallucination”) con-
structed by our brains. Perception is a series of guesses by the brain, a reconstruction
of reality. Put another way, perception is not a window on reality as it is, but more
like a 3D desktop on a computer that is designed to hide the complexity of the real
world and guide our adaptive behavior (Seth 2021).134 We literally live our entire lives
in a virtual reality created by our brains. If the brain gets it more or less right, this
virtual reality is useful to us. If it doesn’t, we can make surprisingly big errors in
judgement. Stage magicians have always understood this instinctively, which is how
they manage to trick their audience by distracting them and making the audience
“see” only what the magician wants them to see.
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Breaking Barriers to Creativity

The more you know about a topic, the more your brain’s efficiency will become a bar-
rier to seeing things differently. Experts can be the most intransigent and resistant to
innovation because they have such strongly formed and well-practiced constructions
of what they believe to be the correct reality. Experts feel that they have “seen it all
before” and tend to think they already know the answers. They are also fond of con-
ventions – well-established ways of doing things – because their conventions have
served them well across their careers: “It’s just the way we do things.” Shortcuts are
closely related – they are quicker and more efficient ways of doing things that people
have done before, typically many times. Shortcuts are efficient, and therefore useful.
However, when people take shortcuts, they are not fully applying their minds.

Young children are more disposed to creativity than most adults. As we further
our education, we are trained well in asking the “What,” “Why,” and “How” ques-
tions. But we stop asking one question that young children ask all the time: “What
If?” For example, “What if I could fly?”, “What if I could make myself invisible?” or
“What if my dog/cat/teddy bear could talk?” “What If” questions have the marvel-
ous ability to transport us from the familiar world of what is to the unfamiliar world
of what could be. For adults to become creative again, they need to revive their
childlike ability to ask “What If” questions.

In order to get well-trained brains out of conventional mode and into creative,
innovative mode, they need to be jolted. Such jolts come in a couple of categories,
but they both involve perception – what people perceive. Changing perspective to
look at the same things in new and different ways is one way to jolt the brain out of
the rut it is in. Techniques include leaving the office to spend a day in the custom-
er’s shoes. Another way to jolt the brain is to present it with a strong dose of new
information – strong in the sense of almost overwhelming it. That is why it is said
the travel broadens the mind. Indeed, going on a trip to a place where things are
done to different rules can deliver an inspirational jolt to the brain.

Coming up with creative ideas is only one half of the battle. The other half is to
overcome the organizational resistance that creative ideas encounter all too often
and that kills them in their infancy. While people like to think of themselves as
open-minded and welcoming of creativity, they often resist creative ideas when
these are actually presented to them. This bias against creativity has been con-
firmed in psychological studies and shown to be closely associated with the human
desire to reduce uncertainty (Mueller, Melwani, and Goncalo 2012).135 The bias
against creativity is not overt, which makes it tricky to address. It lurks in the back-
ground, interfering with our ability to recognize the value of a creative idea.

Much of our resistance comes from our inability to see novel ideas as practical –
we have a strong association between proven and practical and conversely, a strong
association between novel and impractical. Indeed, innovators are often told by
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naysayers that while their idea is certainly novel and deserves to be applauded for its
originality, it is unfortunately not practical and cannot be implemented successfully.

There is a social norm that requires us to value creativity, so people hide their
opposition to creative ideas. They cloak their objections in other terms; with con-
cerns about the lack of practicality of the novel solution being the most frequent
tactic. This poses a great contradiction: Organizations say they want creative solu-
tions, but frequently reject creative ideas when they are presented. Innovators need
to pay just as much attention to getting organizational buy-in for their ideas as com-
ing up with the ideas in the first place.

The good news is that any individual, or any team, can be creative. It does not
require special talent or innate abilities. Fairly simple techniques can unleash crea-
tivity in people at all levels of seniority, from the most senior executives to entry-
level workers. In order to unleash the creativity of a team, people first need to be
given permission to be creative. That may require a special occasion and a safe
space, as well as an introductory talk by a senior leader telling them that the orga-
nization needs their creativity to solve real and valuable problems. Then, people
need to be taught and walked through some creative exercises, ideally by a facilita-
tor who has experience with the exercises and can help keep the session on track
when people get stuck or veer off on a tangent, which will inevitably happen.

There are an almost infinite variety of creativity techniques, some more suitable for
some types of problems and situations than others. Below, only a few types of proven
techniques will be introduced and the principles behind them will be explained. This
list is far from complete; there are many existing variations of the techniques in the list
and all lend themselves to tailoring to the situation, as well as further modification.

For a comprehensive resource on innovation and creativity techniques, the reader is referred to
The Innovator’s Dictionary: 555 Methods and Instruments for More Creativity and Innovation in
Your Company (Buchholz and Aerssen 2020). This voluminous compendium details a full 555 tech-
niques. It provides explanations of all the methods, and step-by-step instructions for each
technique.136

Overthrowing Orthodoxies

An orthodoxy is a deeply ingrained belief about the way things are or how things
should be done. For example, the pre-Copernican belief in Medieval Europe that the
earth was at the center of the universe was a powerful orthodoxy that impeded
progress in astronomy. This orthodoxy had to be challenged and overthrown for sci-
entific progress to be made.

We saw how resistance to creativity has deep roots in an attachment to the con-
ventional way of doing things. An orthodoxy-breaking technique works on the prin-
ciple that the often-unsaid assumptions which support the conventional thinking
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must first be brought out into the open where they can be challenged. Step 1 is,
therefore, to explicitly document all the core beliefs behind the conventions. Step 2
is to look at these core beliefs skeptically, asking whether they are even true any-
more. Step 3 is to look at the core beliefs that might still be true, but could be over-
taken by events, and ask what would happen if they were not true anymore.

An orthodoxy can also look like a simple assumption. For instance, up until re-
cently everyone assumed that restaurants would have menus and that the customer
would always receive a hard copy from their server. Recent trends in digital-only
menus, accelerated by the hygiene concerns of the COVID-19 pandemic, have led to
the abandonment of printed menus in many restaurants in favor of scanning a QR
code that links to the restaurant’s online menu. And of course, digital-only menus
may enable other restaurant innovations, such as dynamic pricing of menu items.

A related creativity technique is for the innovating team to undergo immersive
experiences where they can see firsthand how things can be done differently. This
may take the form of visiting other industries that have adopted innovations to ad-
dress their different-in-kind, though relatable, needs and seeing first-hand how that
works. For example, it has become popular for established corporations to make
trips to Silicon Valley to visit mature startups and new digital giants from whom
they think they can learn something about digitizing their existing business.

The most radical orthodoxy overthrow is perhaps to completely redefine the
market that the firm is innovating for, thinking differently about market boundaries
and which market to compete in. Blue Ocean Strategy, which became popular with
innovation practitioners in the mid-2000s, is inspired by Schumpeter’s view that
market boundaries and industry structures may by changed over time by the delib-
erate actions of industry actors. In their eponymous book expounding the method,
Chan Kim, and Renée Mauborgne (2005) urge innovators to go looking for business
opportunities in market spaces that are uncontested, untapped, and profitable.
These represent “blue oceans” as opposed to the “red oceans” which comprise the
current known market space. In the red oceans, competition has limited growth
and profit prospects. In the blue oceans, there is no competition yet and ample op-
portunity to create innovate offerings that will be profitable. Blue oceans entail re-
constructing the market boundaries and industry structures. Integral to the Blue
Ocean method is the concept of value innovation, which creates value for both the
buyer and seller in new ways. Similar to some of the other methods, the Blue Ocean
method requires innovators to challenge implicit beliefs and assumptions about the
basis of competition in the market.137

Constructing Analogies

An analogy is a comparison between two things that suggest an apparent similarity.
Some analogies are useful for innovation, but some are not and could lead one
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astray. A good start can often be made by questioning prevailing analogies. (A
long-used analogy may be yet another orthodoxy to be questioned.)

Would-be pilots tried for centuries to build heavier-than-air flying machines
that would fly like birds flapping their wings. These were all abysmal failures be-
cause their inventors did not understand the real aerodynamics of flight. And be-
cause of that flawed analogy, their mental models were all wrong. The Wright
brothers instead saw an analogy to a machine they were already familiar with, the
bicycle. Like a bicycle in two dimensions, an airplane is an unstable vehicle in
three dimensions. Both require control and will fail if they lose too much forward
momentum. In addition, the Wright brothers benefited from a new scientific under-
standing of aerodynamics, thanks to Bernoulli, and the recent availability of a suffi-
ciently powerful propulsion source in the form of the internal combustion engine.
The Wright brothers put their superior analogy to work with a proper scientific un-
derstanding of airflow and lift and a suitable new propulsion technology, making
aviation history in 1904.

A bad analogy can be a trap for the aspiring innovator, but a good one can un-
lock a solution nobody has yet thought of. It is, therefore, advisable to play around
with more than one analogy before picking the most useful one, or even making
use of more than one analogy. Charles Darwin used two analogies to develop his
theory of evolution. The first was the parallel between the geological phenomenon
of a small stream of water eroding grains of sands over eons to eventually create a
deep canyon. This suggested that small, random changes in the relative survival of
plants or animals could modify their forms over many generations. His other anal-
ogy was the similarities and differences between agricultural breeding and natural
selection in the wild.

Powerful analogies often come from sources outside of a firm’s industry. It’s
good to look at how other industries solve similar problems to your own. The auto-
mobile assembly line was conceived by a Ford mechanic, Bill Klann, while watch-
ing butchers at a meatpacking plant work on carcasses moving past them via an
overhead trolley. Despite management’s skepticism of this novel idea, Klann and
his colleagues built the first moving auto assembly line. It drastically cut the pro-
duction time of a Model T Ford from 12 hours per car to only 90 minutes per car
(Pollack 2014).138

Thinking Like the Customer

There are several creativity techniques that put would-be innovators in the shoes of
their customers. The general idea is that seeing the world through the eyes of their
target customers will illuminate shortcomings in current products and solutions
that can then be addressed by means of an innovation. The expectation is that
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there are latent customer needs which have not yet been met by current offerings
and, therefore, can provide a market opening for innovators.

Tony Ulwick (the founder of the consultancy, Strategyn), is the originator of the
Jobs-to-be-Done (JTBD) framework. Originally called Outcome-Driven Innovation®

(ODI), the framework was expounded in Ulwick’s book, What Customers Want:
Using Outcome-Driven Innovation to Create Breakthrough Products and Services
(2005), and in several magazine articles.139 JTBD has since been adopted by other
innovation thought leaders, such as Clayton Christensen, and it is popular with
consultants and practitioners. The essence of the approach is to understand what
the customer is trying to accomplish (the job) and then crafting an innovation that
will be “hired” by customer to help get their job done. It thus shifts the focus from
the product to the customer, and in particular, to what the customer really needs.
For example, the customer may not need a better drill (the superficial solution), but
a better way of creating a well-drilled hole. The JTBD is thus not the product itself,
but the higher-level problem that the customer needs a solution for.

Prior to the JTBD method to providing customer insights, two related frame-
works emerged from the intersection of the quality and marketing disciplines in the
1980s and 1990s: the Kano Model and the Voice of the Customer method:

The Kano Customer Satisfaction Model emerged from the world of quality man-
agement. Noriaki Kano (1984), a professor at the Tokyo University of Science, cre-
ated the framework based on his insight that there are two dimensions of quality in
the eyes of the customer.140 On the one dimension, the customer’s expectations are
either fulfilled or not fulfilled. On the other dimension, the customer is either de-
lighted or extremely dissatisfied. Combinations of these two dimensions yield three
different types of quality:
1. Must-be requirements, which are the basic criteria of a product. If these require-

ments are not met, the customer will be extremely dissatisfied. For example, punc-
tual delivery by a rail service is a must-be requirement. But it depends on what the
customer’s exact definition of punctuality is. For example, if the customer expects
delivery on Tuesday as long as it is by end of day, delivering Tuesday morning
instead of Tuesday afternoon will not increase customer satisfaction.

2. One-dimensional requirements, like, for example, the gas mileage of a car. The
higher the gas mileage, the more satisfied the customer will be.

3. Attractive requirements (sometimes called “delighters” or “exciters”). These are
the product criteria that have the greatest impact on customer satisfaction and
often result in disproportionate increases in satisfaction. For example, an air-
line that offers a full meal service on a route where its competitors only serve
rudimentary snacks may delight especially business customers. Yet, the ab-
sence of this service will not result in dissatisfaction as it is not expected.

Using the Kano framework in product design starts with questioning customers on
their requirements and what matters to them in a similar way to the JTBD approach.
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The Kano method is especially helpful when hard design tradeoffs (often driven by
cost) have to be made. But it always starts with establishing the importance of indi-
vidual features to the costumer (Matzler and Hinterhuber 1998).141

Kano’s method is also frequently combined with a technique called Quality
Function Deployment (QFD), which is a quality management technique that maps
customer-desired attributes to design functions (Wu et al. 2015).142

The Voice of the Customer (VOC), developed by Abbie Griffin and John Hauser
(1993) is a related term for capturing customers’ requirements. The method has its
origins in marketing. The VOC was intended to provide key requirements for the
QFD framework after interviewing customers to determine their needs. VOC struc-
tures customer needs into a hierarchy of primary, secondary, and tertiary needs.143

An obvious way to take customer input into account when developing a new
product or solution is to put the customer in the driving seat of the innovation pro-
cess. Methods that are based on this principle are called lead-user methods. De-
pending on the method, the customer may dictate the specification of the product
to be developed, or the customer may partner with the innovating company to co-
develop the product. The lead-user method requires a willing lead user to be found
prior to major development efforts starting. It is quite popular in industries where
the cost of development is very high, such as in defense equipment, semiconductor
chip manufacturing, or the development of major software solutions. The advan-
tage of the method is that there is a lead customer who will ensure that their re-
quirements are met and will typically pay for much, if not all, of the development.
The risk of being overly reliant on this method is that the innovating company may
be captured by one dominant customer and be oblivious to the needs of the rest of
the market. Another drawback is that the lead-users themselves may suffer from all
the creativity inhibitors and orthodox thinking discussed earlier. The lead-user
method therefore works best where the lead-user is highly representative of the rest
of the market, and is also very progressive in their thinking about innovation and
open to new ways of satisfying their needs.

Imposing Constraints

Brainstorming is the most common ideation technique used in organizations. It can
be a perfectly good technique with simple rules that any group can quickly learn to
apply, provided it is done right. The basic rules of brainstorming are:
1. Come up with as many new ideas as possible.
2. Encourage out-of-the-box or unconventional solutions.
3. People must build on the ideas of others.
4. Judgment must be withheld until the final evaluation phase.
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The main problem with brainstorming is that most groups do it very poorly because
they do not properly understand the nature of the process and all too often break
the rules, which makes their brainstorming fruitless. Another problem is that it is
too unstructured and lacks focus. Simply asking people for a list of ideas without
focusing or stimulating their minds is unlikely to yield anything truly novel. Part of
the problem is that when people think of creativity, they often use the expression
“thinking outside of the box.” This creates the impression that creativity requires a
complete lack of structure. This is not a useful paradigm at all because choosing
the right constraints can be very helpful to creativity. In fact, they are essential. A
good structure for creativity requires a proper definition of the challenge, and clear
boundaries for the solution space, the universe of solutions that will be considered.

Far from being inhibiting to creativity, imposing the right constraints can result
in fruitful ideation. There are several constraint-based techniques that can be ap-
plied during brainstorming sessions to spark creative solutions that are also very
productive. Boyd and Goldenberg (2013) explain a few of the most common ones in
their book, Inside the Box: A Proven System of Creativity for Breakthrough Results,
on how to use constraints to further creativity:144

– Subtraction. Remove elements that were assumed to be essential. For example,
the Sony Walkman was a cassette player with the recording function removed.

– Task unification. Combine tasks or functions in new ways. The credit card pay-
ment terminals in taxis now show passengers advertisements during the ride.

– Multiplication. Copy an essential element, and then alter it through multiplica-
tion. The Gillette Twin Blade razor system was the first shaver to feature two
blades instead of one. Due to its success Gillette has kept adding shaving
blades over the years, and currently their flagship product features five blades.

– Division. Separate essential elements and rearrange them. At first, air-conditioning
units contained all the components in a single box, but when the motor and fan of
the cooling unit were taken away from the other parts, they could be placed out-
side the house. This became central air-conditioning.

– Attribute dependency. Make one product attribute change in response to changes
in other attributes. Examples are rain-sensitive windshield wipers or transition
lenses.

These approaches all start with an existing product or configuration. This approach
was first described by the psychologist, Ronald Finke (1992) in his seminal work on
creative cognition.145 Finke perceived that most people are better at tweaking given
configurations rather than coming up with totally new concepts “out-of-the-box.”
This particular approach to innovation is to continually look for improvements to
something familiar. When overused, it may result in an overemphasis on incremen-
tal innovation, but more radical innovations are possible if this approach is cor-
rectly applied to the most suitable innovation challenges.
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Design Thinking

The evolution of Stanford University’s design-thinking approach between 1957 and
2005 is documented in a recent paper by Jan Auernhammer and Bernard Roth
(2021).146 They note that the design philosophy is deeply rooted in humanistic-
psychology theories, particularly as they concern creativity and human values. The
modern design-thinking approach is the culmination of many collaborations be-
tween psychologists, industrial researchers, and designers. The emphasis of the ap-
proach is to identify human needs and problems, and create value for people
through designs and innovations that address these needs.

The Hasso-Plattner Institute of Design at Stanford, or d.school as it is called for
short, is the origin of the design-thinking approach. The five modes (sequential
steps, to be iterated) of design thinking are:
– Empathize. This is the foundation of human-centered design since it requires

innovators to build empathy for users by understanding their values and needs
as well as their emotions. This is accomplished by observing users in the con-
text of their lives, engaging them in interviews and other encounters, and im-
mersing the designer in the users’ experiences (walking in their shoes).

– Define. Translate the empathy findings into needs and challenges. Define a
Point of View that is an actionable problem statement that clearly defines the
problem to be addressed by the design.

– Ideate. Generate radical ideas for the design through brainstorming. Use the
strengths of the whole team to come up with collective perspectives, building
on the ideas of others. Push hard to go beyond obvious solutions. This step is
meant to “go wide” in the interest of exploring a wide solution space, both in
terms of the quantity and diversity of ideas.

– Prototype. Turn ideas into something physical. Keep prototypes inexpensive
and rough in the early stages to learn quickly and cheaply. Make prototypes so
that people can experience and interact with them. A prototype could be an ob-
ject for product offerings, or a role-playing or cartoon storyboard for services.

– Test. The prototype is tested by users so they can provide feedback, and data
may be gathered. New insights about user requirements may emerge during
this step (deeper empathy), as well as deriving feedback that can be used to
design the next iteration of the prototype. At this step the Point of View is also
refined. Failure should be embraced as it brings new learning.147

(d.school 2022)

These five steps are iterative and may be repeated until a high-quality solution
emerges from the process. At the conclusion of the process, there is an assessment
where all the feedback is integrated.
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Problem Statements and Sources of Insight

Properly defining any problem takes us halfway to a good solution. Redefining a
problem in an unusual way opens the possibility of more creative solutions.

A good problem statement is typically written in the format of an open question:
How might we help <fill in description of the target user/customer using a noun

preceded by multiple adjectives> to <fill in the problem that they are trying to solve,
or the task that they are trying to complete by using a phrase that contains at least
one verb and one subject>?

There is an art and a science to formulating good problem statements. The science
is adhering to the correct format and rules. The art is formulating it at just the right
level to encourage productive thinking. For example, asking how we help dieters to
eat lower calorie foods is too high level. Asking how we can come up with a better
low-calorie snack bar is maybe too low level, because it constrains our creativity so
that we are only thinking about snack bars. Asking how we can help dieters to not
blow their diets when they get hungry mid-afternoon is a more interesting question.
It adds an insight about what the customer finds difficult and is phrased at a level
that allows for good creativity. The solution may be a bar or a beverage or some
offering of mixed nuts and fruits. The problem is specific enough to focus on, but
the solution space is not unduly constrained.

The insight contained in the example problem statement above is helpful. This
particular customer insight likely came from interviewing dieters to ask them when
they were most likely to overindulge and why. Customers interviews are indeed a
good source of insight if they are conducted properly. Surveys can also be useful if
they test interesting hypotheses, but too many organizations fail to do that in their
market research. A powerful way to understand how you can help the customer is
to accompany them as they go through their day, whether is when they are on a
jobsite or another place of work, shopping or cooking at home, or doing any other
activity that your business or organization hopes to help them with. The reason on-
site observation is so helpful is that customers may not tell you everything in inter-
views. They may omit important details because they think something is not worth
mentioning, or they may be somewhat embarrassed mentioning it, or they are sim-
ply so used to doing a task in an inefficient way and have never thought to question
it. Being there to see what they do, or attempt to do, can lead to great insights.

Customer insights are not the only type of insights that should be used as inputs
into the creative process. Technology insights are very important too, as new technol-
ogies may be able to serve customers in new and improved ways. For example, even
if your own offering does not currently make use of mobile-phone technology, it is
very useful to survey the best examples of how your competitors, or others in related
but adjacent industries, are using mobile technology to enhance their offering.
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A third important source of inspiration is business insights. This is a broad category
that includes how offerings are changing, and how they are produced, and delivered.
For instance, the trends toward software-as-a-service (Saas) and away from license
fees is a business insight that is highly relevant for anyone in the technology industry.
So is the trend toward cloud computing rather than managing your own servers.

Major progress is often made when insights from different fields are combined.
Such combinations of insights from different disciplines which inspire innovation –
some call them intersections – can occur in a happenstance way, and many famous
innovation stories start with the unfolding of such events. However, knowing that
combining insights from different areas sparks creativity and subsequent innova-
tion makes us want to engineer more occasions on which this can happen. That
way firms can be more systematic about creativity and innovation, in the way that
Peter Drucker envisioned.

This poses a question as to what environments are more conducive to creativity
coming from intersections. In an eponymous book, Frans Johansen (2004) coined
the term The Medici Effect to describe how breakthrough creativity will happen at
the intersection of different fields, ideas, people, and cultures. The reason for the
name is that Renaissance-era Florence under the leadership of the Medici family
was a hotbed of creativity. The wealthy Medici bankers provided a welcoming envi-
ronment for scientists, artists, financiers, philosophers, and architects to intermin-
gle, thereby breaking down barriers between cultures and disciplines. This is what
fueled the Renaissance, the benefits of which we still enjoy today.148

If creativity is enhanced by combining ideas from many fields, people, and cul-
tures, it follows that diversity aids innovation. One would, therefore, expect that
more diverse innovation teams would outperform less diverse innovation teams. Re-
search by Sylvia Ann Hewlett, Melinda Marshall, and Laura Sherbin (2013) con-
firmed that firms with higher diversity are more likely to report growth in market
share and much more likely to have captured new markets. A useful distinction is
that there are two dimensions to diversity, and that both are needed for these favor-
able outcomes: Inherent diversity involves traits such as gender, ethnicity, and sex-
ual orientation. Acquired diversity involves traits gained from life experiences.
Diverse teams are better at appreciating unmet customer needs in underserved mar-
kets. In order for diverse teams to function optimally, it is necessary to make it safe
for all team members to contribute ideas, and to empower them with decision-
making power. This requires the right type of leadership style to make sure every-
one is heard and feels valued. In particular, leaders need to model the following
seven behaviors to ensure the freedom for all to contribute their ideas:
1. Ensuring that everyone is heard
2. Making it safe to propose novel ideas
3. Giving team members decision-making authority
4. Sharing credit for success
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5. Giving actionable feedback
6. Implementing feedback from the team149

(Hewlett, Marshall, and Sherbin 2013)

The importance of curiosity to creativity cannot be overemphasized. Leonardo da
Vinci, the Renaissance master whose name is synonymous with creativity in many
different fields, had an insatiable and, some might say, obsessive curiosity about ev-
erything. A true polymath, Leonardo’s prolific notebook (of which more than seven
thousand pages survive) contains lists of hundreds of subjects that he wanted to ex-
plore. Da Vinci had the crucial ability of all creative geniuses to ask interesting ques-
tions that other people did not even think to ask. His mental wandering crossed the
disciplines of science, engineering, art, and even the humanities. His knowledge of
how light strikes the retina in the human eye enabled him to construct the perspec-
tive in “The Last Supper.” His dissections of human cadavers informed his drawing
of Mona Lisa’s lips. Da Vinci was meticulous. Leonardo told his employer at the time,
the Duke of Milan, that creativity requires time and patience. He insisted on gathering
all the possible facts and practiced skilled observation. He appreciated the beauty of
a mathematical equation just as much as a natural phenomenon, such as a bird in
flight or a fish swimming through the water (Isaacson 2018).150

Today, our education makes us err on the side of specialization, but true inno-
vators do not respect the boundaries between disciplines, particularly those be-
tween the sciences and the humanities. Steve Jobs understood this and would often
present a slide showing the intersection between two streets named “Liberal Arts”
and “Technology.”

The Social Nature of Innovation and the Efficiency Legacy

Innovation is a highly social enterprise, requiring many people to collaborate and
invest in helping one another on work that is not guaranteed to lead to a successful
outcome.

There is a strong correlation between general organizational health – succinctly
defined as the ability of an organization to align around and achieve its strategic
goals (McKinsey 2022)151 – and innovation success. The concept implies that just
like humans, organizations can be classified as healthy or sick. A sick – that is, a
dysfunctional and ineffective – organization will be unlikely to be able to innovate.
There are several obvious reasons for this:
– Innovation is a team endeavor. Bosses cannot innovate alone, nor can they sim-

ply mandate innovation by decree.
– Innovation relies on complex knowledge flows and many instances of coopera-

tion between individuals, teams, and groups. Such knowledge flows and coop-
eration are severely inhibited in sick organizations.
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– Creativity requires trust and entails some risk taking. In sick organizations,
such trust among employees, and between employees and managers, is se-
verely lacking.

– Innovation requires effective execution, typically under challenging deadlines.
Sick organizations often suffer from operational disfunction, too, and are typi-
cally unable to execute anything new.

– Innovation initiatives are all fragile, especially in their infancy. As such, they
are easily killed or suppressed by an unsupportive decision-making culture.
Such cultures are typified by nonpermissive rules with the practical effect that
99 people can say no, but only one person can say yes.

Because of its sensitivity to organizational dysfunction, innovation can be thought
of as the canary in the coal mine of organizational health. Accordingly, if managers
see many obstacles to innovation, they also should have good reason to be con-
cerned about the general health of their organization. Conversely, a successively
completed innovation (or even better, a stream of such innovations) will be good
for general organizational health.

Today’s organizational structures and philosophy on how work should be di-
vided between employees is the legacy of 20th-century manufacturing. Few organi-
zations have yet figured out how to organize for the Information Age, or for the
Fourth Industrial Revolution. Even those who have innovated their organizations
retain many legacy elements from the 20th-century paradigm. To better understand
common organizational obstacles to innovation, it is helpful to understand how the
efficiency paradigm developed and what it involves.

In the study of efficiency, no single person has been as influential as Frederick
Winslow Taylor, who started studying factory operations in 1911. Taylor can also be
thought of as the father of Scientific Management. In a nutshell, this is the belief
that there is a single, most-effective way of performing any task. That method is to
be found through trial and error, and careful measurement. Once the single, best
way is found, it needs to be entrenched in processes and job descriptions, and fol-
lowed to the letter. This also requires specialization, often very narrow specializa-
tion. For example, on a production line, a worker may be assigned a discreet
number of limited tasks and expected to do these tasks faster and better than any-
one else. And so, the individual worker became a cog in an efficient machine. As
Taylor himself predicted: “In the past the man has been first. In the future the Sys-
tem will be first” (Kanigel 2005).152

Taylor’s prediction was prescient: While efficiency was the goal, the only way it
could be accomplished was through well-managed formal organizations, which be-
came the standard template for business and society. The prediction came to full
fruition after World War II, when millions of former servicemen were attracted to
the rigid structure and purpose that large business enterprises offered, a system
which they had become used to during military service. This regimented business
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culture was fully explored in the classic book, The Organization Man by William
Whyte (1956).153

The benefits of Taylorism (as it came to be called) in the early twentieth century
were clear. It enabled mass industrialization because it provided a way of making
unskilled workers, who were streaming from farms to cities, productive quickly. For
ages before, manufacturing was based on the artisanal model. For example, the vil-
lage blacksmith took many years to learn his trade, and was able to manufacture on
demand virtually anything made out of steel or other metals that were malleable in
his smithy. But it also took a long time and a lot of labor to make each item, which
was often customized. The former farmhand employed in the tool factory, on the
other hand, had to learn only a few standard steps that allowed him to be one of
many workers making, for instance, a steel shovel. The Model T Ford assembly line
relied on the narrow specialization of each worker doing very simple steps. Not sur-
prisingly, the Taylor-prescribed way has never been associated with deep job fulfil-
ment. Unlike the blacksmith, the factory worker does not get the pleasure of seeing
his finished product and the simple, repetitive work is boring, without variety, and
may cause repetitive stress injuries. The same organizational and efficiency model
also came to be applied to office work, with the same effect.

In 1916, Henry Fayol established the template for what the responsibilities of
managers are. According to Fayol, managers have to do five things: plan, organize,
command, coordinate, and control the activities of their workers. Building on these
ideas, Max Weber formulated Bureaucratic Theory in 1947, which emphasize the
use of standard rules and procedures in organizations, and, in particular, the need
for a clear hierarchy (chain of command) and task specialization.

Elton Mayo, who formed his Human Relations Movement (1941) based on the ob-
servation that productivity increases when people feel that they belong and see that
their managers are taking an interest in them is the most prominent standout who
emphasized the people-side rather than the task-side of productivity.

Late in the 20th century, the concept of Lean Manufacturing was imported into
America from Japan, where it was known as the Toyota Way. John Krafcik (1988)
coined the term lean manufacturing in his work explaining the method and benefits
of the Toyota Way to an international audience. The Toyota Way was developed in
the 1930s in Japan by Taiichi Ohno and others. It entails a relentless focus on cus-
tomer value and continuous improvement in operations, and emphasizes the flow
of work and the elimination of waste.154

Business Process Management with its corollary, Business Process Reengineer-
ing, were added to the efficiency canon by Michael Hammer and James Champy
(1994).155 The need for reengineering was supposedly based on the premise that
most work in organizations adds no value, and that business processes should be
changed – that is, reengineered – to eliminate wasteful work. This became all the
rage among consultants and CEOs in the 1990s, leading to drastic efficiency over-
hauls accompanied by layoffs of workers whose tasks had been made redundant.
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Theories of Motivation

In the second half of the 20th century, several theories of worker motivation were
developed. As early as 1943, Abraham Maslow (1943)156 postulated his now well-
known Hierarchy of Needs (a concept that he kept developing over the next couple
of decades) culminating in a book, Motivation and Personality (Maslow 1954).157

Maslow’s Hierarchy became a staple of business textbooks and has had a major in-
fluence on management thinking. Subsequent motivation theorists were influenced
by it and expanded parts of it. In later years, data-driven research called some parts
of the theory into question, but its enduring value is its conceptual simplicity.

Maslow’s hierarchy is a pyramid of needs that need to be fulfilled in a particular
sequence before the individual can be motivated by the next need. The lowest moti-
vators involve physical survival and security. From there, in ascending order, are
affiliation, esteem, and self-fulfillment or self-actualization, which is the highest-
level motivator. If people fear for their survival, they cannot be motivated by the
higher-level motivators until their need for safety is first met. This theory has appli-
cability to setting up innovation teams and special innovation organizations. If peo-
ple who are invited to join these organizations are genuinely fearful that failure
may be a career-killer, appealing to them by offering attractions such as rewards,
status, and fulfillment may fail. These higher-level motivators will only influence
them if their concerns about career risk can be assuaged.

Frederik Hertzberg, Bernard Mausner, and Barbara Snyderman (1959) proposed
the Two-Factor Theory after conducting interviews with a couple hundred engineers
and accountants.158 The essence of the theory is that some factors are motivators,
and some are hygiene factors. Motivators are intrinsic job factors that give positive
satisfaction, such as rewarding work, status, and self-realization. Hygiene factors,
that can be also thought of as maintenance factors, are extrinsic to the job itself
and include things such as salary, management practices, and company policies.
When workers have a positive view of these, the factors do not motivate, but a neg-
ative view of hygiene factors cause dissatisfaction. With two factors that can be ei-
ther high or low, there are four possible combinations; high hygiene and high
motivation is the ideal. Where there is high hygiene and low motivation, workers
do not complain but just see the job as a paycheck. This is obviously not conducive
to innovation. Where there is high motivation but low hygiene, workers find the job
rewarding but are experiencing many irritants that they complain about. Innova-
tion projects have a risk of falling into this category if work conditions, supervisory
practices, and rewards are not in line with the ambition of the contribution they are
supposed to make.

Shortly after Herzberg, Douglas McGregor (1960) put forth his Theory X and
Y.159 It contrasts different management styles within different contexts. Theory X
entails tight control of subordinates while Theory Y entails presenting a rewarding
environment to motivate workers to exhibit the desired behavior.
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Then, David McClelland and Eric Johnson (1961) proposed the Need for Achieve-
ment Theory,160 which states that there are only three human needs: achievement,
power, and affiliation. McClelland’s concept of achievement is related to Herzberg’s
motivators. McClelland’s socially acquired needs, power and affiliation, are similar
to Maslow’s needs for affiliation and esteem.

Victor Vroom’s (1964) Expectancy Theory highlights the fact that individual
workers will make a calculation about the linkages between the effort that they put
in, the expected outcome or performance due to their efforts, and the rewards that
would come their way if the desired performance were achieved.161 There are two
linkages in this chain: First, workers have to believe that their efforts will result in
the desired performance. Second, workers have to believe that good performance
will get them personally rewarded. This is a useful framework to consider when or-
ganizing for innovation performance. Team members will be motivated if they
judge that their efforts will lead to performance and if they can reasonably expect
to be rewarded for such performance. If either or both links break down, the inno-
vation team may suffer from motivation problems.

While there is no unified theory of motivation, there are substantial similarities
between these theories. The traditional motivation theories above have been devel-
oped largely with a production workforce in mind, which raises the question as to
what, if anything, may be different for innovation team members.

Being part of an innovation team working on an exciting cutting-edge product
that would bring value to customers will activate the higher-order motivators. But
these motivation theories do not address what may discourage people from wanting
to join such a team, especially if it is a temporary team working on a project that has
no guarantee of success, as is the case for radical innovations and corporate startups.
Vroom’s Expectancy Theory points to a potential motivation pitfall with an innova-
tion assignment. Both Vroom’s linkages are uncertain – the outcome and the reward.
This situation of high uncertainty creates career risk for a worker considering an in-
novation team assignment – leaving a safe, predictable role in the organization to go
work on a project that may not succeed and for which there may be no reward.

In practice, addressing career risk is the most important additional part of moti-
vating people to work on innovation projects. Executives have to assure prospective
innovation team members that no matter whether the project is successful or not,
they will still have a place in the organization, and that it will not reflect poorly on
their performance if the project fails. In fact, performance has to be rewarded even
when the desired innovation outcome was not achieved. This is easier said than
done, given how most large organizations’ performance management systems work,
but removing the fear factor is vital if the best talent is to be attracted to important
innovation projects.
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Fundamental Organizational Challenges

The existential challenge of innovation in established organizations is that it is dif-
ferent from typical operational activities. The well-oiled engine of a modern corpo-
ration is designed to run only in one way, and to reject variation and inefficiency,
as was explained in the discussion on efficiency earlier in the chapter. Innovation,
on the other hand, requires trying out different ways of doing things, and being
willing to tolerate some waste when some ideas do not work. As a result, it requires
a different leadership style. In many situations, organizations decide that innova-
tion is so different from their normal activities that it also requires ringfencing into
a dedicated structure, though that type of solution brings new challenges of its own
as will be explained below.

Academic research into organizational theory and innovation provides further in-
sight on the exact nature of this problem. Michael Tushman and Charles O’Reilly
(1997) first suggested ambidextrous organizations as a solution to the challenge of
managing the existing business alongside managing innovation.162 They argued that
successful innovation organizations are ambidextrous in the sense that they can han-
dle both evolutionary and revolutionary change. Ambidextrous organizations can
learn through variation, selection, and retention. Such organizations can promote
variation by eliminating bureaucracy and encouraging autonomy, experimentation,
and risk taking. But they can also select winning innovations and successfully exe-
cute them. Tushman and O’Reilly acknowledged that managing innovation streams
successfully means managing the contradictions inherent between these two styles.
An ambidextrous organization effectively handles the Darwinian process that Schum-
peter envisioned, which comprises both variation and selection activities.

A further contribution to understanding and managing the tensions inherent in
innovation leadership was made by Kathrin Rosing, Michael Frese, and Andreas
Bausch (2011).163 They point out that innovation requires two different-in-kind activi-
ties, exploration and exploitation, and the flexibility to switch between those two ac-
tivities. This is because innovation requires two different processes: creativity and
implementation (execution). Creativity is associated with exploration, and implemen-
tation with exploitation. Exploitative leadership is what is required for a production
organization with settled processes and outputs where rules have to be followed,
risks have to be minimized, and variances have to be minimized. On the other hand,
explorative leadership is required for innovation situations where experimentation,
doing things differently (variance in behavior), risk taking, and searching for differ-
ent solutions are encouraged. Being able to manage in both styles is termed ambidex-
trous leadership, a metaphor for the ability to balance explorative and exploitative
management.

Exploitation requires closing behaviors, and exploration requires opening behav-
iors. Closing in this sense means streamlining processes and narrowing down options
so that variances are minimized and goals that are set are achieved. Opening means
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encouraging doing things differently and experimenting, allowing room for indepen-
dent thinking (Rosing, Frese, and Busch 2011).164

The differences between the two styles are summarized in Table 4.1.

The exploration-exploitation duality needs to be managed in two different organiza-
tional contexts: The first is innovation of new offerings and processes versus the
larger part of organizational activities that are concerned with delivering the cur-
rent offering in the usual ways. The second is within the innovation initiative or
project itself, which requires both creativity (linked to exploration) and implemen-
tation (linked to exploitation). Successfully completing an innovation project re-
quires the team and innovation leadership to manage both, and to know when to
be creative and when to implement. The innovation roles introduced in the next
section will further illustrate this.

Yan Chen (2017) further contrasted the different logics of exploitation versus
exploration.167 Exploitation assumes that the firm has complete information about
external opportunities and internal capabilities. Exploitative firms, therefore, like
to work within well-established frameworks under which the problems they will en-
counter are well understood and the solutions defined. A way of accommodating
both these modes, exploration, and exploitation, inside an organization needs to be
found. Chen (2017) observed that the three solutions that are commonly found each
have its drawbacks:
– Contextual ambidexterity. In this format there is a specific organizational con-

text that indicates to employees that they may switch from exploitative to ex-
plorative mode. The most obvious way to do this is allotted time. Alphabet
(parent of Google) gives engineers 20 percent free time to work on exploratory
projects. But even Alphabet has found that for highly explorative initiatives far
from its core, more exploration time is required, which is why it has dedicated
organizational units for its moonshot initiatives.

– Sequential ambidexterity. This is a project-level solution where designated times
are set aside for exploration and other times for exploitation. Earlier on in the

Table 4.1: Exploitation versus Exploration.

Exploitation Exploration

– Reducing variance in behavior
– Adherence to rules
– Risk avoidance
– Closing behaviors
– Evolutionary change

– Increasing variance in behavior
– Experimentation, doing things

differently
– Risk taking
– Opening behaviors
– Revolutionary change

Source: Compiled from Rosing, Frese, and Busch (2011)165; Zacher and Rosing (2015).166
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project there will typically be a higher proportion of time for exploration. While
effective at the project level, this solution does not translate to the organiza-
tional level.

– Structural ambidexterity. This is the typical organizational solution of separate
business units or groups explore, others only exploit. The drawback of dedicat-
ing some business units to exploration and some to exploitation, is that it pla-
ces the burden of ambidexterity squarely on the top executives to which both
explorative and exploitative units report.168

In order to overcome the problems with each of these solutions while taking advan-
tage of their strengths, Chen (2017) proposes a hybrid model called dynamic ambi-
dexterity, which is structural at the corporate level, contextual at BU level, and
sequential at project level.169

While Chen’s solution may be a decent general rule of thumb to start with, each
organization must find its own optimal organizational design and develop its own
internal processes to make it work. In my own research and experience, there is no
perfect innovation structure that works for everyone. There is no escaping the burden
of ambidextrous leadership, which requires a diverse set of skills and the willingness
to shift modes by whoever is at the integration point between explorative and exploit-
ative activities. The burden of structural ambidexterity always falls on a leader at
some level of the organization, whether at the top, middle, or bottom. All innovation
project leaders need individual ambidexterity, given that each innovation project will
comprise a mix of explorative (creative) and exploitative (implementation) activities.
In fact, any leaders who have both explorative and exploitative activities reporting to
them need ambidexterity. This means that ambidexterity is a definite requirement for
the CEO and other senior leaders who have both innovation and operational groups
reporting to them.

Innovation Organizations and Team Roles

Special innovation organizations should be created only for valid reasons, not simply
as a reflex solution to innovation problems or bottlenecks that may have other, less
drastic, remedies. The most common rationale for creating a special innovation orga-
nization can be explained with the use of the three-horizon framework introduced in
Chapter 1. H1 is the core of the business, which is built and managed for efficiency
and can only handle incremental innovation to existing product lines. A special inno-
vation organization is tasked with pursuing radical innovations associated with H2
and H3, and can be viewed as a radical-innovation generator. While the special inno-
vation organization is built for radical innovation, it cannot scale the innovation on
its own and for that, it needs the core (the parent). Additional reasons for considering
a separate special innovation organization are:
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– Obtaining consumer or user insights not available in the core
– Adopting and adapting new or emerging technologies alien to the core
– Collaborating extensively with external parties (e.g., external networks, part-

nerships, JVs)
– Identifying and pursuing entirely new business opportunities
– Establishing a footprint in new or emerging markets
– Scaling innovations faster than the core is equipped to do

The original special innovation organization with its own set of rules, is the famous Lockheed
Skunk Works®, an official pseudonym for Advanced Development Programs (ADP). The Skunk
Works® was conceived by Lockheed chief engineer, Kelly Johnson, in 1943 to rapidly develop
U.S. jet technology after the first jet-powered German fighter-bomber (the Messerschmitt Me
262) had appeared. Johnson promised the first prototype jet in 150 days, and his engineers de-
livered in 143 days. Four years later, the U2 spy plane came out of the Skunkworks, and later its
successor, the SR71 Blackbird. Decades later, the first stealth plane, the F-117 Nighthawk –de-
buting operationally during Operation Desert Storm in 1991 in a first-strike role – also came out
of the Skunkworks (Lockheed Martin 2022).170 When founding the Skunk Works®, Johnson had
insisted on substantial freedom from central decision-making, which was codified in Kelly’s 14
Rules & Practices, the first of which delegates the Skunk Works® manager complete control and
guarantees a reporting relationship to a division president or higher. Other key elements are
separate offices, a much-reduced team size, a simplified engineering design system, and its
own contracting authority.

Eager to capture the magic of startup innovation inside their own organizations,
and fearful of getting disrupted by startups who can easily adopt business models
based on new technologies, many established companies have launched corporate
innovation labs. The idea is usually to replicate a startup environment inside a big
company. There is a proliferation of these innovation labs with companies ranging
from Cisco and HP in the technology industry, to CapitalOne and State Farm in fi-
nancial services; to Staples and Lowes in the retail industry, all operating various
versions of innovation labs.

The term “innovation lab” is often used for a special innovation unit, but there
are other names, from the generic “innovation center” to more catchy names such
as “garage,” which tend to follow trends set by companies considered to be leaders
in innovation. An innovation lab can mean many things to many people, from a fully-
fledged Skunkworks® to nothing more than a marketing showcase for customers; or a
faddish office with bean bags, foosball tables and standing desks to recruit younger
talent or improve morale. It is not the name of the facility that matters, but the sub-
stance: What its mission is, what it is empowered to do, and what its relationship with
the parent is.

In recent years, the use of innovation labs in the public sector has also in-
creased. Such public-sector innovation (PSI) labs typically apply new approaches
borrowed from the private sector, in particular design thinking, for the purpose of
better policy and service design. Their activities are part of a movement in the
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public sector to pursue a more entrepreneurial orientation. After a survey and anal-
ysis of such labs around the world, Michael McGann, Emma Blomkamp, and Jenny
Lewis (2018) identified four main archetypes:171

– Design-led labs that apply design thinking and its user-centric methods to pol-
icy design

– Open government labs that apply new digital tools to open and interrogate pub-
lic datasets

– Evidence-based labs that focus on the application of rigorous evaluation techni-
ques and randomized control trails (RCTs) to inform evidence-based policies

– Mixed-method labs that have no discernable methodologies

Many special innovation structures created with the best of intentions fail. Failure is
often preceded by several symptoms or warning signs, each worthy of immediate inter-
vention. There may be execution failures with a once-promising concept disappointing.
Milestones may be slipping because of resource bottlenecks. The relationship with the
parent may be fraught, with the innovation unit perceived as a black box within the
parent organization, and needing the innovation unit to work too hard to sell back its
innovations to the parent, or failing to leverage the scale of the parent.

The root causes of innovation-organization failure are often a lack of strategic
focus and alignment with the parent’s strategy. Another trouble area is lack of leader-
ship support within the parent, and insufficient delegation of power to the innovation
unit to make and follow its own rules. On the other hand, too much separation from
the parent may call into question the very existence of the innovation unit, as will an
inability or disinterest in leveraging the core assets of the parent.

The interdependence between the organization and its parent cannot be denied
and should be actively managed and nurtured so that it is a true partnership. It is
essential to have a clear charter and governance structure with a steering commit-
tee (“steerco”) representative of the parent. C-level sponsorship from the parent is
vital. Personnel rotation can mitigate an us-versus-them mentality. Budgets and
cross-charging mechanisms should be designed to align incentives on both sides.

There are a number of major design choices to be made when designing a spe-
cial innovation organization, including:
1. A strategic mission or objective directly linked to parent’s growth strategy
2. The choice of geographic location and office and/or technical facility
3. Governance and reporting relationships
4. Decision-making rights, particularly the parent’s role in major decisions
5. Details of parent CEO involvement (both formal & informal)
6. Operating model (spelled out in a Playbook)
7. Staff capabilities, selection, and incentives

No matter what the outer organizational shell is, any innovation project is pursued at
the team level. IDEO founder Tom Kelley has popularized the idea that innovation
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team members need to take on different types of personas (or “faces”) to bring a truly
creative idea to fruition. These personas are introduced in the book, The Ten Faces of
Innovation: IDEO’s Strategies for Beating the Devil’s Advocate & Driving Creativity
Throughout Your Organization (Kelley and Littman, 2005).

Kelly defined these personas based on his observations of what roles people can
play to foster innovation and ideas. He emphasizes the need to counter the inevitable
naysayers, represented by the undesirable devil’s advocate persona (not one of the
10), who are always quick to raise questions and state concerns that kill new ideas
and projects in their infancy, while not claiming any personal responsibility.

There are three types of personas: learning personas (creative roles) that can be
closely associated with explorative behavior, organizational personas (implementa-
tion roles) that can be associated with exploitative behavior, and building personas
that perform a mix of creative and implementation tasks (see Table 4.2).

While these personas need to be kept in mind to assemble a balanced team, not
every innovation team will have individuals who will naturally default to each of
the ten behaviors. The point of the personas is that these are all roles that need to
be played to complete the innovation project with its mix of creative and implemen-
tation activities. When teams are cognizant that these specific roles need to be
played, they can agree ahead of time who on the team will play which roles. If there
is no one who is a natural fit for a particular persona, the person who is best able to
stand in for that persona should deliberately take on that role. For instance, if no
natural hurdler can be found on the team, the most organized person should be
designated to play the hurdler persona. Otherwise things may simply not get done.

Table 4.2: IDEO’s Ten Faces of Innovation.

Learning Personas Organizational Personas Building Personas

– Anthropologist – does
field work to observe how
users interact with
products and services

– Experimenter – models
and tests new ideas

– Cross-Pollinator – draws
associations and
connections between
seemingly unrelated ideas

– Hurdler – solves problems
and perseveres despite
setbacks

– Collaborator – coaxes
people out of their silos to
make the team function
better

– Director – understand the
big picture and motivates
others

– Experience Architect –
creates individual
customer experiences

– Set Designer – livens up
the workspace to stimulate
creativity

– Storyteller – captures the
imagination with
compelling narratives

– Caregiver – exercises
empathy to understand
each customer and create
relationships with them

Source: IDEO (2022).172
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An issue not specifically addressed by the IDEO framework is what the impact
of creative conflict is on the performance of innovation teams. Various observers
have suggested that creative conflict among artists – such as between Paul McCart-
ney and John Lennon of the Beatles – enhances creativity, but there has so far not
been much of a scientific basis for that belief. However, recent National Aeronautics
and Space Administration (NASA) research reported in The Economist (2021) sug-
gests that there is something to this hypothesis. In preparation for an eventual
manned voyage to Mars – which would entail an 18-month round trip as well as
a year spent on the planet – NASA has been doing research into the dynamics and
performance of small, closely knit teams. At the Johnson Space Center in Houston,
NASA built a structure that simulates space missions and in which they can observe
the crew members confined together. One of their recent insights was that avoiding
conflict can discourage the creative frictions that generate newer and better ideas.
Interpersonal conflict is problematic, but conflict over ideas and how to perform
tasks can be helpful and lead to better outcomes.173

When selecting individuals for innovation teams – whether through external re-
cruiting or internal assignments – one of the most important attributes to screen for
beside a particular skill set is intrinsic motivation. According to Harvard professor
Teresa Amabile (1988), a noted creativity researcher, intrinsic motivation is visible
when people are personally intrigued and challenged by the innovation opportu-
nity. Such people are more likely to produce creative work than otherwise-qualified
people who are not so motivated. A natural curiosity is a very important related
trait. Another thing to look for when staffing an innovation organization is for peo-
ple within the existing organization who are already exhibiting creative behavior.
No matter how much of a creativity desert an organization is, there is almost always
some oasis of creativity to be found inside it.174

The Elusive Concept of an Innovation Culture

The existence of an innovation culture is hard to measure scientifically, but several
academic attempts have been made. For example, Timothy Michaelis, Roberly Aladin,
and Jeffrey M Pollack (2018) reviewed several previous definitions and measurements
of innovation culture, each comprising multiple elements, before synthesizing their
own, comprised of nine elements. They tested the nine elements – each element in
turn comprised of multiple practices – and found a strong correlation with new prod-
uct success.175 The problem, however, is that several of their measures that have been
assigned cultural-sounding names are actually made up of constituent items that are
too often noncultural, but easy to measure. For example, “democratic communica-
tion” was measured by whether the team has a dedicated space on the firm’s intranet
and uses video conferencing and groupware. While leadership and collaboration
measures were more properly measured by testing observed behaviors of managers
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and colleagues, the overall supposed culture measure is hardly more than an assess-
ment of whether certain innovation capabilities are in place and best-practice pro-
cesses are followed. This example also points to the methodological difficulties of
measuring culture inside organizations.

Organizational executives like to talk about innovation culture and agonize over
whether one exists in their organization. But trying to create an innovation culture
prior to starting to innovate is putting the cart before the horse. An innovation culture
is a result, not a prerequisite. It is a byproduct of successful innovation, not an input.
In my opinion, the ingredients for success are simple, but not easy. They are:
– Leadership: As with any other corporate endeavor, innovation needs to be led

from the top down; otherwise it won’t happen.
– Permission: People are naturally innovative and creative, but years of rigorous

academic study and efficiency-driven management methods have inhibited
these capabilities. Leaders need to establish a permission space (with proper
guardrails) for innovation.

– Capabilities: There needs to be an innovation process that everyone under-
stands and can follow, whether it is conventional or more startup-like (see
Chapters 7 and 8), and people need to be trained on it as well as key aspects of
creativity (e.g., how to run a proper brainstorming session).

When these three things are in place, innovation can happen and an innovation
culture will result, with each success strengthening the culture and making subse-
quent innovation easier.

Chapter Summary

– People fear creativity because they associate it with uncertainty. The human
brain’s preference for efficiency is an additional impediment to creative thinking.

– Creativity requires the brain to be jolted by new ways of thinking, new experi-
ences, and new information. Many techniques can accomplish this goal, if
properly applied.

– Innovation starts with a proper problem statement of how to help a particular
user overcome a particular problem. Combining insights from different fields
can lead to novel solutions.

– Design thinking is a human-centered innovation approach that focuses on user
needs and emphasizes rapid experimentation to arrive at the best solution.

– The efficiency legacy of the last century often hinders creative thinking and in-
novation because it abhors variation and any form of waste.

– Understanding what motivates workers and what discourages them is essential
to attracting talent to innovation initiatives.
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– It is very challenging for an established corporation and for its leaders to juggle
both explorative activities associated with creativity, and exploitative activities
associated with efficiency in operations. An ambidextrous leadership style is re-
quired to juggle both types of activities.

– A well-functioning innovation team requires team members to take on multiple
roles, and diversity makes innovation teams stronger.

– Dedicated innovation organizations are not a panacea for success and often fail
to achieve their goals. If such organizations are to succeed, their goals, gover-
nance, resourcing, and relationship with the parent organization need to be
carefully deliberated.

– An innovation culture is not the starting point but the end point of innovation
success.

Suggested Exercises and Assignments

– Share your experience with pushback to innovation and creativity within or-
ganizations that you worked for. What types of creativity biases did you
encounter?

– Research the SCAMPERxxii brainstorming method for generating new product or
service ideas by using the current product or service as a starting point. Pick a
product or service that your organization currently offers and run it through
each of the SCAMPER steps with your team. Report back on the insights you
gained and any innovation opportunities that you have identified.

– Explain the organizational challenges arising from the need to pursue Horizon
1, 2, and 3 innovations in parallel within one organization. What suggestions
can you offer for organizations to overcome these challenges? Use brief exam-
ples to illustrate your points where possible.

Recommended Further Reading

Abraham, Anna. 2018. The Neuroscience of Creativity. Cambridge, UK: Cambridge University Press.
Berkun, Scott. 2010. The Myths of Innovation. Sebastopol, CA: O’Reilly Media.
Boyd, Drew, and Jacob Goldenberg. 2013. Inside the Box: A Proven System of Creativity for

Breakthrough Results. New York: Simon & Schuster.
Buchholz, Christian, and Benno Aerssen, eds. 2020. The Innovator’s Dictionary: 555 Methods and

Instruments for More Creativity and Innovation in Your Company. Berlin/Boston: Walter de
Gruyter GmbH.

xxii Substitute, combine, adapt, modify, put to another use, eliminate and reverse.
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Gailly, Benoi ̂t. 2011. Developing Innovative Organizations: A Roadmap to Boost Your Innovation
Potential. Houndmills, Basingstoke, Hampshire: Palgrave Macmillan.

Kaufman, James C., and Robert J. Sternberg. 2019. The Cambridge Handbook of Creativity. Second
edition. Cambridge, UK: Cambridge University Press.

Kelley, Tom, and Jonathan Littman. 2005. The Ten Faces of Innovation: IDEO’s Strategies for Beating
the Devil’s Advocate and Driving Creativity Throughout Your Organization. New York:
Currency/Doubleday.

Penker, Magnus. 2021. Play Bold: How to Win the Business Game through Creative Destruction.
Leaders Press.

Wisnioski, Matthew H., Eric S. Hintz, and Marie Stettler Kleine. 2019. Does America Need More
Innovators? Cambridge, MA: MIT Press. (Free online version available via Open Access:
https://direct.mit.edu/books/book/4198/Does-America-Need-More-Innovators)
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Chapter 5
Open Innovation and External Collaboration

No organization can effectively innovate today by only relying on internal resources
and expertise. An organization may also benefit in financial and other ways by shar-
ing its knowledge with external parties, instead of keeping it locked up inside. The
concept of open innovation, therefore, encompasses both incoming and outgoing
knowledge flows. This chapter explains how much additional value can be created if
organizations extend their innovation collaborations beyond their organizational
boundaries.

The chapter starts by comparing closed (traditional) and open innovation. The
main principles of open innovation, as well as the major types of open innovation,
are explained. The roles that the main actors – the public sector, the financial sec-
tor, businesses, academia, and citizens – play in the open-innovation ecosystem
are introduced. While open innovation holds much promise, there has also been
many false starts. The common stumbling blocks to open innovation success are
pointed out, and practical advice is given on how to design a well-functioning
open-innovation program.

Government agencies also rely on open innovation to execute their missions.
Some examples of public-sector open-innovation programs are provided followed
by a discussion on the challenges faced by government agencies who wish to pur-
sue open innovation.

Open versus Closed Innovation

Open innovation (OI) as a defined term is fairly recent, though many of the practi-
ces now associated with open innovation have been around for a longer time. Open
innovation entails much more than obtaining external ideas and technologies for
your product development and innovation activities; it also involves a total para-
digm shift in how you think about bringing your products to the market and about
what creates value for your organization. In order to appreciate this important
point, it is necessary to go back to the origin of the concept.

Henry Chesbrough (2006) famously coined the term open innovation in his epony-
mous book, and he has continued to be one of the thought leaders in this area. Ches-
brough created the term open innovation as the anthesis of the way things were
previously done, which he called closed innovation. In closed innovation, firms do all
their R&D inhouse, using it to develop new products for their current markets. Studying
Xerox’s famous Palo Alto Research Center (PARC) and its spinoffs, Chesbrough became
intrigued with why so many good ideas and ground-breaking technologies emerging
from PARC were not commercialized by Xerox, but instead ended up enriching the
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shareholders of other companies. For example, the graphical user interface (GUI) was
first commercialized in the Apple Macintosh computer, and PARC’s Bravo word proces-
sor became the ancestor of Microsoft Word.176

Xerox was a highly successful company, making its money in the office photo-
copier market, when it founded PARC in 1970 to give it a foothold in what Xerox
correctly predicted would be the coming computer revolution. Its R&D programs
were well-managed, yet the value of its inventions in independent spin-offs compa-
nies (typically started by former employees) greatly exceeded the value of those in-
ventions to Xerox itself. (Xerox was generous to allow researchers who worked on
technologies that it decided not to pursue, to take those projects with them when
they left the company.) Chesbrough calculated that by the year 2000, the market
value of the top 10 spin-offs using Xerox technology would be more than twice that
of the entire Xerox company itself. In Chesbrough’s analysis, informed by over a
hundred interviews with present and past PARC employees, the reason that Xerox
passed on so many promising technologies coming out of PARC was that these tech-
nologies could only come to fruition and create value in a different context. First,
these technologies typically had applications outside of Xerox’s current market and
customer base, which is why they got rejected by Xerox management. Second,
Xerox was a vertically integrated company, but the independent startups that spun
off its technologies could not afford to be. They were forced to come up with new
business models to commercialize those technologies, including making their sys-
tems interoperable with those of other companies. And the technologies spun off
from Xerox typically went through major transformations outside of Xerox before
they became commercially viable, transformations that would not be possible in-
side Xerox (Chesbrough 2006, 11–19).177

As Chesbrough (2006, 11–19) points out, resolving uncertainty about both the
market and technology cannot be done in the conventional Stage-Gated model (see
Chapter 8 for an introduction to the model) used by Xerox. It requires making a pro-
totype quickly and trying it out in different markets to get feedback, an approach
we would today call the Lean Startup model (the Lean Startup is introduced in
Chapter 6). Large companies like Xerox find this kind of market experimentation –
trying out new technologies in new markets – very hard to do. Xerox’s businesses
were focused on growing in their current markets. They actively practiced early test-
ing of new technologies within their existing customer base by inviting customers
to the PARC facility. However, they got the wrong feedback on promising technolo-
gies outside of their market since customers could not relate to them.178

This is another manifestation of Christensen’s Innovator’s Dilemma. Being overly fo-
cused on current customers while missing the potential of new technologies is the same
flaw that leaves established companies open to disruptive innovation, as described by
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Christensen (1997).179 Christensen’s thinking no doubt influenced Chesbrough in this re-
gard. (Disruptive innovation was introduced and explained in Chapters 1 and 2.)

Chesbrough (2006, 11–19) presents open innovation as the new paradigm suitable
for the modern knowledge economy. Closed innovation emerged out of a knowledge
landscape a century ago, when expertise and knowledge were much less abundant. It
made sense to centralize the R&D organization internally to create a critical mass of
expertise. However, today, knowledge is abundantly available. Suppliers often have
deep expertise. Skilled workers are widely available and move much more often be-
tween companies than in the previous century. Venture capitalists and angel investors
are willing to provide capital to develop ideas that have yet to be proven. Knowledge
itself is now at the stage of diffusion, from scientific databases and journals that are
easily accessible online, to academic institutions all over the world full of professors
with deep expertise supported by graduate students. Huge numbers of patents are
now held by non-U.S. companies. This drastically changes the role of the internal
R&D department. Today, these R&D departments exist to find, select, and synthesize
the information needed for product development, and to do research only on the miss-
ing pieces that cannot be found elsewhere. They can also directly generate revenues
for the enterprise from selling research outputs, rather than final products, to other
firms.180

Chesbrough’s early, concise definition of open innovation was:

Open innovation is the use of purposeful inflows and outflows of knowledge to accelerate in-
ternal innovation, and expand the markets for external use of innovation, respectively.181

(Chesbrough 2006, 2)

Later, Chesbrough updated and expanded his definition of open innovation as
follows:

Open innovation is a distributed innovation process that relies on purposively managed
knowledge flows across organizational boundaries, using pecuniary and nonpecuniary mech-
anisms in line with the organization’s business model to guide and motivate knowledge
sharing.182 (Chesbrough 2017, 35)

This definition signifies an innovation process enabled and enriched by knowledge
flows occurring both ways: inside-out and outside-in, as Chesbrough would call
them. Outside-in means incorporating external knowledge as inputs into an organ-
ization’s innovation processes. The outside-in part is too often conflated with open
innovation as a whole, a misperception that Chesbrough was keen to correct. The
inside-out part of open innovation, which is just as important, involves the organi-
zation allowing knowledge that it cannot fully exploit itself to be used by other or-
ganizations and businesses (Chesbrough 2017, 35–38).183 This may take the form of
actively selling intellectual property (IP), along with buying it when needed. The
implication is that a good IP strategy needs to be part of any open-innovation
strategy.
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The determination as to which knowledge should be kept, and which should be
released, what IP to buy and what to sell, will ultimately be influenced by the business
model the organization has adopted. The business model is what determines how
value is created by an organization (see Chapter 6). Chesbrough has also suggested
that the inventive output of a firm should not be restricted to the current business
model – which is only to have “first right of refusal” – but that it must have the oppor-
tunity to go to market via alternative channels (Chesbrough 2006).184

In contrast with Chesbrough’s rather academic definition, I propose a hopefully
noncontradictory, but perhaps more practical, definition:

Open innovation happens when organizations go beyond their external (and/or
internal) boundaries to access and exploit valuable ideas, knowledge, and technol-
ogies that are not available within the confines of their usual organizational bound-
aries, and to share knowledge and technologies that can be better exploited by
others.

More Types of Open Innovation

The early 2000s brought forth a rich set of new collaboration models, which could
be included under the open-innovation umbrella. Several prominent authors ad-
vanced new innovation models based on what they were already seeing happen in
industry, as well as in the consumer and user world.

In his book, Democratizing Innovation, which was published contemporane-
ously with Chesbrough’s book on OI, Eric von Hippel (2006)185 points out that the
users of products and services are increasingly able to innovate products and serv-
ices for themselves. This is enabled by the design capabilities (innovation toolkits)
made possible by advances in computer hardware and software, and by the inter-
net, which enables groups of individual users to combine forces and coordinate
their innovation activities.

Another component now included in OI is crowdsourcing, a concept popularized
by James Surowiecki (2005) in his book, The Wisdom of Crowds.186 Surowiecki argues
that large groups of people together can be smarter than an elite few, and can come
up with better solutions to problems, superior innovations, and even predictions
about the future. In innovation, crowdsourcing has become an ideation technique in
which large groups of employees, customer, users, or the public participate, typically
via an online platform. Crowdsourcing is also used to outsource work to a large net-
work by appealing to people to contribute to the project independently, usually for
free. For example, professional astronomers are using citizen scientists to help them
scan and interpret a now endless stream of images and measurements of the universe
from new telescopes and sensors (Hadhazy 2016).187

Coimbatore Prahalad and Venkat Ramaswamy (2004) point out that in today’s con-
nected, data-rich world the role of the consumer in the industrial (and innovation)
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system has changed from isolated, unaware, and passive to connected, informed and
active. Co-creation is not just another open-innovation model, but a new way of creat-
ing value.188 Prahalad and Ramaswamy (2004) define four key building blocks of co-
creation (the so-called DART model) which may be combined to yield different models
of co-creation:
– Dialogue: This refers to a two-way exchange of information between companies

and customers, implying shared learning between equal problem solvers.
– Access: This entails providing both information and tools to customers that

allow customers to access data on design and manufacturing.
– Risk assessment: The risk is the probability that the consumer may be harmed.

Managing such risks associated with using products or services require a prop-
erly balancing of informed consent on the side of consumers and acceptance of
responsibilities on the producers’ side.

– Transparency: The traditional advantages of information asymmetry between
firms and consumers enjoyed by producers are disappearing as information on
products, technologies, prices, and costs are becoming more accessible.189

Co-creation is an activity done with others. The term co-creation ecosystem has be-
come popular to describe collaborations with a defined set of partners on specific
types of solutions and concepts. Sometimes, there is one large central player, a big
company, who collaborates with many smaller players, that could be startups. For
example, Johnson & Johnson has set up labs and innovation centers that host start-
ups around the world, and estimate that they have obtained $5 billion in value
from follow-up startup investments as a consequence (Innovation Leader, 2019).190

An analysis of the rate of collaboration on U.S. triadicxxiii patents suggests that
about 10 percent of inventions involve an external co-inventor, and about 23 percent
involve external collaborators who are not listed as co-inventors (Walsh, Lee, and Na-
gaoka 2016). Following the usual Schumpeterian model where the first stage is inven-
tion and the second stage is innovation, the researchers also suggest that the nature
and effectiveness of external collaboration may be different in the invention stage than
in the innovation stage.191

Corporate-startup collaboration combines the nimbleness of a potential high-
growth startup with the resources of a large, established company. Startups can ben-
efit from capital injections from established companies as well as access to several
types of corporate resources. The established company gets access to new technolo-
gies and entrepreneurial talent, and early insights into new market innovations that
may have the potential to transform their industry. Consultants at Fuel, a consulting
company (owned by McKinsey & Company) that specializes in startups, estimate that

xxiii Patents filed in Japan and the European Patents Office and granted by the USPTO. Having a
patent filed in multiple jurisdictions is a proxy for patent quality.

More Types of Open Innovation 97

 EBSCOhost - printed on 2/8/2023 1:15 PM via . All use subject to https://www.ebsco.com/terms-of-use



75 percent of Fortune 100 companies now have an active corporate venture capital
(CVC) unit. The top three motives for larger companies to partner with startups are:
to get access to faster innovation and product development, to gain insights into new
technologies and previous unserved customer segments, and to gain insights to new
ways of working. The top three motives for startups are: to utilize the corporate part-
ner’s market access, to send a positive signal to the industry and investors, and to
gain the corporate partner as a future customer (Henz, Wang, and Sibanda 2020).192

In an innovation contest (also called tournament or competition), the organization
(the seeker) desiring a solution to an innovation-related problem posts this problem to
a population of independent agents (the solvers) and provides an award to the agent
who provided the best solution. There may be concerns that the larger the number of
solvers, the less incentive there would be for each solver to invest effort in a solution –
everyone but the winner receives no reward for their efforts. Economists have therefore
recommended using only two solvers. However, it has been demonstrated by Ter-
wiesch and Xu (2008) that the seeker benefits from a large population of solvers. The
reason is that the solvers’ underinvestment is outweighed by the benefits of receiving a
larger, more diverse set of solutions. Further mitigation is possible by awarding a per-
formance-contingent rather than a fixed price award.193

Given the complexity of the innovation process, it should be no surprise that
there has always been a role for intermediaries (also called middlemen, brokers, or
third parties) between the various actors. Intermediaries could be involved in any
of the Schumpeterian stages: invention, innovation, or diffusion. Jeremy Howels
(2006) offers the following generalized definition of an innovation intermediary:

An organization or body that acts an agent or broker in any aspect of the innovation process
between two or more parties. Such intermediary activities include: helping to provide informa-
tion about potential collaborators; brokering a transaction between two or more parties; acting
as a mediator, or go-between, bodies or organizations that are already collaborating; and help-
ing find advice, funding and support for the innovation outcomes of such collaborations.194

(Howells 2006)

There is a large variety of intermediary types active in the OI space. Many intermediar-
ies are associated with diffusion and technology transfer activities within the total OI
environment. Third parties can help to disseminate information and influence the
adoption rates of new technologies. They can also support the specification-writing, or
standard-setting, approach. A major role intermediaries play is that of matchmaker on
both ends of the technology transfer processes – helping to identify partners, selecting
suitable suppliers for technology building blocks, and aiding the deal-making process
between the parties. Technology or knowledge broker roles can extend beyond just link-
ing or matchmaking, but also help to transform and adapt the ideas and knowhow
being transferred.
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Open Innovation 2.0

In 2012, the European Commission set up an Independent Expert Group on Knowl-
edge Transfer. Their resulting report, Open Innovation Open Science Open to the
World – a vision for Europe (European Commission Directorate General of Research
and Innovation 2016), endorsed the concept of OI as a way for Europe to make bet-
ter use of its innovation talent and scientific knowledge.195 It emphasizes the role of
user innovation, a term coined by Eric von Hippel (2006),196 and combines that with
Chesbrough’s concepts of inside-out and coupled innovation models into a new
concept called Open Innovation 2.0.

Open Innovation 2.0 adds the user-innovation component as well as the con-
cept of co-creation happening in a well-functioning ecosystem (including crowd-
sourcing) to the original OI concept. Perhaps most instructive of this vision is the
roles that are defined for the respective actors, starting with the public sector. Other
key actors are the financial sector, which is to provide funding for the inherently
risky venture of innovation: the innovative businesses themselves; and academia,
where universities should act not only as producers of knowledge and skilled
human capital, but also as centers for co-creation. Most notably, it also envisages a
clear role for the citizenry in OI:

OI Goals, Models, and Processes

As with any endeavor in life, establishing clear goals at the outset are vitally impor-
tant for the eventual success of an OI initiative. Goals for OI may vary by organiza-
tion, but can typically be classified into three main categories:
– Market intelligence goals: Such OI goals support the innovation process at its

initiation and may include gaining new consumer insights and finding poten-
tially useful emerging technologies through technology scouting as well as sig-
naling to the market and particularly prospective partners that the organization
is investing in innovation in a specific area.

– Ideation and technology access goals: These OI goals support the development
of the innovation and its associated technologies, and may include accessing
new technologies and related research, diversifying sources of technologies
used in the innovation, tapping new ideas from outside, and generally lowering
the access costs to outside expertise.

– Development and commercialization goals: These OI goals include one or more
of the following: accelerating R&D, lowering the cost of the R&D, hedging R&D
risks by sourcing alternate technologies, and better testing of concepts, proto-
types, and products – for example, with future end users or by accessing impor-
tant technical test facilities outside of the organization.
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Depending on the goals of a particular OI program, multiple societal actors may be
involved in it apart from the organization that owns the OI program. Table 5.1 over-
views the main roles that various organizations and individuals in society play in
furthering OI.

Table 5.1: The Roles of the Different Actors in Open Innovation.

Actor Role

The Public Sector The public sector has a central role to play in promoting Open Innovation. First
and foremost it creates the regulatory environment in which all other actors
operate. It puts in place rules and tools that can incentivise an open circulation
of knowledge and cooperation among different actors with the aim to develop
and market innovative solutions. Secondly, it offers better modes of
coordination among the economic actors involved in order to enhance
productivity and value. Thirdly, it can create a demand for innovation, both
through the above-mentioned regulatory means and, for instance, through the
procurement of innovative solutions.

The Financial
Sector

Innovation can be a risky business, therefore accessing funding and / or
finance is not always easy for those who have innovative ideas. Building more
innovation-friendly financial instruments and institutions and promoting the
integration of existing funds and tools is essential to support Open Innovation.
It is important that investors of all kinds find their interest in investing in
innovation.

Innovative
Businesses

Businesses play a key role in innovating. In order to be able to bring
innovations to the market, they must be able to maximise their returns on the
resources allocated to innovating. This is the reason why it is important to
reduce European market fragmentation, while fostering faster market access
and development.

Academia Universities, Higher Education Institutions, and Public Research Organisations/
Research and Technology Organisations have a key role to play in the
innovation eco-system, not only as knowledge producers, but also as co-
creators and generators of skilled human capital. Challenges in this
component of the ecosystem include the co-creation capabilities of
universities, the design of incentives for academics when working with users
and the absorptive capacity of academic knowledge within firms.

Citizens Citizens, users and Civil Society Organisations have a central and transversal
role to play in bringing innovation to the market. They create a demand for
innovative products and services, they can fund and/or finance projects that
are relevant to them, they can be at the source of innovative ideas worth
spreading and scaling up and they can have a say in what research is
meaningful to them and can impact their lives.

Source: Directorate General of Research and Innovation, European Commission (2016, 17).197
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Oliver Gassman and Ellen Enkel (2004) built on Chesbrough’s open-innovation theory
to define three core processes at the heart of OI, which they call process archetypes:198

1. The outside-in process operationalizes the inside-outside concept defined by
Chesbrough. It entails the enrichment of the organization’s own knowledge
base through integrating external knowledge coming from suppliers, custom-
ers, and other sources.

2. The inside-out process entails profiting from transferring ideas outside of the
company – for example, by selling IP.

3. The coupled process involves coupling the former two processes by working in
partnerships or alliances where there is both give and take. Different organiza-
tions may rely more heavily on one of these processes than the others, depend-
ing on their business model and strategy.

Even more important than having the right process in place to support OI is that an
organization has to make the mindset change from closed to open innovation.
Some of the most important mindset changes are contrasted in Table 5.2.

The Openness of Innovation and Its Policy Implications

Carliss Baldwin and Eric von Hippel (2010) point out that the assumption in the tra-
ditional model of what they call producer innovation as the only model of innova-
tion can lead policymakers astray in a world that is increasingly making use of two
or more collaborative models of innovation, namely user innovation and open col-
laborative innovation.199

Table 5.2: Closed versus Open Innovation.

From (Closed Innovation) To (Open Innovation)

– Coming up with innovative ideas only in
your own R&D department

– Asking your best customers about their
needs and testing new product ideas only
on existing customers

– Asking “your neighbor” for help (e.g. a
university in the same town)

– “Doing it yourself” unless it is too
expensive

– Pushing a new product into the market

– Combining your own ideas with systematic
screens of “the world out there”

– Tapping participants along the full length of
value chain in for insights and
collaboration

– Scanning systematically for outside
contacts with optimal expertise

– Using a clear set of processes and criteria
to select external partners (including M&A,
licensing, venturing)

– Actively shaping the market through a
network of well-connected opinion leaders
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The basic assumption behind producer innovation is that the most important inno-
vations are developed by producers who then sell them to customers as goods or serv-
ices. In a free-market economy, producers must be able to aggregate customer demand
for their product. The producer-innovation model was also implicitly assumed by
Schumpeter and other economists who described the nature of innovation as a force of
endogenous growth, or as a driving force in monopolistic competition, most likely be-
cause they were commenting on the prevailing innovation processes they were observ-
ing at the time. The producer-innovation model was indeed valid for its time and
technology. The technological factors that dictated this model, making it cheaper to
design and produce standardized products in most of the 20th century, were:
– The scarcity of computing resources, which meant that the cost of creating indi-

vidualized designs was high
– The constraints of the processing technologies, which favored uniformity of

design
– The lack of appreciation and understanding of modular design methods
– The lack of cheap and fast communication technologies to distribute design

tasks among physically separated design participants200

However, today these constraints are not operative anymore, leading us to expect
more variation of innovation methods as well as final products. A survey of empirical
studies by Baldwin and Von Hippel (2010) highlights the importance of user innova-
tion: In fields as diverse as oil refining, scientific instruments, and semiconductor
manufacturing, user firms have performed a leading role in innovation. Between 6 to
40 percent of users are now involved in developing or modifying products.201

There is a distinction between open innovation (as per Chesbrough) and the
openness of an innovation (or innovation openness for short) that Baldwin and Von
Hippel (2010) focus on. They define an innovation as open when “all information
related to the innovation is a public good – non-rivalrous and nonexcludable.” For
example, open-source software meets these conditions and is perhaps the most
widely known example of an open innovation in the latter sense. This concept of
innovation openness should not be confused with the openness of the organization
doing the innovation.xxiv Policymakers have long assumed that such innovation
openness is undesirable to private innovators because it will reduce their ability to
profit from their innovations and hence, depress their willingness to invest in inno-
vation. Governments grant patents because they assume that the losses to society
incurred due to granting intellectual proper rights will be exceeded by gains from
increases in investment and disclosure of information that would otherwise be kept

xxiv For Chesbrough, “open” is an adverb modifying the verb, “innovation.” For Baldwin and Von
Hippel, “open” is an adjective modifying the noun, “innovation.” The first is about the nature of
the innovation process, the second is about the nature of the innovation itself.
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hidden as trade secrets. However, there is evidence that innovators freely reveal in-
formation about their innovations more often than these assumptions would pre-
dict. Innovators can benefit from revealing their innovations when others make
further improvements to the innovation or by obtaining a supply source for their
innovation at lower cost than in-house production. There are sometimes also posi-
tive network effects related to the increased diffusion of their innovation. The incen-
tive to reveal is reduced when competition is involved for the same end product or
customers. In the open-software industry (e.g., Linux), producers maintain two
models: open modules on which they wish to collaborate and closed modules on
which they compete (Baldwin and Von Hippel 2011).202

Today, the three models – producer innovation, user innovation, and open col-
laborative innovation – coexist with economics and technology determining the
most viable choice between them. The models may also be combined. The producer
model is still viable in some situations and have even made inroads in the software
industry where Software-as-a-Service (SaaS) is the ascendant model. In the case of
SaaS, the software producer can offer more software functionality at a lower price
to multiple users than could be developed by each of them on their own, or on their
behalf. It helps that SaaS software products are highly customizable on the front
end by their end users, even though they share a common software platform. SaaS
technology allows the benefits of both individualization and mass production,
which it is why it has become the dominant industry model for software delivery.

Hybrid models currently also thrive in industry. For example, in the case of inte-
grated circuits (microelectronics), most chipmakers do not operate their own semi-
conductor factories anymore. The reason for this is the enormous and ever-increasing
fixed cost of the latest chipmaking equipment, which can only be offset by aggregat-
ing demand across many firms. Semiconductor foundries perform extensive R&D to
perfect their new technologies (a form of producer innovation), which are then made
available through computer-aided-design environments for chip designers called pro-
cess design kits (PDKs). The PDKs enable chip designers at customer companies to
design unique chips by combining the many building blocks offered to them by the
foundries, and which can be manufactured by that particular foundry. Crowdsourc-
ing is another example of a hybrid model, where the producer innovator frames and
poses a problem, soliciting solutions from numerous third parties (the crowd), and
then picks the best solution offered.

OI Program Design Considerations

After initial enthusiasm for OI in the mid-2000s, some firms became disillusioned
with it because they were not realizing the benefits they expected, and the costs of
OI were higher than they anticipated. Of course, focus and execution is an impor-
tant part of making OI successful, and it takes time for organizations to build the
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capabilities and processes needed for OI. Furthermore, nothing in life is free, and
neither is operating an OI initiative.

It is important that the organization is willing to accept the reasonable costs
needed to achieve its OI goals, and that there is an approved budget for the mone-
tary costs and an acceptance of the time burden that comes with these initiatives.
Typical costs that organizations should expect depending on the particular OI activ-
ities are:
– Fixed search costs to find ideas and manage OI – for example, dedicated staff,

idea scouts
– Variable search costs – for example, travel expenses, conference fees, third

party services
– Idea screening costs – for example, meeting time
– IP protection costs – for example, lawyers, patent costs, negotiations, and

litigation
– Internal knowledge-sharing costs to keep staff informed – for example, IT tools

and staff time
– External knowledge-sharing costs – for example, publications, conferences,

and marketing material
– Transaction costs – for example, payment for technology or company acquisi-

tions, grants, and incentives
– Product management costs – for example, time to incorporate external inputs,

or redesign products

An underestimation of the costs of OI initiatives could easily lead to disillusionment
when such initiatives sap a lot of organizational bandwidth without delivering the
expected results. This can be avoided by properly designing OI initiatives from the
outset – and ensuring that in aggregate all the OI initiatives do not take too much
time and effort. A helpful mental model for thinking about the bandwidth demands
of any particular OI initiative is that the bandwidth required is the product of three
main factors:
– The Type of Relationship (R). A highly collaborative relationship will consume

much more bandwidth than a purely transactional relationship.
– The Scope of the Collaboration (C). The more ambiguous the scope of the collab-

oration, the higher the bandwidth requirement will be. A narrowly defined
scope will reduce the bandwidth requirement.

– The Number of Target Participants (P). The higher the number of participants
(e.g., suppliers, universities, or users) in an OI program, the higher the band-
width requirement.

Thus, the bandwidth requirement of an OI relationship = R x C x P.
For instance, if there will be a large number of target participants (P), then R x C

must be kept low. That implies that the scope of collaboration (C) needs to be limited,
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and the relationship (R) is best kept simple and transactional. For example, General
Mills operates a website, the General Mills Worldwide Innovation Network (G-WIN),
for the purpose of soliciting solutions from potential partners. Specific challenges are
posted, and solutions may be submitted in the required format (General Mills 2022).203

On the other hand, if the relationship (R) is intended to be highly collaborative and
the scope of the collaboration (C) is wide open, then only a handful of such relation-
ships will be feasible.

In a similar vein, Tina Saebi and Nicolai Foss (2015) point out that inbound OI
strategies can usually be classified based on two dimensions: the breadth versus
the depth of the knowledge search:204

– Market-based innovation strategy (low depth/low breadth). The knowledge input
into the innovation process is acquired through the market by, for example,
shopping for readily available new technologies, inward licensing of IP, or ac-
quisition of startups. R&D outsourcing is also a type of market-based strategy.
Market-based strategies are characterized by the low diversity of external re-
sources as well as a low level of integration of these sources.

– Crowd-based innovation strategy (low depth/high breadth). The knowledge input is
sourced from many external actors. Digitization and low communication costs (in-
ternet) enable organization to access distributed knowledge at low cost. Crowd-
sourcing is when a task is outsourced to a crowd or community rather than to a
designated agent, as is the case with market-based innovation strategy.

– Collaborative innovation strategy (high depth/low breadth). The organization en-
ters into collaborative agreements with only a few partners, characterized as
knowledge-intensive relationships that typically require the deep integration of
external partners into the organization’s innovation processes, and building up
a high level of mutual trust. Close partnerships with universities, research insti-
tutes, and other companies fall in this category.

– Network-based innovation strategy (high depth/high breadth). As with the col-
laborative innovation strategy model, this model entails deeply integrating ex-
ternal partners. However, this model follows a network strategy by engaging a
network of relationships with external partners, making the organization part of
a larger ecosystem that may include other firms, individuals, and communities.

Each of these models have implications for the type of the business model that the
firm operates. (Business models are reviewed in Chapter 6.) If they wish to succeed
at OI, firm leaders need to ensure that several essential elements are put in place:
1. A business model conducive to OI. OI needs to be aligned with strategy and inte-

grated in the core innovation process.
2. An OI methodology that works for that particular organization. This requires

clearly defining the OI goals and OI partner-engagement model, as well as how
the resulting ideas will be commercialized.
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3. Upgraded organizational capabilities and roles. Workers in both OI-dedicated
roles and those that are not will need enhanced skills to support OI methodology.

4. New management processes. OI must be conducted effectively, efficiently, and
in a repeatable manner.

5. A supportive culture. This may require significant chance in mindsets and be-
haviors across the company. Senior leaders must ensure that OI is seen to be
sufficiently supported.

Public-Sector OI Practices and Barriers

The public sector can benefit from OI in two major ways: First, by forging new col-
laborative relationships between citizens and their government and second, by im-
proving public-sector innovation in areas where it is most challenged and where
conventional closed innovation processes have failed (Pedersen 2018).205 A major
theme within the latter is that government budgets are increasingly strained. OI of-
fers the promise of tapping private-sector and citizen-level expertise and know-how
that governments may not be able to afford otherwise. Mutually beneficial (win-
win) OI models can be constructed so that everyone benefits. When the relationship
between the government and private-sector firms is purely that of a vendor (the
firm) and a buyer (the agency), it is too often a zero-sum game. However, when gov-
ernment orchestrates and enables public–private collaboration using various possi-
ble OI models, the relationship transforms to a nonzero-sum game from which both
parties can gain.

OI in the public sector has generally lagged OI in the private sector, which means
that we are still fairly early in the process of governments learning how to use OI for
maximum benefit. Some types of public-sector OI practices are listed in Table 5.3, fol-
lowing the outside-in and inside-out terms originally defined by Chesbrough.

Table 5.3: Types of Public-Sector OI Practices.

Outside in (inbound) Practices Inside-out (outbound) Practices

Strategic alliances and joint R&D programs
Exchange of scientists
Involvement of non-R&D in innovation
New IP tools and utilization of intermediaries
Crowdsourcing and technology solution sourcing
Technology transfer offices
Collaborative research centers with universities
and industries

Spin-off creations
Patent licensing to universities and industry
Technology transfer offices
Open-source software
Technology commercialization teams
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Major examples of current U.S. federal government OI programs include DARPA,
10X, citizenscience.gov, and Challenge.gov. Since 2010, the U.S. federal government
has been running an online platform called Challenge.gov on which agencies can
post their problem statements, and invite and collect ideas from the public.

However, the nature of the highly regulated government acquisition process for
innovation is the antithesis of OI processes, which are intended to be subject to
only a few simple rules. An empirical analysis by Ines Mergel (2018) of Challenge.
gov using both data and interviews with agency managers revealed systemic bar-
riers that hinder public-sector organizations in their adoption of OI.206 These bar-
riers are instructive because they apply generally to OI in the public sector:
Legal barriers. In the absence of a proper legal framework, agency managers may
perceive OI activities as too risky. Personally identifiable information collected by
agencies are subject to legal privacy provisions, which may need to be updated or
adapted. Intellectual property (IP) rights are another area of concern when not
dealt with through conventional acquisition processes. While the private sector has
evolved models for co-ownership, practical concerns when someone submits a tech-
nology to the government include: Does that unique technology then provide justi-
fication for a sole-source acquisition contract? What can the government do with
the technology, that is, what rights do they receive?

Cultural factors. These factors depend on the type of agency, how comfortable they
already are with external innovation, and the level of top management buy-in.
Agency R&D teams may pride themselves on being able to solve the hardest prob-
lem in their space, and staff may see it as an existential career risk to outsource
part of their innovation process. This is the public-sector manifestation of the “not
invented here” attitude also seen in private companies.

Technological barriers. Agencies are used to communicating their solution needs
through well-established RFP processes. Such RFPs typically include jargon and in-
dustry terms only familiar to industry insiders. However, OI problem statements
need to be expressed in much plainer language, not only to make them accessible
to a wider audience that may include amateurs, but also so that they are open-
ended enough not to exclude potential solutions the agency itself may not have
considered.

Uncertainty about innovation outcomes. The standard acquisition process – as codi-
fied in agency manuals and operating procedures – entails clear expectations, nar-
rowly defined goals, and deliverables subject to legally binding contractual language.
But the nature of OI is that it is a process to come up with an answer to a problem that
may not have a predetermined solution. The best way to solve a problem may only be-
come apparent down the road.

Institutionalization barriers. Institutional barriers to OI may reflect more general
barriers to innovation, such as the lack of a proper organizational structure for
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innovation, the absence of innovation leadership, or a culture of experimentation
supported by all management levels. The central institutional challenge to OI is
that it requires a change from closed innovation to open innovation.

Inter-organizational barriers. When two or more agencies have to collaborate with
OI partners, interagency bureaucratic challenges quickly emerge. Each agency has
its own funding to execute its mission, and cooperation with one or more other
agencies require a formal framework (typically captured in a Memorandum of Un-
derstanding or MOU) to be first negotiated between the agencies before outside en-
gagement can even start. This could be alleviated by more direction from a central
governing agency such as the Office of Management and Budget (OMB) in the U.S.
federal government.

Extra-organizational and societal factors. The main barrier here is concern about
how the nontraditional procurement processes entailed by OI may be perceived by
taxpayers and their representatives. Conventional public-procurement processes
have many accountability mechanisms built into them, but rewarding a private indi-
vidual or startup with a substantial money prize in an innovation competition may
raise eyebrows.

Public Sector OI Strategies

The traditional public-sector governance structure is top-down since it is driven by
political decisions and directives that have to be implemented by public servants.
The so-called New Public Management (NPM) approach implemented in the 1980s
was intended to give agency managers more responsibility for efficiency-improving
innovation, but ultimately discouraged knowledge sharing across organizations
thereby, impeding at least some types of innovation (Hartley, Sørensen, and Torfing
2013).207

According to the U.S. Government Accountability Office (GAO 2017), the follow-
ing five OI strategies are used by federal agencies:208

1. Crowdsourcing and citizen science. Crowdsourcing typically entails agencies
submitting an open call over the internet asking for voluntary assistance from a
large group of interested individuals to aid in defined tasks. In the case of citi-
zen science, participants may be asked to help collect, analyze, and interpret
data and reported results.

2. Idea generation or ideation. Agencies may put out a specific issue or problem
and ask for ideas on how to address it. This may be supplemented by allowing
participants to comment and vote on ideas submitting by others.

3. Open data collaboration. Agencies may request help in analyzing publicly avail-
able (open government) data sets; or to develop visualizations and/or web and
mobile applications to help the public access such datasets.
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4. Open dialogue. This term describes the interaction between agencies and the pub-
lic via online forums or in-person meetings for the agency to collect information
or perspectives from a wide range of citizens, experts, and other stakeholders.

5. Prize competitions or challenges. Similar to idea generation, this involves re-
quests for solutions to a particular problem, but adds a monetary or non-
monetary reward to the winning proposals.

The relevant policies currently guiding these OI strategies within the U.S. federal
government are listed in Table 5.4.

A living lab is a particular kind of innovation intermediary that provides an envi-
ronment intended to support public-sector OI. In living labs, users are involved as
co-creators of innovations on an equal footing with other participants, such as gov-
ernment employees, and experimentation is conducted in as close as possible to real-
world settings (Gascó 2017).210 The modern concept of a living laboratory or living lab
can be traced back to MIT where Bill Mitchell, professor of Architecture, Media Arts
and Sciences, pioneered the idea of constructing test environments to which real
users could be invited, and, once there, interact with the technology solutions being
tested (Dias and Salmelin 2018).211 This method is closely related to the rapid proto-
typing and user-feedback elements of the design-thinking approach. In the biological

Table 5.4: U.S. Government Policies and Guidance for OI Strategies.

Strategies Name of Policy/Guidance

. Crowdsourcing and
Citizen Science

Office of Science and Technology Policy (OSTP) Memorandum,
Addressing Societal and Scientific Challenges Through Citizen
Science and Crowdsourcing (September )

General Services Administration (GSA), Federal Crowdsourcing and
Citizen Science Toolkit (launched September )

. Ideation and GSA, U.S. Public Participation Playbook (launched February )

. Open Dialogues

. Open Data Collaboration Office of Management and Budget (OMB) Memorandum M--,
Open Data Policy (May )

OMB and OSTP, Project Open Data (launched May )

. Prize Competitions and
Challenges

OMB Memorandum M--, Guidance on the Use of Challenges and
Prizes to Promote Open Government (March )

OMB Memorandum, Prize Authority in the America COMPETES
Reauthorization Act (August )

GSA, Challenges and Prizes Toolkit (launched December )

Source: GAO 2017, 9.209
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sciences, the concept is even older and referred to as in-situ testing or experimenta-
tion (Fulgencio, Le Fever, and Katzy 2012).212

Public-sector participation in OI should also be seen within the overall context
of national innovation and, in particular, the Triple-Helix Model, with its emphasis
on collaboration between government, industry, and universities. (This will be fur-
ther explained in Chapter 11.)

Open Government and Open Data

We live in an era in which innovation is increasingly fueled by data. As a major
collector of data, the public sector has a central role in the triad formed by the gov-
ernment, the private sector, and the general public, because data can help drive in-
novations of benefit to one or more of these parties. For the public sector itself,
such data-driven innovations can improve efficiency, transparency, accountability,
service levels, and trust in the government (Jansen et al. 2017).213

The Open Knowledge Foundation, a nonprofit, defines and explains the attrib-
utes of open knowledge as follows:

Open knowledge’ is any content, information or data that people are free to use, re-use and
redistribute – without any legal, technological or social restriction. Open knowledge is what
open data becomes when it’s useful, usable and used.

The key features of openness are:
– Availability and access: the data must be available as a whole and at no more than a rea-

sonable reproduction cost, preferably by downloading over the internet. The data must
also be available in a convenient and modifiable form.

– Reuse and redistribution: the data must be provided under terms that permit reuse and
redistribution including the intermixing with other datasets. The data must be machine-
readable.

– Universal participation: everyone must be able to use, reuse, and redistribute – there
should be no discrimination against fields of endeavour or against persons or groups. For
example, ‘non-commercial’ restrictions that would prevent ‘commercial’ use, or restric-
tions of use for certain purposes (e.g., only in education), are not allowed.214

(Open Knowledge Foundation 2022)

Open data are the building blocks of open knowledge. Open data are defined as
“data that can be freely used, reused and redistributed by anyone – subject only, at
most, to the requirement to attribute and share alike” (Open Knowledge Foundation
2022).215 In economic terms, open data are both nonexcludable (since everyone can
access it) and nonrival in consumption (one person’s use of the data does not pre-
clude anyone else’s use of the data). That makes open data a pure public good.

Open government data (OGD) is defined as open data collected by the govern-
ment. As such, OGD is a subset of all open data available globally, but the public
sector is one of the largest creators and collectors of data in the world. The often-
high fixed costs of collecting such data make it unfeasible for the private sector to
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do so (Jetzek, Avital, and Bjorn-Andersen 2014).216 Originally, OGD may typically
have been collected as a core part of managing government operations, which is
why it is paid for by taxpayers. But these days OGD have become a shared resource
which can provide benefits to the public beyond the original value of its use in the
public sector. For example, Data.gov is the U.S. federal government’s OGD portal.

The Global Open Data Index (Open Knowledge Foundation 2022), maintained by
the Open Knowledge Foundation, rates governments by their degree of openness.217

The dimensions comprising the index are:

– Government Budget

– National Statistics

– Procurement

– National Laws

– Administrative Boundaries

– Draft Legislation

– Air Quality

– National Maps

– Weather Forecast

– Company Register

– Election Results

– Locations

– Water Quality

– Government Spending

– Land Ownership

Entrepreneurs can create valuable and profitable innovations using open knowledge
and open data. This potential is too often untapped because supposedly public data is
neither easy to find nor easy to use. Major challenges frustrate would-be innovators:
– The data are fragmented, forcing potential users to check many online sources

and to stitch the data together.
– Data are hidden deep in government websites, with naming conventions that

are not self-explanatory or meaningful.
– Users are forced to experiment with random queries to find the data they need
– Broken URLs (web links) or missing web pages result in dead ends.

The challenges related to usability typically come down to the way governments
publish data, which is in many forms such as maps or charts, but that the under-
lying raw data are often not shown. Public employees cannot anticipate how
would-be innovators would want to use data or which data would be most rele-
vant to external parties. This means the best policy is to make as much data avail-
able as possible, and make the raw data available in file formats that are easily
accessible and processable. Easily found metadata which includes explanations
of terms, variables, and data structure are also crucial. The last big set of chal-
lenges involve the legal framework in which OGD is made available. Too often
governments have license terms that are not standard open-data licenses and con-
tain unnecessarily restrictive clauses, or a license does not make clear what ex-
actly it applies to. Sometimes, the license terms are simply missing and at other
times, confusing. It is very important that the open licensing terms should be pub-
lished right next to the data they pertain to. Contradictory copyright notices in
website footers should also be cleaned up (Lämmerhirt, Rubinstein, and Montiel,
2017).218
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Shortly after taking office in 2009, President Obama instructed the Director of the
Office of Management and Budget (OMB) to issue an Open Government Directive to
all federal departments and agencies. This included directives for each agency to
publish government information online, to improve the quality of government data,
to institutionalize a culture of open government, and to create an enabling policy for
open government (White House 2009).219 As part of this initiative, Digital.gov (a cen-
tral team under the General Services Administration) was created to help federal
agencies provide better digital services.

Chapter Summary

– Open innovation happens when organizations go beyond their external (and/or
internal) boundaries to access and exploit valuable ideas, knowledge, and tech-
nologies that are not available within the confines of their usual organizational
boundaries, as well as to share knowledge and technologies that can be better
exploited by others.

– The goals of an OI program need to be clear upfront. Typical goals are gaining
market intelligence, sourcing external ideas or technology, accelerating inter-
nal R&D, or getting leverage in the commercialization process.

– OI programs must be carefully designed, ensuring compatibility with the organ-
ization’s strategy and way of doing business, and budgeting for the full costs of
running each program.

– Organizations should be particularly mindful of the bandwidth requirements
(time and effort) required by different types of OI programs, and ensure that the
aggregate bandwidth requirement of all OI programs does not exceed the or-
ganization’s capacity.

– There are many types of public-sector OI programs ranging from inbound prac-
tices, such as crowdsourcing and scientist exchange, to outbound practices,
such as spinoffs and patent licensing to universities and private firms.

– Government agencies have to overcome additional impediments to OI such as
legal, technological, and institutional barriers.

Suggested Exercises and Assignments

– Take a current organization that you know well and make an inventory of all its
OI programs. Classify them according to the three parameters: type of relation-
ship, scope of collaboration, and number of participants. Identify and map the
organizational resources that are currently supporting each program, and com-
ment on their adequacy.
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– Pick a valuable problem that would be interesting for the group to solve. Run
an innovation competition to generate and then filter the best ideas. Use one of
the commercial ideation software platforms (most offer free evaluation licenses)
to collect, share, and group ideas online.

– Select and analyze a public-sector OI program. Identify the goal of the program
(whether it is explicitly stated or not), determine what kind of OI program it is,
and develop a view on whether the program is achieving its goals. Offer sugges-
tions for how the program may be improved.
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Chapter 6
Game Changers: Business Model Innovation
and the Lean Startup

The two major additions to the innovation canon covered in this chapter both have
their origins in the rapid invention and diffusion of information, computing, and tele-
communication technologies since the 1990s. To these can be added new biotech
technologies such as genomics. These powerful general-purpose technologies have
brought impressive gains for many, but also left painful disruptions in their wake. In
practical terms, the fast-changing technology landscape has increased the number of
moving parts in the system, and has heightened the levels of uncertainty that both
the private and public sectors now have to cope with. These challenges created the
need for new management and policy tools, which have indeed emerged.

In the last two decades, there has a proliferation of business-press articles and
academic papers on business models (BMs) and on business model innovation
(BMI). This interest is due to the emergence of firms with powerful new BMs, who
have gone on to disrupt their industries and create enormous value for their cus-
tomers and themselves. Firms are keen to understand how they can add value
through BMI while, at the same time, being concerned about falling victim to new-
comers with new BMs that they cannot easily copy.

This chapter starts with a brief introduction to BMs and BMI based on a sampling
of salient articles and papers. While there is no single universally agreed taxonomy of
the components of a business model, there are many commonalities between the anal-
yses by different authors. It will be shown how the interest in BMI has largely been
driven by the internet revolution and subsequent technological innovations, as well as
by globalization. BMI will be illustrated by using the popular and user-friendly Business
Model Canvas introduced by Alexander Osterwalder. The public-sector version of the
canvas, the Mission Model Canvas, will be introduced. The Mission Model Canvas ena-
bles a public-sector agency with a mission, rather than a profitmaking goals, to use
BMI principles to create new value for its stakeholders.

Later in this chapter, the Lean Startup method is introduced as a solution to the
problem of how to do innovation under conditions of high uncertainty. Experimen-
tation is the best way to deal with uncertainty, and the Lean Startup is, therefore,
built on this principle. The Lean Startup is comprised of several recent innovation
techniques, namely design thinking (introduced in Chapter 4) as well as business
model innovation, customer development, and agile development (which will be
explained in this chapter).
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The Concept of a Business Model

There are many definitions of what a business model is, with different academics and
consultants all coming up with their own variations. A comprehensive survey of BM
definitions of various kinds can be found in Massa, Tucci, and Afuah (2017)220 but for
practical purposes, the following concise definition by David Teece is as good as any:

The essence of a business model is in defining the manner by which the enterprise delivers
value to customers, entices customers to pay for value, and converts those payments to profit.
It thus reflects management’s hypothesis about what customers want, how they want it, and
how the enterprise can organize to best meet those needs, get paid for doing so, and make a
profit.221 (Teece 2010, 172)

Even more concisely, a business model can be defined as the system by which an orga-
nization creates, captures, and delivers value. It is comprised of multiple interlocking
components or elements including the value proposition, the means to deliver the
value proposition, and how it is paid for. The value proposition is simply the per-
ceived value or benefit of the firm’s offering, as seen by the customer. Another major
component is the financial model (also called the profit model), which defines the
capital requirements, revenues, and expenditures of the BM. Perhaps the most help-
ful aspect of a BM analysis is that it can provide insights not only on how value is
captured by the enterprise, but also how it is created (Zott Amit, and Massa 2011).222

Therefore, the concept has also lent itself well to adaption by researchers and practi-
tioners interested in the broader impact of a firm’s business activities – for example,
in the context of environmental sustainability or inclusive growth.

BMI entails fundamentally changing at least one – but usually multiple – busi-
ness model components and how the components interact with one another. Amit
and Zott (2012) suggest three ways this can happen: adding novel activities, linking
activities in new ways, or changing which parties perform any of the activities.223 In
general, the scope of business model innovation is larger than any product, pro-
cess, or organizational innovation on its own – mainly because BMI typically en-
tails all these combined.

The term “business model” is over 50 years old but has seen significant reinter-
pretation over time. A literature overview of BM research since the 1970s can be
found in Wirtz et al. (2016).224 The BM literature represent three streams of research
(Foss and Saebi 2017):225

– The BM can be used as a basis for enterprise classification
– The BM can be used to explain performance differences between firms
– The BM is a potential area of innovation (BMI)

Clayton Christensen, Thomas Bartman, and Derek van Bever (2016) divide a business
model into four elements, which are all interdependent and need to be integrated:226
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– A value proposition – A product that helps customers to more effectively, conveniently,
and affordably do a job they’ve been trying to do

– A profit formula – Assets and fixed cost structure, and the margins and velocity required
to cover them

– Resources – People, technology, products, facilities, equipment, brands, and cash that
are required to deliver this value proposition to the targeted customers

– Processes – Ways of working together to address recurrent tasks in a consistent way:
training, development, manufacturing, budgeting, planning, etc.

(Christensen, Bartman, and Van Bever, 2016)

Lorenzo Massa and Christopher Tucci (2013) see BMI as a late stage of market devel-
opment. According to this view, the market is created with product innovation to
meet customer needs; that is followed by process innovation as the market grows
and then, when the market has matured, BMI becomes the last available method of
innovation to increase revenues.227

What is true for the market is not necessarily true for the individual firm in
the market. It is harder for established firms to succeed at BMI than for startups,
which is why established firms can get disrupted in seemingly mature markets.
According to Christensen et al. (2016), the reason is that the interdependencies be-
tween their four elements become entrenched over time as these get codified into
firm processes. Established firms struggle with BMI (as opposed to how easy it is
for startups) because business models are not designed to be changed once they
are established. In fact, firm BMs become less flexible and resistant to change
over time. A three-stage process of the life cycle of a firm BM depicts this journey
(Christensen et al. 2016):228

1. Creation, when the founding team of the business develops a meaningful value
proposition that is focused on a customer’s unmet needs or job-to-be-done (see
Chapter 4).

2. Sustaining innovation, when the business scales up its operations rising to meet
rising customer demand for the successful innovation. Sustaining innovations
are better products that can be sold at higher markets. The focus in this phase
is no longer on unmet needs, but in directly responding to the voice of the cus-
tomer, and building processes that lock down the BM.

3. Efficiency, when product improvements no longer yield sufficient additional
profitability, and when cost reductions become the primary way to maintain
profitability. At this point, the voice of shareholders’ free cashflow dominate
over the voice of the customer.

The implication is that established businesses need to assess in which stage of the
BM journey each of their business units (BUs) are before attempting BMI. Any new
business should be started by first exploring the customer job to be done, rather
than the market or the firm’s capabilities. New businesses should not be shoe-
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horned into existing businesses and structures so that the quest for efficiency does
not prematurely set in. But running an enterprise with different business models is
hard, and can be viewed as another form of the ambidexterity challenge as pointed
out by Constantinos Markides (2013).229

The Context of Business Model Innovation

Even before the BM became a topic of discussion, it was always there because firms
need a BM to do business. But it was when the ways of doing business radically
changed that awareness of the BM increased. For that, as with so many other changes,
we have the internet to thank. The modern interest in BMI has its origins in the first
internet boom from the mid- to late-1990s. “E-business” firms with online business
models emerged, leveraging fast-improving internet and computer technology. Some
of these business models proved durable, but many did not. Excessive speculation
and heady valuations of so-called dotcoms with questionable BMs resulted in the dot-
com bubble. The dotcom bubble was followed by the dotcom crash of 2000–2002,
which saw the demise of many once-prominent companies. Yet others such as Ama-
zon, eBay, and Dell survive to this day. Dell’s novel BM of selling PCs online directly
to customers instead of through retailers became a classic case of BMI. The Dell BM
enabled it to manage its inventory better than any other PC maker which, during a
time of fast obsolescence of rapidly improving PC components, was a major advan-
tage. Dell’s rivals could not easily follow because they risked alienating the retail
channels that they relied on to sell their PCs. There was a lot of talk about business
models at the time – especially among dotcom founders, investors, and the business
press – but also much confusion. A contemporaneous survey of the BM landscape can
be found in Linder and Cantrell (2000), who provide a comprehensive list of business
models in vogue during the dotcom bubble.230

In the wake of the dotcom crash, the early 2000s saw interest in BMs and BMI
surges as academics, consultants, and industry leaders tried to make sense of what
made a successful and durable business model, and what did not. This was also a
time when some leading corporations made prominent changes to their business mod-
els, such as manufacturing and software companies turning products into services.
High-tech startups were also able to disrupt incumbents by offering new business
models – for example, Salesforce founded in 1999 rose to success and a dominant in-
dustry position by offering its CRMxxv software as a service (SaaS) when incumbents
in the CRM software market such as Siebel were still selling licenses. Most of these
BMIs were enabled by the availability of new and improved technology. Salesforce

xxv Customer relationship management.
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would not have been possible before broadband internet access became widely avail-
able to businesses in the late 1990s (see Salesforce 2021).231 On the consumer side, res-
idential broadband internet enabled Netflix’s business model of streaming movies.xxvi

The interest in BMI by established corporations is driven by their fear of being driven
out of business by upstarts, in the way that Netflix drove the brick-and-mortar video
store chain, Blockbuster, out of business. The aspiration is to disrupt your own busi-
ness model before another company (e.g., a startup) does it.

Another driver for interest in BMI has been the desire of Western firms to enter
emerging markets and sell to new customers at the bottom of the income pyramid.
That necessitated a complete rethinking of not only their products but also how to
deliver and charge for them. Pablo Sanchez and Joan Ricart (2010) review several
BMI cases in low-income markets. They differentiate between isolated business
models, that facilitate entry into new markets by leveraging firm’s current resources
and capabilities, and interactive business models, where the entrant firm combines,
integrates and leverages its internal resources with an ecosystem’s capabilities.232

It is no coincidence that the interest in BMI arose contemptuously with the inter-
est in open innovation. OI thought leader Henry Chesbrough also actively contributed
to the development of BMI. When the firm extends beyond its organizational bound-
aries to innovate, new business models are not only possible but sometimes a neces-
sity. In fact, Chesbrough’s observation that Xerox’s spinoffs became more valuable as
spinoffs (see Chapter 5) can be explained by an analysis that those spin-offs were
mistakenly analyzed by Xerox through the lens of its own business model. Xerox
missed the opportunity because it did not innovate the BMs internally (Chesbrough
and Rosenbloom 2002).233 One of the Xerox spinoffs, 3Com (which commercialized
the Ethernet networking protocol) needed considerable experimentation before its
founder, former Xerox employee Robert Metcalfe, could arrive at a BM that succeeded
in creating value (Chesbrough 2010).234

The business model of a firm is very closely connected to its strategy. In fact,
the strategy of an enterprise can be formulated and analyzed using a BM framework
(Richardson 2008).235 Certainly, BMI is the most strategic form of innovation, as it
can totally transform the way a company or industry conducts business, like how
Netflix has changed how consumers access movies for home viewing. BMI can not
only transform the product or service, how it is made, delivered, or sold, but also
the entire enterprise and its external value chain. In recent years, the move toward
sustainability has driven interest in innovating sustainable business models (SBMs)
for companies and for whole industries. BMI for a circular economy and environ-
mental sustainability has indeed received much attention lately. While SBMs are

xxvi Netflix started with a mail-order DVD model which disrupted the cost structure of Blockbuster
Video, which rented DVDs out of hundreds of brick-and-mortar stores. Netflix transitioned to
streaming as residential broadband became ubiquitous, keeping essentially the same business
model but switching from mail order to instant online delivery.
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beyond the scope of this introduction to BMI, a comprehensive literature review can
be found in Pieroni, McAloone, and Pigosso (2019).236

Platforms and the Digital Transformation

Another major development that can be considered a new type of BMI is the rise of
gigantic, online platform-based businesses such as Airbnb, Uber, and Amazon Kin-
dle that are enabled by new technologies such as cloud-based computing and
smartphones. In their book, Platform Revolution, Geoffrey Parker, Marshall Van Al-
styne, and Sangeet Paul Choudary (2016) define a platform as follows:

A platform is a business based on enabling value-creating interactions between external pro-
ducers and consumers. The platform provides an open, participative infrastructure for these
interactions and sets governance conditions for them. The platform’s overarching purpose: to
consummate matches among users and facilitate the exchange of goods, services, or social
currency, thereby enabling value creation for all participants.237

(Parker, Van Alstyne, and Choudary 2016, 5)

A typical platform BM is built on several powerful economic effects:
– Demand-side economies of scale.xxvii Such economies of scale mainly occur in

networks where the value of the product or service increases the more custom-
ers it has. Platforms are particularly good at aggregating customer demand, so
that current customers benefit by the addition of more customers.

– Two-sided network effects. Sellers attract buyers and buyers attract sellers. For
example, Uber riders benefit when more riders sign up as it increases the avail-
ability of drivers in their location. The higher availability of drivers makes the
service more attractive, which draws in more riders.

– Scalability and frictionless entry. Digital platforms are almost infinitely scalable
with cloud-based technology. It is very easy for new suppliers and customers to
enter. For example, Amazon Kindle publishing has enabled self-publishing by
authors who only need to upload their manuscripts. New readers can sign up at
the touch of a button.

Other characteristics of platforms are the removal of gatekeepers and replacing this
type of central control with the discipline of user reviews. For example, short-term
vacation-rental company Airbnb’s quality control depends entirely on reviews by
both hosts and guests, with both groups needing good reputations to keep using the
service. In the case of Amazon Kindle, there is no publisher who decides whether a

xxvii Also known as Metcalfe’s Law, which states that the value of a telecommunications network
is proportional to the square of the number of users. Internet pioneer Robert Metcalfe was a coin-
ventor of the Ethernet and founder of 3Com.
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book is worth publishing. Author success is entirely dependent on user reviews and
social-media influencing.

With today’s digital technologies, any industry in which information has value is
open to platform innovation and, therefore, to disruption. Platforms generate immense
value because they can solve big economic problems that could not be easily solved
prior to the digital transformation: most notably information asymmetry,xxviii high trans-
action costs, high market-entry costs, and inefficient use of expensive fixed assets.

The removal of fixed costs and their replacement with low marginal costs is a
central characteristic of platforms. Bill Janeway (2018, 314–315) points out that this
is reminiscent of the rollout of railways and electric utilities a century or more ago.
These were massive investments, but they had the advantage of having marginal
costs to users (e.g., the cost of one more passenger getting on the train) substan-
tially lower than their average costs, which had to reflect the amortization of high
fixed costs (e.g., cost to build the railway line). Under competitive conditions, prices
will be driven down to marginal costs as, for example, happened for Uber and Lyft
in the last decade. This leads to a large gap between the total revenue and total cost
of the network. This financial deficit can only be financed by investors who are will-
ing to make the bet that once the network has grown large enough, it will have mo-
nopoly pricing power. That is effectively what happened with Amazon, Alphabet
(Google), and Meta (Facebook), which were all initially cashflow negative but were
heavily financed by investors who saw their staggering potential profitability. But
once the eventual stable point is reached, an effective monopoly will exist which
has major regulatory implications for the government.238

This prediction is reflected by what happened in the market. A McKinsey analy-
sis (Bhatia et al. 2017) of companies in the technology, media, and telecom (TMT)
industries shows that economic profits generated by TMT companies grew 100-fold
or by $200 billion from 2010 to 2014, mainly among companies with software-
enabled business models. Economic profit was also highly concentrated with the
top 20 percent of companies in TMT capturing 85 percent of the value. The top 5 per-
cent of companies (including Apple, Microsoft, and Alphabet) generated a full
60 percent of total economic value.239

Platforms can also be seen as a type of sharing business model (SBM). SBMs can
vary from intimate (e.g., carpooling) to local (e.g., peer-to-peer rental) to public
(e.g., Airbnb). SBMs also vary depending on the type of compensation expected,
from none to token to market value compensation (Boons and Bocken 2018).240

xxviii Information asymmetry occurs in transactions where one party has more or better informa-
tion than the other; for example, a car dealer knowing the true cost of the car when the negotiating
buyer does not.
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More generally, the digital transformation, which is part and parcel of the In-
dustry 4.0 concept, has led to the proposal of BMs specifically associated with In-
dustry 4.0. Frank et al. (2019) offer the following definition:

Industry 4.0 can be conceptualized as a new industrial maturity stage of product firms, based
on the connectivity provided by the industrial internet of things, where the companies’ prod-
ucts and process are interconnected and integrated to achieve higher value for both customers
and the companies’ internal processes.241 (Frank et al. 2019, 4)

Industry 4.0-driven BMI typically follows three types of innovation approaches, ac-
cording to Ibarra, Ganzarain, and Igartua (2017):242

– A service-oriented approach, which is a continuation of product-to-service BMI,
enabled by the digital industry

– A network-oriented approach, which expands the boundaries of firms through
horizontal and vertical integration of value chains

– A user-driven approach, which makes manufacturing more responsive to user-
driven design and aligns it better with the value-creation processes of customers

Some governments have tried to help their domestic companies make the transition
to Industry 4.0 BMs. For example, the Korean government’s BMI program, Flagship
Project Support Program (FPSP), gives effect to an innovation policy goal to support
laggards in the adoption of Industry 4.0 technologies. The program helps firms to
overcome market entry barriers to business ecosystems that have been established
by big technology companies in fields such as smart cars, IoT, and virtual reality
(Yang, Kim, and Yim 2019).243

The Business Model Canvas

In order to illustrate how a BM can be developed or modified in practice, the Busi-
ness Model Canvas framework by Alex Osterwalder will be used. While there are
many other BM taxonomies, Osterwalder’s Canvas has become highly popular
among practitioners due to its self-explanatory nature and ease of use. The itera-
tive, experimentation-heavy process of BMI is akin to the Lean Startup approach (in
fact, there is much shared DNA between these two approaches), and therefore the
process of BMI iteration will not be discussed in much detail in this section.

The Business Model Canvas is a visualization of a BM that has proven to be a
quick and effective way for teams in both startups and established companies to
design new, and review existing, BMs. Refer to Figure 6.1. The component blocks of
the Business Model Canvas are as follows:
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– Customer Segments. These are the different groups of customers or organiza-
tions that the enterprise aims to serve.

– Value Propositions. The bundle of products and services that create value for a
specific Customer Segment. (There may be multiple Value Propositions for mul-
tiple Customer Segments.)

– Channels. These are how the enterprise communicates with and reaches the
Customer Segments to deliver the Value Proposition.

– Customer Relationships. The types of relationships the enterprise has with vari-
ous Customer Segments. (There may be different types of relationships for dif-
ferent Segments.)

– Revenue Streams. The cash earnings (revenues minus costs) that the enterprise
generates from each Customer Segment.

– Key Resources. The most important assets required to make the BM work.
– Key Activities. The most important things the company must do to make the BM

work.
– Key Partnerships. The network of key suppliers and partners needed to make

the BM work.
– Cost Structure. All the costs incurred to operate the BM and deliver the Value

Proposition.245
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This work is licensed under the Creative Commons Attribution-ShareAlike 4.0 International License. 

Figure 6.1: The Business Model Canvas.
Source: Based on Osterwalder and Pigneur (2010)244 © Strategyzer. Licensed under Creative
Commons Attribution.
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The Business Model Canvas can easily be used along with other innovation and idea-
tion tools. For example, Blue Ocean Strategy (introduced in Chapter 4) can be used to
sharpen the value proposition and ensure that it is sufficiently differentiated from
that of competitors. Osterwalder et al. (2014) have also created a complementary tool,
the Value Proposition Canvas, to facilitate value-proposition development within the
Business Model Canvas model.246

The use of the Business Model Canvas can be illustrated with one of the most
famous BMIs of the last century, the disposable safety razor invented by King Camp
Gillette. The standard “cutthroat” shaving blades at the time were expensive and
needed to be sharpened often. Men commonly went to barbers for a professional
shave. Gillette worked for years with another inventor, William Nickerson, to make
a machine that could harden, grind, and sharpen thin, disposable razor blades. The
Gillette® razor set first sold in 1903 consisted of a razor handle – that only needed
to be purchased once – and disposable blades – that would last about a week each.
The blades were sold in packets of 10 for 5 cents each, a price most working men
could afford. The Gillette® razor became standard issue for U.S. soldiers during
World War I.xxix By the mid-1920s, the Gillette Company produced over 2 million
blades each day, and barbers had lost most of their shaving business (National In-
ventors’ Hall of Fame 2022).247

The Gillette BM is depicted in Figure 6.2. The most distinctive components of
the BM are first the lock-in customer relationship as only Gillette blades fit the Gil-
lette handle, which is not an inconsiderable purchase; and second, the recurring
revenue stream from regular blade purchases. While initially competitors were kept
at bay with the patent, the strong branding of the Gillette shaving system as well as
ubiquitous retail distribution later created effective barriers to entry.

The Gillette BM principle of an affordable platform purchase (the blade) with
recurring purchases of disposables that only fit that platform has been much emu-
lated. The user is locked in by purchasing the basic product (e.g., the Gillette shaver
handle), which is sold at very low margins (or could even be given away for free).
But the consumables (e.g., the disposable razors) needed to use it are sold at much
higher margins. Modern examples of this business model are the Swiffer® WetjetTM

mop with disposable pads, inkjet printers with disposable ink cartridges, and
PlayStation® and X-box® consoles with video game subscriptions.

When starting a new venture, the entrepreneur starts with a literally blank can-
vas of the startup’s BM. Filling in the components of the BM – Osterwalder’s Business
Model Canvas is a great tool for doing this – is a great starting point and an essential
step if the entrepreneur is to be able to communicate what the startup will be.

xxix World War I soldiers needed to be clean-shaven to wear gas masks.
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According to Jim Euchner and Abhijit Ganguly (2014), BM concepts are fraught
with unknowns and risks, which should be clarified up front. They identify three
main types of risk:248

1. Business execution risks, which can be best assessed by building a financial
model based on best estimates, e.g., pricing, cost of goods, customer acquisi-
tion, and servicing costs. Each of these cost elements must be given a range to
make them explicit and indicate the level of uncertainty.

2. Interdependence, also called co-innovation uncertainties, involves other innova-
tions that need to be successful (e.g., enabling technologies or new manufactur-
ing processes) for your BM to work.

3. Adoption (integration) uncertainty focuses not only on the target customers but
on who else would need to be on board, e.g., a dealer network that would need
to be sold on a new product or service offering.

The entrepreneur is highly unlikely to start off with the ideal BM. In fact, an impor-
tant activity of the startup founders is to engineer an experimentation process that
can as quickly and cheaply as possible arrive at the BM that can take the startup to
its next stage of development. The experimentation process should address all the
main risks, starting with the ones of highest magnitude or impact. For example, if
the product pricing is a concern, an experiment should be designed to assess what
price typical consumers would be willing to pay. If the enabling technology is un-
certain, a proof-of-concept of the technology needs to be expedited. If the buy-in of
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Figure 6.2: Gillette Business Model Example.
Source: The template is based on Osterwalder and Pigneur (2010) © Strategyzer. Licensed under
Creative Commons Attribution.
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the dealer network is essential but uncertain, representative dealers need to be in-
volved in the testing process along with customers.

This process of BM iterations is an integral part of the Lean Startup, which also
entails product development experimentation and customer discovery and valida-
tion. The Lean Startup will be covered later in this chapter.

The Mission Model Canvas

The Mission Model Canvas is an adapted Business Model Canvas for mission-driven
organizations. Steve Blank, who will be introduced as the originator of the Lean
Startup later in this chapter, wanted to bring the power of the Business Model Can-
vas to a defense-oriented group. Some of the components, such as revenue streams,
do not fit a public-sector organization. Accordingly, Blank and Osterwalder (2016)
together adapted the Business Model Canvas, keeping the same component boxes
but changing the content of five to make them suitable for mission-oriented organi-
zation. The changes are reflected in Figure 6.3 and are as follows:
– Customer Segments is changed to Beneficiaries. This is based on the public-

sector reality that there are always multiple stakeholders who are the beneficia-
ries, or multiple layers of customers being served. This is called a multisided
market.

– Cost Structure is changed toMission Cost/Budget.
– Revenue Streams is changed to Mission Achievement, which is understood as

the aggregate value created for all the Beneficiaries.
– Channel is changed to Deployment. In the commercial world there are different

types of distribution channels, but in the mission-driven world the focus is on
deployment – how to get the service/product to those who need it.

– Customer Relationships is changed to Buy-in/Support. In the public sector, buy-
in is needed from many different gatekeepers and stakeholders, which requires
nurturing relationships with all the critical people whose buy-ins are needed.

The relationship between component boxes is also reinterpreted for the context, even
though some of their titles stay the same. In particular, the relationship between the
Value Proposition and Beneficiaries (of which there are multiple) changes to what is
called the Product/Market Fit. Further details, including instructional videos on using
the Mission Model Canvas, can be found on Steve Blank’s website (Blank 2016).249

Though developed for defense users, the Mission Model Canvas is widely appli-
cable to the public sector. Nonprofits and nongovernmental organizations (NGOs)
have a choice of whether to use the Mission Model or original Business Model Can-
vas. If a nonprofit is funded by grant income that has to be solicited from many
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diverse sources, it may be best to use the Business Model Canvas, simply substitut-
ing revenue for grant funding and reinterpreting or relabeling other components as
needed. If on the other hand, the organization is funded by a single entity, whether
government or private, the Mission Model Canvas may be the better fit.

The Lean Startup

Eric Ries (2011) popularized the Lean Startup in his eponymous book.250 However,
Steve Blank, a serial entrepreneur, investor, and professor at multiple universities,
is the founder of the concept. The essence of the Lean Startup, the Customer Devel-
opment Model, was described in Blank’s book, The Four Steps to the Epiphany: Suc-
cessful Strategies for Products That Win (Blank 2007), first published in 2003.251 The
Lean Startup developed from an application of Blank’s Customer Development
Model when IMVU, a startup in which Ries was a founder, ran into difficulties. (The
IMVU story is related in a paper by Steve Blank and Bob Dorf (2005)252 and in Ries’s
book.) Ries became a student of Blank’s as a condition of Blank’s investment in his
startup. Ries and Blank have subsequently collaborated closely on the genesis and
further development of this methodology. A later Harvard Business Review article
by Blank (2013) popularized the Lean Startup methodology more widely.253

Steve Blank’s insight – based on his own experience in the startup world – was
that startups are not smaller versions of large companies and, therefore, startups
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Figure 6.3: The Mission Model Canvas.
Source: Based on Blank and Osterwalder (2016)249 © Strategyzer. Licensed under Creative
Commons Attribution.

126 Chapter 6 Game Changers: Business Model Innovation and the Lean Startup

 EBSCOhost - printed on 2/8/2023 1:15 PM via . All use subject to https://www.ebsco.com/terms-of-use



should not have to write business plans and have five-years forecasts like estab-
lished companies. Blank explains the cardinal problem that he observed in start-
ups, and which he set out to solve, as follows:

If you were ever involved with a startup in the 20th century, you knew the drill: you’d write a
business plan, start building the product, use waterfallxxx engineering to build the product,
and go through alpha tests and beta tests and first customer ship – and then no one would
buy the product. The VP of sales might be fired, then the VP of marketing, and eventually the
founder. What was not considered was ‘Maybe we ought to fire the plan.‘ For whatever rea-
sons, the plan was considered sacrosanct; after all, the VCs had funded it. No one ever ques-
tioned whether that original set of hypotheses were correct about customers and pricing and
feature set. What we now call product-market fit, we just kind of assumed; anything that
didn’t work was a failure of an individual rather than a failure of strategy.255

(Blank and Euchner 2018)

Startups need to quickly develop and launch an offering that will appeal to enough
paying customers to create a viable business. Under high uncertainty, a startup’s
first attempt at this is usually wrong or doesn’t work, and they then need to pivot to
the next attempted offering. Multiple pivots are often needed. Successful startups
manage to pivot to a viable offering before they run out of money. Unsuccessful
startups run out of money before they can pivot to a viable business model.

The problem, Blank realized, was that a startup faces too many unknowns: un-
known customer, unknown channel, unknown pricing, and unknown functionality
desired by the customer. The constructive way to deal with unknowns is to turn
them into hypotheses that have to be tested and, thereby, either validated or invali-
dated. And this requires a methodology, which became the Lean Startup (Blank
and Euchner 2018).256

The Lean Startup is a solution to the management problem that all startups face:
They are operating under high uncertainty. Traditional management models do not
recognize that reality, and therefore following those models will at the very least
slow startups down or worse, could lead them down into the abyss. On the other
hand, the unstructured “just-do-it” approach startups often fall back on invite chaos
and high failure rates. The Lean Startup is a management system that organizations
can follow to efficiently develop new products or services under conditions of high
uncertainty. It is characterized by hypothesis setting; rapid development; and testing
cycles to get answers quickly, iterative product releases; and a philosophy of continu-
ously learning and exploring, and then adapting to new facts (Ries 2011).257

The Lean Startup concept itself is an innovation in the Schumpeterian sense
since it combines existing management elements into the Lean Startup approach.

xxx The waterfall model entails breaking project activities into linear, sequential phases. Each
phase depends on the deliverables of the previous one. On a project Gannt chart with time as the
horizontal axis, the sequential project tasks visually resemble a waterfall, with the top activities
ending earliest, and the bottom activities ending latest.
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As such, the Lean Startup is a synthesis of major bodies of existing thought; in par-
ticular, design thinking, customer development, and agile engineering. It also bor-
rows the term “lean” from the world of lean manufacturing. If you have been
exposed to one or more of the three constituent components, you will find much
that is familiar in the Lean Startup. Steve Blank would add business model innova-
tion in the form of business plan iteration as the first component. (Blank contains
design thinking within customer development in his exposition.)

Design Thinking was introduced in Chapter 4. As a reminder, design thinking is
an innovation process characterized by an exploration of the needs of the customer,
the use of creative techniques, and a nimble development process that entails rapid
prototyping and field testing. Design thinking was pioneered at Stanford University
and subsequently widely adopted.

Customer Development was proposed by Steve Blank as a solution to the draw-
backs of the traditional new-product-development process when used in a startup en-
vironment. The primary flaw of the traditional development process is that it provides
no customer feedback until a betaxxxi product is produced, which is considered by
Blank to be too late. The customer-development model emphasizes early customer
validation of the new business concept to ensure that demand exists before develop-
ing the product. It requires the startup to translate the founder’s vision into a set of
hypotheses that are to be tested by experiments in the real world. Blank calls this
“get out of the building” to show prospective customers the concept and get their
early feedback. If there are no customers for the idea it will not be successful, and
that is the first thing to find out. Blank calls this step Customer Discovery. The model
emphasizes the equal importance of business and marketing functions in a start-up
relative to the engineering and product development functions. The model is in-
tended to result in several pivots as feedback is obtained.

Agile Development (originating in the software industry with the Agile Manifesto
in 2001) is an approach that involves rapidly building a product piece by piece, get-
ting feedback on the working product pieces after each sprint (Agile Alliance
2022).258 Agile development is done by small, self-organizing, cross-functional
teams rather than relying on processes and tools. In agile development, the highest
priority is customer satisfaction, which entails continuous customer involvement.
This is why agile was such a good building block for Lean Startup, which is built on
the customer development methodology.

The word “lean” in the Lean Startup seems to be there more for branding than for
substantive purposes. While the methodology indeed may result in some cost saving
over traditional methods, that is not the main thrust of it. The word “lean” has,

xxxi A beta product is a nearly finished product made available to a fairly large group of target
users in order to test product performance in the real world.
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however, turned out to be very successful branding because major corporations have
been adopting lean manufacturing for a generation, mostly with good results.

Lean Manufacturing is also known by its original name, the Toyota Production System (TPS). It
was developed by Taiichi Ohno and Shigeo Singo at Toyota Motor Corporation to maximize qual-
ity and minimize waste. It is known for just-in-time (JIT) production, meaning that each process
only produces what is needed by the next process in production. Continuous improvement (Kai-
zen) is an integral part of the system as well as the concept of jidoka, which entails a human
touch to automated production. Jidoka gives any person on the line permission to stop the pro-
cess if they see a quality problem.

Lean Startup Principles and Core Processes

Ries (2011) wrote his whole book around five key principles, which he calls the prin-
ciples of the Lean Startup:259

1. Entrepreneurs are everywhere. Since entrepreneurs can be found in any organi-
zation, the Lean Startup approach can work in any size company, and in any
industry.

2. Entrepreneurship is management. Since a startup is an institution not just an of-
fering, it requires a “new kind of management” that can handle the startup con-
text of extreme uncertainty.

3. Validated learning. Since startups exist not only to make an offering, but to
learn how to build a lasting business, frequent experiments must be run to test
all elements of the vision.

4. Build-measure-learn. Startups exist to turn ideas into products, measure cus-
tomer response, and learn whether to pivot or persevere. All startup processes
should accelerate this feedback loop.

5. Innovation accounting. Progress must be measured, milestones must be set, and
work must be prioritized. People must be held accountable, and each startup
need a kind of accounting system suitable for a startup.

More than one major hypothesis should be tested and iterated within the Lean
Startup. The value hypothesis is used to test the value proposition of the product or
service, in other words whether it delivers value from the perspective of the cus-
tomer. The growth hypothesis is used to test how new customers will find and adopt
the product or service.

The existential problem a startup has to solve is iterating a successful offering
and business model before it runs out of money. Under conditions of high uncer-
tainty, false starts can be expected, and multiple pivots are typically needed before
winning business model is found. The two main ways of dealing with radical uncer-
tainty in the startup environment are fast experimentation and having sufficient
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cash on hand to sustain the trial-and-error innovation process. (The financing of
innovation is the subject of Chapters 9 and 10.)

Therefore, fast experimentation is core to the Lean Startup. The experimenta-
tion process within the Lean Startup is governed by the Build-Measure-Learn loop.
In order to solicit customers’ reaction to the conceptual offering, a Minimum Viable
Product (MVP) must be built. The reaction of customers to the MVP is then mea-
sured, and the organization learns from that reaction by either pivoting to another
concept or persevering.

In essence, the Build-Measure-Learn loop is an adaption of the classic scientific
approach that poses a hypothesis, and then designs and executes an experiment to
test the validity of the hypothesis. In the case of a product offering, for example,
the value hypothesis is that potential customers will value a particular feature set
and functionality. The quickest way to test that hypothesis is to put an MVP in the
hands of several typical customers, watch how they interact with it, and get their
feedback. The price point can be similarly tested.

It is important to understand what the MVP is, and what it is not. According to
Ries, the MVP is “a version of the product that enables a full turn of the Build-
Measure-Learn loop with a minimum amount of effort and the least amount of devel-
opment time.” It is important to resist overinvesting in any particular MVP because
any unnecessary effort is waste. A good rule of thumb is that you should be some-
what nervous or embarrassed to show the MVP to customers. If you are too confident,
you have likely overinvested your time and effort. Overinvesting in the MVP is very
hard to resist, particularly for managers in established companies who are risk averse
and new to the approach. It requires self-control and courage to declare that an MVP
is good enough for the purposes of getting the first customer feedback.

Learning and Uncertainty

The conventional phase-and-gate model of sequenced development used in some
form by many corporations is entirely suitable for situations of low uncertainty,
such as when the market, technology, and user needs are known and well under-
stood. There is no need for established corporations to throw out proven innovation
processes familiar to their workers, and start using the Lean Startup in full for all
innovations. However, some of the Lean Startup techniques could be integrated
with the conventional approach to good effect. For example, many companies have
adopted components of the Lean Startup, such as design thinking and agile engi-
neering, into their development methodologies.

It is important to understand when the Lean Startup methodology should be
chosen over the conventional development model. The answer, in principle, is sim-
ple: The conventional model fails under conditions of extreme uncertainty, such as
when the technology and the market are unproven. The conventional model’s
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Achilles heel is allowing the accumulation of large costs prior to adequately resolv-
ing major uncertainties. Too much money is thus expended before important learn-
ing takes place. In contrast, the Lean Startup is a learning method that tackles high
or radical uncertainty head on. The conditions of high or radical uncertainty are
typical of a startup environment, but equally relevant for established companies in-
novating with new technologies, new markets, or new ways of doing business.

Skeptics of the Lean Startup may admit its effectiveness in software applications development
and less complex products, but claim that it is not suitable for advanced industries that make
complex systems for which reliability and safety are critical requirements, such as the automo-
tive and aerospace industries. However, Elon Musk, the founder of both Tesla (which makes
electrical vehicles) and SpaceX (which makes rockets and satellites) has shown that the startup
approach can also work well in these industries. The reusable rocket technology that SpaceX
pioneered to increase the frequency and lower the costs of space launches is a prime example.
Musk challenges his teams with the mantra that if things are not failing, they are not innovating
hard enough. Despite some well-publicized initial failures as new technologies were being
tried, SpaceX has had over one hundred successful launches of its Falcon 9 rocket in a row with-
out failure, making it one of the most reliable rockets ever flown. The Falcon rocket family has
reached about a 50 percent market share. SpaceX is developing the largest rocket ever, called
Starship, which could carry a large payload to Mars and other planets. When the original car-
bon-fiber-composite frame presented development problems, SpaceX made a complete switch
to a stainless-steel frame, which is cheaper but will require strengthening through cooling,
demonstrating the company’s willingness to radically change designs and technologies when
they do not work (The Economist 2022).260

As the SpaceX example above shows, it is not the complexity of the product that
should determine whether the Lean Startup is the preferred method, but whether
innovation will be done under conditions of very high uncertainty, which was
clearly the case for novel reusable rocket technology.

There is a third method to mitigate radical uncertainty, alongside rapid experi-
mentation and ample cash on hand. This method is often overlooked because it is
related to organization and management style: The more diverse the perspectives of
team members, and the more open the startup’s management style is to dissenting
views, the less chance that it will suffer from blind spots because of groupthink. In
most man-made disasters, there was someone who identified the key risk ahead of
time but was not heard, or someone who knew the risk but was reluctant to speak
up. Team diversity and an open exchange of ideas and opinions increase the likeli-
hood that someone will identify a hidden showstopper, or suggest a novel solution.
As was mentioned in Chapter 4, diverse innovation teams outperform less diverse
innovation teams, but they may have more conflict to manage, making it somewhat
uncomfortable to serve on them. Diversity here should be understood, in the broad-
est sense of the word, to mean not only inherent diversity (gender, ethnicity, age,
etc.) but also acquired diversity, which is life and work experience.
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While having ample capital is always a buffer against uncertainty because it
buys time, being willing to go outside our comfort zone early and often is the best
way to innovate in the face of radical uncertainty. Acknowledging the uncertainties,
constantly experimenting, showing customers MVPs, and having robust team conver-
sations all make innovators uncomfortable, but pay off handsomely in the long run.

Chapter Summary

– The business model (BM) is the system by which an organization creates, cap-
tures, and delivers value. Its major components are the value proposition, a fi-
nancial/profit model, and the processes and resources required to deliver the
value proposition.

– Business model innovation (BMI) entails fundamentally changing at least one –
but usually multiple – business model components, and how the components
interact with one another.

– A platform is a digital BM that provides an open, participative infrastructure that
enables and governs value-creating interactions between external producers and
consumers. As such, a platform offers demand-side economies of scale, two-
sided network effects, scalability, and frictionless entry to newcomers.

– Platforms are highly valued because they solve big economic problems; how-
ever, they have a natural tendency to grow very large and become monopolies,
which may require government regulation.

– The Business Model Canvas and its public sector equivalent, the Mission Model
Canvas, make it easy to visually map out new and existing business models.

– The Lean Startup method is a solution to the problem of how to innovate under
conditions of high uncertainty, which is an innate challenge for startups but
just as applicable for any other innovation endeavors with many unknowns.

– Fast experimentation to validate or refute hypotheses is at the core of the Lean
Startup. The Build-Measure-Learn loop entails rapidly building a Minimum Via-
ble Prototype to get customer feedback, and then to use what is learned to iter-
ate the offering multiple times.

Suggested Exercises and Assignments

– What areas within the public sector are ripe for platform innovation? Why and
how? Can you provide an example of a successful platform innovation in the
public sector?

– Compare and contrast the Lean Startup innovation process with the traditional
innovation process, using examples as needed. Highlight the conditions under
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which the Lean Startup would yield superior outcomes and explain the condi-
tions under which the traditional innovation process would be preferred.

– Identify an innovation opportunity best addressed by the Lean Startup model
in an organization (private sector or government agency) that you know well.
Write a two-page memo to the executive heading the organization proposing
the application of the Lean Startup model to innovate a particular type of prod-
uct/service/solution for this organization. Describe the innovation challenge,
and briefly refer to previous attempts that may have failed. Then, explain why
the Lean Startup is the better model for this situation and lay out a step-by-step
plan for conducting the project, including suitable metrics, resource needs and
governance. Make sure you address each of the five principles.
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Chapter 7
Perspectives on Innovation Management

Volumes have been written about how to manage product development and inno-
vation, and it would be unwise to even attempt to cover this expansive terrain in
one book chapter. The approach followed here will not be to summarize the many
frameworks presented in dedicated works on innovation management, but rather to
provide the reader with a good top-level view of what innovation management is all
about, and what the main challenges are. There is substantial value in gaining such
a high level of understanding and an appreciation of the main principles involved
(i.e., seeing the forest for the trees).

Innovation lies at the intersection of several disciplines, all having to collaborate
to generate value for multiple parties, and to fulfill the mission at hand. Innovation is
executed at the strategic and the tactical level, and everywhere in between. Therefore,
it needs various management structures and mechanisms across all organizational
levels. The Innovation Management Map, a new contribution to the architecture of in-
novation management introduced here, is an attempt to tie everything together in a
way that shows how the elements relate to one another.

Innovation metrics will be introduced, and guidelines provided on their selec-
tion and use. The importance of innovation governance and establishing clear deci-
sion-making rights will be explained. The discipline of innovation management has
been maturing and is increasingly becoming codified. The latest international
standards for innovation management and the concept of an Innovation Manage-
ment System will be introduced. The chapter will conclude with a section on the
special challenges of managing innovation within the public sector.

Note: For the purposes of this chapter, it will be assumed that the reader is familiar with the
fundamentals of project management, including its basic terminology. If not, the reader should
consult authoritative resources on project management, such as the PMBOK® Guide by the Proj-
ect Management Institute (2021),261 or the latest edition of Harold Kerzner’s (2017) classic book
on project management.262

The Essence of Innovation Management

Ultimately, innovation management is business management. Any innovation should
be seen as a new business in its own right. This means that all aspects of business
management must be called upon to make an innovation successful. The constant
companion of innovation is uncertainty, which makes innovation management much
more challenging than managing most other business areas.
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We shall start with an existential question: Why do we need to manage the in-
novation process? I propose the following answer:

The objective of innovation management is increasing value while reducing
uncertainty.

Some decades ago, the Total Quality and Sig Sigma movements established the
principle that every organizational activity has to add value to the end customer
and that activities that do not are superfluous, wasteful, and need to be eliminated.
The value dimension is equally important to innovation, but innovation occurs
amid uncertainty (often a great deal of uncertainty). The reduction of uncertainty
is, therefore, valuable and worthy as a goal of equal standing.

Innovation management can be complex and intricate because it requires align-
ment and coordination across multiple organizational layers and parallel process, but
this objective applies to each instance of innovation management, no matter how large
or small in scope. As an innovation progresses, value must increase to the target level
while uncertainty must decrease to an acceptable level, as depicted in Figure 7.1.

These dual objectives of innovation management acknowledge that uncertainty is an
ever-present challenge for any innovator. Good innovation management seeks to miti-
gate, and sometimes even harness, the inherent uncertainty of the innovation process.
Any element of an innovation management process, and in fact any innovation task or
process, should be justified by explaining exactly how it will increase value or reduce
uncertainty, or, preferably, do both at the same time. If it does neither, it is redundant.

It should also be understood that there is a price to be paid for reducing uncer-
tainty, and that price is tolerating some waste. Managing innovation is not like
managing a well-established operation, where maximum efficiency – achieved by

Progress

Value

Uncertainty

Figure 7.1: The Objectives of Innovation Management.
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minimizing waste – is the highest goal. Waste is unavoidable when truly innovating
because progress amidst high levels of uncertainty can only be made by trial and
error. In fact, waste in the form of experimentation, search, and transactions costs
is integral to innovation. This is not to say that waste should be welcomed, but that
it should be properly managed as the cost of making progress in innovation.

It is important to gain a more precise understanding about what we mean by
uncertainty. People too easily talk about risk when they really mean uncertainty.
The term “risk” will be avoided from here on because risk as defined by Knight
(1921)263 and Zeckhauser (2006),264 means that the distribution of outcomes and the
probabilities of each possible outcome are determined, such as a turn of a roulette
wheel or a throw of the dice. Risk is, therefore, not a helpful model for innovation.
Innovators face uncertain outcomes with odds that can only be guessed. Therefore,
framing innovation challenges in probabilistic terms is not helpful at all. The spec-
trum of uncertainty and the definitions of related terms will be covered in more de-
tail in Chapter 9, in the context of the financing of innovation.

There are multiple drivers of uncertainty in innovation, but the two largest de-
terminants of uncertainty are the market for which the innovation is intended and
the technology on which the innovation relies.

The newer the technology, the less assured are the chances of making it work.
This is often referred to as technology risk though uncertainty is a better, more pre-
cise term. However, even if a new product or service can be made to work perfectly,
its acceptance in the market is far from guaranteed. Not enough units may be sold
at the target price, putting in jeopardy both the revenue and profit goals set for the
innovation. This is usually referred to as market risk, but again the term “uncer-
tainty” is better. Innovation is, therefore, subject to both technology (making it
work) and market (selling it) uncertainty.

There are tradeoffs between these two uncertainty categories. By using proven
technology and incremental innovation, technology uncertainty may be minimized,
but then the product may be undifferentiated and not be successful in the market. On
the other hand, striving to launch a market-beating innovation by relying on cutting-
edge technology, or technology entirely new to the organization, will greatly increase
the technology uncertainty, and the product may not work.

Market uncertainty includes whether the innovation will be accepted by the mar-
ket and adopted by its intended users, as well as whether it can be sold for a high
enough price to make a profit (refer to Figure 7.2). As such, market uncertainty encom-
passes most of what is usually referred to as business risk. Technology uncertainty in-
cludes whether the innovation can be made to work as intended, reliably produced at
scale, and whether it can be brought to market at a low-enough cost to allow for a
profit. The market uncertainty is amplified by the unfamiliarity of the market to the
company, with the current market being the least uncertain, adjacent markets being
more uncertain, and completely new markets providing the highest uncertainty chal-
lenge. Similarly, technology already known to and mastered by the company presents
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the least uncertainty, while technology new to the company (even though it has been
mastered elsewhere) presents a much greater uncertainty challenge. The uncertainty
from basing an innovation on new-to-world technology is always going to be extremely
high and very hard to manage.

Market and technology uncertainty combine to increase the total uncertainty
that has to be managed. An innovation based on new-to-world technology for a
market that the company is totally unfamiliar with is clearly going to suffer from
such high uncertainty that it is hardly worth undertaking, at least for an established
company. But radical uncertainty on multiple axes is not that unusual for a startup.
On the other hand, established companies tend to move a maximum of one incre-
ment of uncertainty at a time on each axis; for example, developing a product for a
new market based on familiar technology or developing a product for its core mar-
ket based on new-to-company technology. Assessing the inherent uncertainty along
these dimensions before approving an innovation project is an essential part of in-
novation management.

R&D and product innovation are inherently wasteful processes occurring under conditions of
high uncertainty where success can never be guaranteed. This poses the question of who is
best placed to finance such activities and bear the risk of losing the funds? Market uncertainty
that manifests over the short term may be better borne by private investors such as venture
capitalists. On the other hand, the extreme uncertainty about the viability of new unproven
technology is best carried by the public sector. This is an issue that will be more closely looked
at in Chapter 10, Public Financing of R&D and Innovation.

Alternatively, long-term technology uncertainties may be better borne by stable monopolies,
rather than by firms engaged in cutthroat competition. Examples are the transistor and other
inventions that originated from the famous Bell Labs, and the graphical user interface (GUI)
from Xerox’s equally famous Palo Alto Research Center (PARC), which inspired Steve Jobs.
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Figure 7.2: Major Determinants of Innovation Uncertainty.
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The Organizational and Strategic Fit for Innovation

The reason it is so hard to find a single functional home for innovation is that inno-
vation, by its very nature, is a multifunctional endeavor. In most firms, innovation
can be found somewhere at the intersection between the R&D, marketing, and oper-
ations functions, but even this observation is an oversimplification.

From the strategy on down, innovation touches and affects many elements of
an organization, whether it is a for-profit business or a government agency or non-
profit. With innovation being almost omnipresent, yet diffuse, it confounds the or-
ganizational leadership as they attempt to form a coherent conceptual model of
innovation so that it may be managed. However, lacking such a model will make
the role of innovation in the organization hard to grasp for employees and manag-
ers alike and thus, almost impossible to manage.

Most organizations therefore make do with rough classifications, such as that
innovation is about technology, or innovation is about customer satisfaction, or in-
novation is about operational improvements. Innovation is accordingly assigned to
the area and managerial responsibility/locus where it best seems to fit. Following
this logic, companies in technology-driven industries will most often associate in-
novation with R&D or product development; companies in the consumer-packaged-
goods (CPG) industry will see innovation as closely intertwined with their product
management and consumer marketing activities; and companies in the services or
materials-processing industries will see innovation as integral to operational im-
provements and cost efficiency. While such simplifications allow the organizational
leadership to assign primary responsibilities for innovation to departments whose
activities most closely resemble what the organization deems to be innovation,
these simplifications also leave major gaps that could become very damaging. For
example, innovation managed by the marketing function may miss out on new
technologies, whereas innovation managed by the R&D department may be blind to
shifts in the user market.

In this section, a more comprehensive and nuanced framework of where innova-
tion fits in will be developed. It is instructive to start by looking at where innovation
fits into corporate strategy and management by using an established framework: The
Strategy Map introduced by Robert Kaplan and David Norton (2004) provides a multi-
dimensional visual checklist for executives to enable discussions on how their orga-
nization creates value.265 The Strategy Map follows the strategy philosophy originally
encapsulated in the Balanced Scorecard, introduced earlier by the same authors in an
eponymous book (Kaplan and Norton 1996).266

The Kaplan-Norton Strategy Map looks at the firm through four different perspec-
tives and it is based on five principles (refer to Figure 7.3). The four perspectives are
the financial perspective, the customer perspective, the internal perspective (for internal
management processes), and the learning and growth perspective (mostly concerning
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intangible assets – also see the fifth principle below). The five principles according to
Kaplan and Norton (2004)267 and their relevance to innovation are:
1. Strategy balances contradictory forces. The main contradiction – highly relevant

for innovation – is that the needed investment in intangible assets for long-
term revenue growth usually conflicts with cutting costs to achieve short-term
financial performance.

2. Strategy is based on a differentiated customer value proposition. Satisfying cus-
tomers is the source of sustainable value creation. This is also highly relevant
to innovation since the primary output of innovation activities in business is
most often the value proposition, which is judged by the customer.

3. Value is created through internal business processes. Internally managed pro-
cesses such as innovation, operations, and customer management provide
value to the customer in the form of products and services, and to the firm in
the form of financial rewards.

4. Strategy consists of simultaneous, complementary themes. The different clusters
of internal processes deliver benefits at different points in time and at different
cadences. Operational improvements generally deliver short-term cost savings,
but innovation processes take longer to produce higher revenues and margins.
Good strategies should balance these benefits.

5. Strategic alignment determines the value of intangible assets. The organization’s
intangible assets are human, information, and organization capital. Human
capital comprises skills, talent, and know-how. Information capital comprises
knowledge and information contained with strategic information infrastructure.
Organization capital comprises the culture, leadership, alignment, and team-
work inherent in the organization.

The Kaplan-Norton Strategy Map provides a holistic overview of how an organiza-
tion achieves its strategic goal, which originally was defined only as long-term
shareholder value. However, long-term shareholder value is only an appropriate
goal for private-sector, for-profit corporations. It is fairly easy to substitute other
strategic goals for organizations as appropriate, and for government agencies and
nonprofits to substitute a clear mission statement. In the case of a government
agencies and nonprofits, the customer perspective will have to be adapted, too.

My primary purpose is, however, not to tailor the Kaplan-Norton Strategy Map
for general use, but to develop an analogous framework inspired by it that is spe-
cific to innovation and can encapsulate the expansive terrain of innovation man-
agement. This is the topic of the next section.
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Introducing the Innovation Management Map

While Kaplan and Norton (1996) did account for Innovation Processes in their Strat-
egy Map, the scope was limited to their Internal Perspective – a serious limitation
that omits the contribution of innovation at other levels.269 There is a need for a
more complete and holistic treatment of innovation management that recognizes
the management interfaces and strategic alignment of innovation needed across
the hierarchy of corporate activities.

My proposed Innovation Management Map depicted in Figure 7.4 takes inspira-
tion from the format that Kaplan and Norton used in their Strategy Map, but it fo-
cuses on innovation strategy and management in the full context of organizational
value creation and management along multiple perspectives. The Innovation Man-
agement Map also contains a more complete organizational dimension on the far
right, since innovation needs to be governed, led, and managed at all different lev-
els of the organization – from the board and executive leadership, through business
unit (BU) and functional leadership, innovation and R&D leadership, and team
leadership at the functional, cross-functional and BU level.

The Innovation Management Map depicts how and at what levels the innova-
tion creates value for the organization and its stakeholders using six perspectives.
Starting from the top, these perspectives are:

Innovation Goal and Key Performance Indicator (KPI) Perspective. This is the per-
spective that determines the strategic alignment of innovation within the firm and
translates the corporate strategy into specific, quantified innovation goals. As such, it
requires a framework for how to translate the organization’s strategy (including its
growth strategy) into innovation goals, and how organizational budgets and resour-
ces will be allocated to innovation in accordance with the firm’s priorities. Thus, the
top-level innovation KPIs are analogous to the top-level financial perspective in the
Kaplan-Norton Strategy Map and may include cost reduction, revenue growth, cus-
tomer satisfaction, market share, ESG,xxxii and other targets. Innovation means noth-
ing if it cannot be tied to the major strategic goals of the organization. In fact,
innovation needs to be derived from these goals so that it is made clear how innova-
tion contributes to them.

Linking innovation to growth targets is the most common – but not the only –
strategic linkage in for-profit firms. For example, if a firm has 20 percent growth
goal, the contribution of new offerings to that goal should be quantified. The same
is true for productivity, regulatory, and ESG goals. An example of the latter is set-
ting a target for the contribution of process innovations to the reduction in green-
house gas emissions of a factory. By quantifying the expected contribution of

xxxii Environmental, Social, and Governance.

Introducing the Innovation Management Map 141

 EBSCOhost - printed on 2/8/2023 1:15 PM via . All use subject to https://www.ebsco.com/terms-of-use



In
no

va
tio

n 
G

oa
l a

nd
 K

PI
 

Pe
rs

pe
ct

iv
e

Po
rt

fo
lio

 o
f 

In
iti

at
iv

es
Pe

rs
pe

ct
iv

e

In
no

va
tio

n 
Pi

pe
lin

e 
Pe

rs
pe

ct
iv

e

In
te

lle
ct

ua
l 

Ca
pi

ta
l 

Pe
rs

pe
ct

iv
e

Value Creation

Organizational Responsibility

Bu
si

ne
ss

 
M

od
el

 
Pe

rs
pe

ct
iv

e

Hu
m

an
 

Ca
pi

ta
l 

Pe
rs

pe
ct

iv
e

In
no

va
tio

n 
Co

un
cil

In
no

va
tio

n,
 B

U 
an

d 
Fu

nc
tio

n 
Le

ad
er

sh
ip

In
no

va
tio

n 
Le

ad
er

sh
ip

Co
rp

or
at

e 
Le

ad
er

sh
ip

 
w

ith
 B

oa
rd

 S
up

po
rt

Fu
nc

tio
n 

an
d 

BU
 

M
an

ag
er

s, 
w

ith
 H

R

R&
D 

an
d 

BU
 

M
an

ag
em

en
t

Ti
m

e 
ho

riz
on

In
no

va
tio

n 
ty

pe
BU

 a
nd

 
m

ar
ke

t
En

ab
lin

g 
te

ch
no

lo
gy

St
ra

te
gi

c 
st

an
ce

O
pp

or
tu

ni
ty

 
id

en
tif

ic
at

io
n

Co
nc

ep
t 

de
sig

n
Pr

od
uc

t/
se

rv
ic

e 
de

ve
lo

pm
en

t
M

ar
ke

t 
la

un
ch

Li
fe

cy
cl

e 
m

an
ag

em
en

t

Pr
od

uc
tiv

ity

Co
st

 a
nd

 
ef

fic
ie

nc
y 

ta
rg

et
s

G
ro

w
th

Re
ve

nu
e 

fr
om

 n
ew

 
of

fe
rin

gs

Re
gu

la
to

ry
 a

nd
 E

SG

ES
G 

an
d 

re
gu

la
to

ry
 

KP
Is

Ch
an

ne
ls

Pa
rt

ne
rs

Re
so

ur
ce

s

Ac
tiv

iti
es

Ho
w

 it
 is

 b
ro

ug
ht

 fo
rt

h

Re
ve

nu
e 

st
re

am
s 

Co
st

 
st

ru
ct

ur
e

Va
lu

e 
pr

op
os

iti
on

Cu
st

om
er

 
re

la
tio

ns
hi

p

Ho
w

 it
 m

ak
es

 m
on

ey
W

ha
t t

he
 o

ffe
rin

g 
is

Te
ch

no
lo

gy
 a

nd
 k

no
w

le
dg

e 
gr

ow
th

IP
 a

cq
ui

sit
io

n 
an

d 
m

on
et

iza
tio

n

Cu
st

om
er

 
un

de
rs

ta
nd

in
g

Kn
ow

le
dg

e 
m

an
ag

em
en

t
In

-h
ou

se
 

R&
D 

Te
ch

no
lo

gy
 

ac
qu

isi
tio

n
Li

ce
ns

in
g 

an
d 

sp
in

-o
ffs

Te
ch

no
lo

gy
 

pa
rt

ne
rs

Te
am

 
ro

le
s

Di
ve

rs
ity

 a
nd

 
dy

na
m

ic
s

Te
am

w
or

k
Am

bi
de

xt
ro

us
 

m
an

ag
em

en
t

Fu
nc

tio
na

l 
ex

pe
rt

ise
Cr

os
s-

fu
nc

tio
na

l

Le
ad

er
sh

ip
 st

yl
e

Ta
le

nt
 m

an
ag

em
en

t
O

rg
an

iza
tio

na
l 

al
ig

nm
en

t 

St
ra

te
gi

c 
G

oa
ls

Fi
gu

re
7.
4:

Th
e
In
no

va
ti
on

M
an

ag
em

en
t
M
ap

.

142 Chapter 7 Perspectives on Innovation Management

 EBSCOhost - printed on 2/8/2023 1:15 PM via . All use subject to https://www.ebsco.com/terms-of-use



innovation to important corporate objectives, it becomes easier to set and allocate
budgets to the innovation initiatives intended to meet those respective targets.

Innovation KPIs and metrics will be discussed in more detail in the next section.
Portfolio of Initiatives Perspective. Unless a firm is effectively a startup with only

one innovation initiative, the senior innovation leadership will have to manage a
portfolio of innovation initiatives, all competing for time and resources. Any organi-
zation with more than a handful of innovation projects needs a coherent means of
managing a portfolio of innovation initiatives on an ongoing basis, which has to
include a mechanism for aligning and periodically realigning the initiatives with
evolving organizational strategy.

Innovation projects and initiatives comprising the innovation portfolio initiatives
may be classified in terms of time horizon (short, medium, long term), the type of
innovation (incremental or radical), the business unit or product line the innovation
is for, the intended market for the innovation, the strategic stance the initiative repre-
sent, or the underlying enabling technology (e.g., electric vs. gasoline-powered en-
gines, 20nm vs. 5nm semiconductor chip technology, and so on). An example of a
strategic stance is whether the initiative has as its goal to expand the breadth of the
firm’s offerings or to secure market leadership in a current offering.

How to manage the innovation portfolio of initiatives will be covered in Chapter 8.
Business Model Perspective. The business model defines how value is created

by the firm and received by the customer, and how exactly the firm profits from its
innovation efforts. (Business Model Innovation and its public-sector equivalent,
Mission Model Innovation, were covered in Chapter 6.) Key business model ele-
ments include the value proposition, the types of customer relationships, the cus-
tomer and stakeholder segments that the innovation is directed at, and over which
channels the innovation is delivered. It also includes the key internal activities, op-
erations, resources, and external business partners required to bring forth the inno-
vation. The financial value of the innovation is an important part of the business
model, including both the revenue streams from the innovation and the cost struc-
ture needed to produce it and bring it to the customer.

Innovation Pipeline Perspective. This is the perspective that is too often conflated
with innovation management as whole, but it is only one perspective on innovation
management, albeit an important one. The innovation pipeline perspective covers
how innovation is progressed through the organization from idea through develop-
ment, to market launch and beyond to the support stage and the ultimate retirement
of the offering, the latter concept being part of product-lifecycle management. Inno-
vation project management will be discussed in Chapter 8.

Intellectual Capital Perspective. Technology and knowledge growth, and IP ac-
quisition and monetization are contained within the Intellectual Capital Perspec-
tive. More broadly, intellectual capital comprises all relevant customer, technical,
and other knowledge created by the organization in its pursuit of value, as well as any
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intellectual property acquired and managed through various channels for the purpose
of enabling innovation. (IP may also generate value through direct monetization.)

In Schumpeter’s definition of innovation (see Chapter 1), entrepreneurs inno-
vate by combining existing elements. This implies that enabling technologies and
other fundamental building blocks for new products or services were created prior
to innovation, an activity which Schumpeter called invention. Separating the man-
agement of technological intellectual capital as well as other knowledge, such as
customer and market intelligence, from managing the innovation pipeline follows
in this Schumpeterian tradition. New scientific insights and technologies are cre-
ated through basic research and further matured by means of R&D. The manage-
ment of these activities is separate from managing the innovation process, but it
needs to be closely aligned and coordinated with the innovation pipeline perspec-
tive. For example, a new battery technology needed for a future generation of elec-
tric vehicles will need to emerge from the research department in time to be mature
enough for incorporation in the innovation pipeline for a new model vehicle in-
tended to kick off two years from now.

Virtually everything that comes into focus through this perspective can be
thought of as either knowledge stocks, knowledge flows, or knowledge generation.
The total knowledge stock comprises all firm repositories of knowledge, such as in-
ternal knowledge databases, recorded processes, and research findings as well as
externally visible patents.xxxiii There are many types of knowledge, including strate-
gic, technological, and market related knowledge. Knowledge flows represent all
activities associated with transferring, sharing, and exchanging knowledge. It is
akin to the blood flow in a human body. Knowledge can indeed be thought of as
the lifeblood of the innovation process, which involves knowledge exchange and
then generation in multiple forms. Christian Rupietta and Uschi Backes-Gellner
(2019) point out that firms generate new knowledge that leads to innovations by re-
combining existing knowledge sources. The firm’s existing knowledge stock to-
gether with its knowledge flows form its knowledge-creation system.270

The maturity of technologies employed in innovations will vary by industry; for
example, the high-tech and software industries tend to use the most recently avail-
able technologies, while other industries are more conservative in their adoption of
new technologies. The aggressiveness in using either cutting-edge or proven tech-
nologies in innovation also depends on the organization’s innovation strategy and
risk appetite. Regardless of industry, innovation leaders need a clear understanding
of which technologies are relevant for current and future innovations in their pipe-
line and where these technologies will come from, in particular if they are going to
be internally developed or externally sourced. In as far as the technology creation is

xxxiii Researchers usually use patents, which are public information, as a proxy for knowledge
stock, but that omits many forms of knowledge stock that is not externally visible.
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a precondition for innovation, the R&D endeavors of the organization also need to
be managed to yield the technologies required for use by its innovation projects on
schedule, and within the cost and performance parameters required.

Customer understanding requires a comprehensive set of tools for learning
about customer, end-user, and market needs as well as for relevant technologies.
This should include feedback mechanisms from end-users to innovators after prod-
ucts or services have been released, and how users will be involved ahead of, and
during, the innovation process

In an article provocatively titled, “If Only We Knew What We Know,” Carlo O’Dell
and C. Jackson Grayson (1998) articulate the need for large organizations to better tap
into the vast treasure trove of knowledge and know-how that already exists within
their organizations.271 It is notoriously difficult to internally spread best practices from
high performing to other groups. Internal knowledge transfer remains a people-to-
people process, but results can be improved by creating the organizational forums and
processes to facilitate it, through overt encouragement by senior leaders, and by using
modern information technology to capture and disseminate information quickly and at
scale.

Intellectual property and technology management are advanced topics that are
out of scope for this book.

Human Capital Perspective. Human capital comprises talent, leadership skills,
and the ability to work together on innovation in teams. Innovation is a social en-
deavor, accomplished by people working together within teams and with other teams.
Innovation also requires expertise (talent) in both the various functional disciplines
that come together to innovate and in managing the innovation process itself. The
leadership role in innovation is particularly important due to the often-conflicting de-
mands innovation places on leaders up and down the seniority ladder. Innovation re-
quires leaders to manage both exploitative and explorative activities, requiring an
ambidextrous ability as explained in Chapter 4.

Another way to think of the innovation activity within the firm is that it is a kind of production
process, which transforms factors (inputs) into outputs. As noted in Chapter 3, the classical
economists believed that there were three factors of production – land, labor, and capital –
which are the inputs to a production function that transformed these inputs into outputs. For
example, farmland, farm laborers, and tractors (capital) produce crops. Schumpeter suggested
entrepreneurship as a fourth factor of production. In the modern innovation economy, land is
less important and not represented here, though it is, of course, still crucially important to the
agricultural and natural resources industries.

In the Innovation Management Map, human capital takes the place of labor, intellectual capi-
tal represents capital, and entrepreneurship is represented by the skill of managing the innova-
tion pipeline. The analog of the production function is the business model, whereby the
aforementioned new factors of production create value for customers and stakeholders. (Note:
While financial capital is essential to fund innovation, it is not included in the Innovation Man-
agement Map but discussed as a topic in its own right in Chapters 9 and 10.)
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The team dynamic and people issues related to creative and innovation processes
were covered in Chapter 4. A more in-depth discussion of talent and leadership is-
sues is out of scope, with the exception of the hierarchy of organizational responsi-
bilities for innovation, which will be covered in a later section in this chapter.

✶✶✶

In conclusion, Kaplan and Norton’s five accompanying principles for their Strategy
Map may be retained or modified as follows for the Innovation Management Map:
1. Strategy balances contradictory forces✶. The main contraction – highly relevant

for innovation – is that the needed investment in intangible assets for long-
term revenue growth usually conflicts with cutting costs for short-term finan-
cial performance.

2. Innovation is essential to the creation of a differentiated customer value proposition✶✶.
Satisfying customers is the source of sustainable value creation. This is highly
relevant to innovation since the primary output of innovation activities in busi-
ness is most often the value proposition, which is judged by the customer.

3. Innovation is a major contributor to value✶✶✶. Innovation provides value to the
customer in the form of products and services, to the firm in the form of financial
rewards via the business model, and to society at large through benefits such as
environmental sustainability and community and supply-chain spillovers.

4. The innovation portfolio consists of complementary themes✶✶✶. The portfolio of
innovation initiatives comprises projects across different time horizons, with
varying cycle times and risk profiles. Incremental innovations generally de-
liver value over the short term, while next-generation initiatives will deliver
value over the medium term. Radical innovation projects generally take lon-
ger to produce higher revenues and margins, with less certain outcomes. The
innovation portfolio, therefore, must reflect the firm’s objectives as well as
risk tolerances.

5. Innovation that is aligned with strategy both determines and amplifies the value of
intangible assets✶✶✶. The organization’s main intangible assets relevant to innova-
tion are its intellectual capital and its human capital. The intellectual capital is ac-
cumulated and exploited through the proper employment of the organization’s
human capital. The value of both these types of capital is maximized through
proper innovation management that is aligned with the organization’s strategic
goals.
Key: ✶ retained verbatim; ✶✶ minor modification; ✶✶✶ major modification

Once the strategic goals are set, they should be cascaded down level by level, in
each case asking a question on whether that level is aligned with the strategic
goals:
– Will reaching our stated innovation goals and KPIs sufficiently contribute to

the organization reaching its strategic goals?
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– Is our portfolio of innovation initiatives aligned with the strategic and innova-
tion goals?

– Will our current and future business models deliver on these goals?
– Is our innovation pipeline process efficient and effective enough to deliver the

innovations that we need to meet our goals?
– Do we have the technology and IP required for the innovations we need to de-

liver and if not, how will we develop or acquire these technologies and IP?
– Do we have the quality and quantity of human talent needed to successfully

complete the needed innovation and development activities, and, if not, who
do we need to add to our talent pool?

Innovation Metrics and KPIs

Innovation metrics should communicate the strategic alignment of innovation with
organizational objectives, and drive the performance of innovation projects and ac-
tivities. Metrics must be formulated so that each metric can have a quantifiable tar-
get. Without targets, metrics are useless. But targets cannot be arbitrary. Metrics
need to make sense to all stakeholders involved, and targets must have the buy-in
of the participating parties.

The most important metrics are often referred to as KPIs. Typical mistakes that
organizations make are having too many metrics and having a set of metrics that
does not provide comprehensive coverage of the organization’s innovation activi-
ties. An example of the former mistake is to have more than 10 KPIs, and an exam-
ple of the latter mistake is to only have metrics for the latter stages of innovation.
Another mistake is too much complexity, which makes metrics hard to understand,
causes fruitless debates, and undermines metric credibility with stakeholders.

Good metrics are self-explanatory and simple in their definition and applica-
tion. They are not easily gamed. Metrics also need to be balanced between financial
and nonfinancial metrics. Having only, or too many, financial metrics is another
common mistake to avoid. Metrics, as with most other endeavors, require prioritiza-
tion. But they also require balance, so that all important aspects of the innovation
process are tracked. A basic classification system of available innovation metrics
divides them into input, process, and output metrics. Dividing metrics into types
such as financial and nonfinancial can provide further context (see Table 7.1).

Another way to categorize innovation metrics is by thematic area. After an ex-
tensive review of the literature on innovation measurement, Adams, Bessant, and
Phelps (2006) derived a framework comprised of seven thematic categories. Each of
the categories is subdivided into several measurement areas for which metrics may
be defined (see Table 7.2).
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The categories and measurement areas in Table 7.2 offer a useful checklist to
help ensure the selection of a comprehensive set of innovation metrics that covers
all areas of potential interest, and to make sure the metrics selected are balanced.
As a rule of thumb, there should be at least one metric from each category. They do
not all need to be tracked in a monthly scorecard, and some may be more appropri-
ate to track annually.

Table 7.1: Innovation Metrics by Type.

Input metrics Process metrics Output metrics

Financial – R&D intensity:
Percentage of revenue
spent on R&D and
innovation

– Pipeline value:
Financial potential of
innovation pipeline

– Total development
cost per project

– Project spend
variance to budget

– Cost per innovation
stage

– Average headcount
cost per developer

– Percent of revenue
from new products
(called the Vitality
Ratio)

– Financial performance
(revenue growth,
profit growth,
NPV,xxxiv ROIxxxv)

– Forecast revenue
accuracy

– Price and cost
accuracy

– Percent of new
products achieving
launch-year revenue
targets

– Revenue from spin-
offs or licenses

Nonfinancial – Number of new ideas
explored

– Number of new ideas
obtained from outside
the organization

– Strategic alignment of
new projects

– Portfolio mix/balance
(e.g., by incremental
vs. radical, by
business or product
line, by theme)

– Number of projects
advanced vs.
discontinued

– Schedule
adherence: Percent of
projects on schedule

– Development time
variance: actual vs.
planned

– Throughput time per
stage/major activity

– Gate pass rate
– Number of projects

with issues

– Number of new
products launched

– Customer satisfaction
– Change in market

share
– On-time launch

percentage
– Average time to

market
– Number of patents

granted
– Number of spin-off

projects or
technologies

xxxiv Net Present Value.
xxxv Return on Investment.
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The old saying is true: You get what you measure. Just as metrics should not be
easy to game, any unintended consequences of using a particular metric, to the ex-
tent that it might encourage undesirable management behavior, should be always
guarded against. Undesirable unintended consequences are more likely if there is an
overemphasis on one particular metric. For example, only focusing on the number of
new products launched could lead to a slew of disappointing product launches, as
managers prioritize quantity over quality. But if this metric is complemented by
others, such as the percent of new products achieving first-year revenue targets, it is
less likely to be abused. This is another reason why a balanced set of KPIs is desir-
able, despite the allure of choosing a singular KPI that can be easily communicated.

Another balance that should be struck in the set of metrics tracked is between
effectiveness and efficiency types of metrics, where effectiveness means working to-
ward the right outcome, and efficiency means doing things in the best and most
cost-efficient way possible.

Lastly, the set of metrics and KPIs tracked used should never be completely
static. The so-called Goodhart’s Law (that when a measure becomes a target, it ceases
to be a good measure) is perhaps a cynical way to express a truism that care should

Table 7.2: Innovation Measurement Categories and Areas.

Framework category Measurement areas

Inputs – People
– Physical and financial resources
– Tools

Knowledge management – Idea generation
– Knowledge repository
– Information flows

Innovation strategy – Strategic orientation
– Strategic leadership

Organization and culture – Culture
– Structure

Portfolio management – Risk/return balance
– Optimization tool use

Project management – Project efficiency
– Tools
– Communications
– Collaboration

Commercialization – Market research
– Market testing
– Marketing and sales

Source: Adams, Bessant, and Phelps (2006).272
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be taken so that metrics are not gamed. But metrics also lose their usefulness for
other reasons and with time. There are metrics that are useful at one point in time be-
cause they shine a light on a particular challenge but become obsolete once that chal-
lenge has been adequately addressed. While KPIs should generally persist for many
years, secondary metrics can be phased in and out as need be. For example, if accu-
rate budgeting is a problem, a metric such as spend variance to project budget may be
needed to shine a light on the progress made in that area. But after budget accuracy
and spending discipline have been improved, this metric may be retired in favor of a
new metric to address the next challenge, which could be development time variance.

The metrics in Table 7.1 are all firm-level or BU-level metrics. Some of these metrics are aggre-
gated and captured at a national or industry level, but others are not suitable for aggregation
beyond the firm. Of the ones tracked, R&D Intensity is the most frequently tracked metric. The
national equivalent of R&D as a percent of revenue is R&D as a percentage of GDP, also called
BERD/GDP, where BERD stands for Business Expenditure on R&D.

The methodology for capturing R&D metrics at a national level is contained in a document pub-
lished by the OECD called the Frascati Manual. Frascati Manual 2015: Guidelines for Collecting
and Reporting Data on Research and Experimental Development, The Measurement of Scientific,
Technological and Innovation Activities (OECD 2015) is the latest version of this authoritative, in-
ternational methodology for collecting and using R&D statistics.273 Further reference to the Fras-
cati Manual will be made in Chapter 10.

There are several problems with the R&D Intensity metric. First, it is by definition an input
metric. As such, it contains no information on how efficient or productive the R&D was, only
that money was spent on R&D. Second, what is counted as R&D expenditure is subject to multi-
ple criteria, which are always open to interpretation. Third, R&D Intensity ratios vary substan-
tially by industry. When it is used for national comparisons, the industry mix of the respective
countries are a major determinant of the countries’ R&D Intensity. Even so, R&D Intensity met-
rics are fairly easy to capture and analyze because both R&D expenditures and revenues are
published in standard financial statements. These metrics have, therefore, been used for a long
time as a proxy for innovative effort, despite their shortcomings.

Governance and Decision-Making Rights

Every organization engaged in innovation needs an innovation governance model
(or methodology). The model should cover all important innovation decision-making
points. For these, it should define clear decision-making rights that establish when,
how, and by whom decisions will be made to commit organizational resources to inno-
vation activities. Since innovation involves several corporate functions, the governance
model needs to specify how these functions will collaborate and share innovation exe-
cution and decision-making responsibilities.

Putting a single executive in charge of innovation can create more problems
than it solves. And saying the CEO is the Chief Innovation Officer may rhetorically
emphasize the importance of innovation to the organization but has little practical
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effect. Given its multifunctional nature, innovation is best managed by various
committees or councils, starting at the top with the strategic level. The following
exposition refers to Figure 7.4: The Innovation Management Map, in particular, to
the right side of the map.

The organization’s strategic goals are the responsibility of corporate leadership
(i.e., the so-called C-suite) with board support and sign-off. What exactly the strate-
gic goals are will determine the innovation goals, as the latter must be derived from
the former. For example, the revenue-growth goal may determine the expected rev-
enue contribution from new offerings that need to be innovated. Or the target for
the reduction of greenhouse gas (GHG) emissions will determine the innovation
goals for that. Most importantly, this is also the right level for deciding the innova-
tion budget since the budget can be compared and justified against the goals it is
supposed to achieve.

The highest-level dedicated innovation governance organization is the Innova-
tion Council. The Council should be comprised of the most senior executives lead-
ing innovation, the most senior direct organizational stakeholders of innovation
(such as relevant BU and functional heads), and a C-level executive sponsor of in-
novation – who should chair the Innovation Council. It is the job of the Innovation
Council to guide, scrutinize, and ultimately, approve the full portfolio of innovation
initiatives.

The business-model perspective calls for a similar multifunctional mix of lead-
ers, with the presence of key decision-makers in the businesses being essential to
ensure that innovative new business models not only can, but will be implemented.
Depending on the depth and breadth of an organization’s hierarchy, the joint lead-
ership team taking responsibility for new business models may be the Innovation
Council itself, a subcommittee of the Council, or a separate committee one level
below that of the Council.

The Innovation Leadership itself is responsible for orchestrating the whole in-
novation pipeline process, but the presence and buy-in of other organizational lead-
ers will be needed at each of the decision-making gates in the pipeline. This process
will be elaborated on in the next chapter.

The intellectual capital that powers the innovation process, comprised of both
internally developed and externally acquired knowledge, patents, and know-how is
the responsibility of mainly senior R&D management but with support from business
management, particularly as it concerns purchasing or selling intellectual capital for
the benefit of a particular business unit. Technology strategy and management may
also be part of this perspective. The decisions made on which technologies to pursue
and when they will need to be mature to support product innovations will result in a
technology roadmap, which will need to be approved not only by the most senior
R&D and technology leaders but also by the users of the technology (i.e., the innova-
tion leaders) and by the main stakeholders on the side of the relevant businesses.
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Lastly, the governance and management of the human capital of innovation is
the direct responsibility of the managers at various level in the relevant functions
and businesses, with advice and assistance from human resource (HR) professio-
nals where appropriate. The challenges of ambidextrous leadership and organiza-
tional alignment have been discussed in Chapter 4, as were the unique challenges
of teamwork under uncertainty and creativity.

An important management area that is adjacent, but also tangential, to innova-
tion management is that of product management – also sometimes called solution
management, in the IT industry in particular. Products (and services) need to be man-
aged across their lifecycles: from inception, to design and development, launch, sup-
port, and phasing out (sometimes called sunsetting). In some industries (e.g., CPG,
consumer electronics), the product manager is a key decision-maker in the innova-
tion process. In each case, the responsibilities and decision-making rights of different
organizational functions across each of the product lifecycle phases will need to be
spelled out. The details of product management are out of scope for this book.

The Innovation Management System

In the most general terms, a management system is the set of elements required to
make a particular organizational function perform well in executing its mission and
mandate. Over the years, different authors have offered their views of what an inno-
vation management system (IMS) ought to be. Fortunately, we now have the benefit
of years of work on a set of innovation management standards by ISOxxxvi commit-
tees, and do not need to reinvent the wheel. According to ISO 56002 (2019):

An innovation management system is a set of interrelated and interacting elements, aiming for
the realization of value. It provides a common framework to develop and deploy innovation
capabilities, evaluate performance, and achieve intended outcomes.

Note the emphasis on the realization of value as the primary goal of innovation – a
consistent message in this book as well. The ISO IMS follows a Plan, Do, Check, Act
(i.e. continuously improve) cycle typical for management standards. And the seven
main elements in the ISO IMS are the same for all management-system standards
issued by the ISO:
– Context
– Leadership
– Planning
– Support
– Operations

xxxvi The International Organization for Standardization.
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– Evaluation
– Improvement

ISO 56002 built on, and was preceded by, the European guiding specification
CEN/TS 16555–1 published in 2013. Older publications on innovation management
may still refer to CEN/TC 16555–1.

The ISO IMS framework applies to all types of organizations, regardless of type,
sector, or size. But ISO standards are developed to be guidelines, rather than re-
quirements. It is up to each organization to select the relevant parts of the system it
wishes to implement, given its situation.

The ISO IMS standard recognizes the following eight principles for managing
innovation activities in organizations:

1. Realization of value – Value, financial or nonfinancial, is realized from the deployment,
adoption, and impact of new or changed solutions for interested parties.
2. Future-focused leaders – Leaders at all levels, driven by curiosity and courage, challenge the
status quo by building an inspiring vision and purpose, and by continuously engaging people
to achieve those aims.
3. Strategic direction – The direction for innovation activities is based on aligned and shared objec-
tives and a relevant ambition level, supported by the necessary people and other resources.
4. Culture – Shared values, beliefs, and behaviors, supporting openness to change, risk taking,
and collaboration, enable the coexistence of creativity and effective execution.
5. Exploiting insights – A diverse range of internal and external sources are used to systemati-
cally build insightful knowledge, to exploit stated and unstated needs.
6. Managing uncertainty – Uncertainties and risks are evaluated, leveraged, and then man-
aged, by learning from systematic experimentation, and iterative processes, within a portfolio
of opportunities.
7. Adaptability – Changes in the context of the organization are addressed by timely adapta-
tion of structures, processes, competences, and value realization models to maximize innova-
tion capabilities.
8. Systems approach – Innovation management is based on a systems approach with interre-
lated and interacting elements, and regular performance evaluation and improvements of the
system.274 (ISO 2019)

The above principles and guidance are contained in ISO 56000:2020 Innovation
Management – Fundamentals and Vocabulary (2019),275 which may be purchased
directly from ISO. ISO has a family of documents on innovation management. Their
titles and status at the time of writing are provided below along with the relevant
OECD and CEN standards.

Major International Standards for Innovation Management
OECD
Oslo Manual – Guidelines for Collecting, Reporting and Using Data on Innovation, 4th edition (2018)

European Committee for Standardization (CEN)
CEN/TS 16555 series of standards for Innovation Management (2013–2017)
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International Organization for Standardization (ISO)
ISO 56000, Innovation Management – Fundamentals and Vocabulary (2020)
ISO 56002, Innovation Management – Innovation Management System – Guidance (2019)
ISO 56003, Innovation Management – Tools and Methods for Innovation Partnership – Guid-

ance (2019)
ISO/TR 56004, Innovation Management Assessment – Guidance (2019)
ISO 56005, Innovation Management – Tools and Methods for Intellectual Property Manage-

ment – Guidance✶

ISO 56006, Innovation Management – Strategic Intelligence Management – Guidance✶

ISO 56007, Innovation Management – Idea Management✶

ISO 56008, Innovation Management – Tools and methods for innovation operation measure-
ments – Guidance✶

✶Under development at the time of writing.

Organizations should always codify their own IMS within a master document,
which may be titled appropriately but is often called an Innovation Playbook. The In-
novation Playbook spells out the organization’s innovation terminology, articulates
how different types of innovation will be handled, and elaborates on all the core in-
novation processes and decision-making. As such, it provides a detailed roadmap for
how each part of the Innovation Management Map will be implemented. The Innova-
tion Management Map should be reflected in the table of contents of the Innovation
Playbook. For instance, the different layers of the Innovation Management Map
should each be the subject of a chapter within the playbook.

The playbook will articulate the governance model for different types of projects;
for example, that incremental projects will follow a standard process, but that some rad-
ical projects will be conducted inside a special innovation organization (e.g., within a
skunkworks – see Chapter 4). The decision-making hierarchy for innovation, as well as
the budgeting and projection selection and approval processes, should also be spelled
out. All innovation metrics and KPIs should be defined in the playbook as well as the
hierarchy of these metrics and the organizational responsibility for achieving each. The
playbook should also contain the protocols for cross-functional and cross-department
collaboration on innovation. Furthermore, the playbook may contain guidance on how
an innovation culture (culture of experimentation or learning culture) will be fostered in
the organization, and how knowledge and intellectual property will be managed.

Innovation Management in Government – Special Challenges

Volumes have been written about the management of government agencies. This
topic falls within the field of political science and, as such, is beyond the scope of
this book. However, it will be helpful to review observations about the mission and
management of agencies that are relevant to the endeavor of innovation manage-
ment. These observations will aid our understanding of the special challenges
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associated with innovation management in the public sector. The two most salient
aspects that will be covered below are the challenges of setting innovation goals for
public agencies, and the organizational constraints to innovation over and above
those found in private-sector firms.

Setting Innovation Goals for Agencies

In his seminal book on bureaucracy, James Q. Wilson (1989) explains the nature
and peculiarities of management in government agencies, elaborating on the con-
straints under which public-sector managers work, and which often make it more
difficult for them to innovate than their counterparts in the private sector. Wilson
distinguishes between agency outputs (what an agency does) and agency outcomes
(what happens because of those outputs). The former is what agency employees do
on a day-to-day basis; for example, doctors, teachers, and policy officers have out-
put activities that can be observed. The latter, outcomes, is about what changes be-
cause of the outputs. The outcomes are the results of the agency’s work. These may
be harder to observe than the agency’s activities.276

According to Wilson (1989, 158–171), four different types of agencies – Procedural,
Production, Coping, and Craft Organizations – can be discerned based on whether their
outputs and outcomes, respectively, are easily observable (refer to Figure 7.5).277

Much emphasis was given earlier in this chapter to tying innovation goals and KPIs to
organizational goals. Wilson’s differentiation between different types of agencies
makes it clear where and how applying this principle to government will be hard. It is

Are outputs easy to 
observe?

Are outcomes
easy to 
observe?

No

NoYes

Yes
Production Organizations
e.g., Social Security Administration, 
Internal Revenue Service, Postal 
Service

Coping Organizations
e.g., Diplomats, police, 
educational organizations

Procedural Organizations
e.g., Occupational Safety and 
Health Administration, armed 
forces during peacetime

Craft Organizations
e.g., Armed forces during battles, 
antitrust division of DOJ, Army 
Corps of Engineers

Figure 7.5: Wilson’s Four Types of Agencies.
Source: Adapted from Wilson (1989, 158–171).278
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easiest to set innovation goals for agencies with easily observable outputs. For these
two types of agencies, the innovation goals can be directed related to the agency’s ex-
pected outputs. In the case of Production Organizations, a new processing system may
be expected to reduce processing times per filing for the Internal Revenue Service and
Social Security Administration, or to help the Postal Service to deliver mail at a lower
cost per item. Similarly, for Procedural Organizations, a new type of training simulator
may reduce training costs and increase proficiency for pilots or other members of the
armed services, or innovative new tools may help the Occupational Safety and Health
Administration to increase the number of workplace inspections it does.

So, for both Production and Procedural Organizations with easily observable
outputs, innovation goals can be set in a very similar way to private-sector firms by
deriving the goals from the expected outputs of the agency. Some of these goals
may even be set in monetary terms, such as targeted cost reductions or efficiency
gains, and other goals may be equivalent to revenue in the private sector, such as
increasing the number of public-sector customers served by an agency.

However, setting innovation goals for agencies that do not have easily observable
outputs is much harder, and private-sector analogies break down. Craft Organizations
have easily observable outcomes, but not easily observable outputs. This poses the
question of whether innovation goals can be tied to their outcomes rather than their
outputs. The short answer to that is yes, as long as the strategy or plan to achieve the
outcome can be articulated in sufficient detail so that the innovations needed to
make it happen can be derived from it. It boils down to sketching out the new vision
for the outcomes that the agency should achieve and then asking: Why can we cur-
rently not do it? Just as in the case for the missing revenue of a private-sector firm’s
growth aspirations, isolating the missing piece in the agency’s desired outcomes can
help you to infer the required innovation goals.

A well-known example from World War II illustrates this thought process. In
1940, the German Army unexpectedly routed the larger and stronger French Army
using the novel blitzkrieg tactic that entailed fast-moving tank formations with
close-air support in the form of dive-bombers. The French, in fact, had both more
and better tanks, but they lacked tactical radio communications (which the Ger-
mans had) and used with devastating effect to coordinate their attacks better be-
tween tanks, aircraft, and infantry. German general Heinz Guderian was recognized
as the father of the blitzkrieg, including by his colleague and friend, Erwin Rommel,
who said:

In Germany, the elements of modern armored warfare had already crystallized into a doctrine
before the war – thanks mainly to the work of General Guderian – and had found practical
expression in the organization and training of armored formations.279 (Nicola 2016)

Note that the blitzkrieg doctrine was well articulated in Guderian’s writings prior to
it being operationalized. The blitzkrieg was clearly a major innovation in warfight-
ing, and so was the use of the new-at-the-time tactical radios in each vehicle. If you
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went back in time before these events, how would you have set the innovation
goals to bring them about? The answer lies in understanding Guderian’s strategic
vision surrounding his desired outcome, which was a fast, decisive victory to avoid
the trench-based stalemates of the previous war. You could then have worked back
from his doctrine to understand that an innovation goal supporting this outcome
had to be real-time communication with and between each tank in the field, which
would enable you to define the innovation requirements for that radio equipment.

Thus, the trick with setting innovation goals for Craft-style agencies is to make
clear what the outcome is envisaged to be and, most importantly, what actions and
abilities would be required to bring about that outcome. The innovation goal is then
derived by asking: Why it is that we currently cannot achieve such an outcome? The
answer in the example above would be: We cannot current achieve such an outcome
because we lack the means of communication to coordinate our attacks that is called
for by the doctrine. Is there then a currently feasible technology that may enable
that? The answer would be: Yes, the invention of radio technology can be innovated
for this purpose. And thereby you would arrive at the innovation goal: Outfitting
tanks, warplanes, and infantry with a mobile, interoperable radio-communication
system within a certain period.

Coping Organizations lack both observable outputs and outcomes. Setting inno-
vation goals for them is, therefore, the hardest. It first requires a strategic vision,
similar to that for the Craft Organizations. Wilson (1989, 168–171) points out that
with both outputs and outcomes unobservable, conflict between managers and op-
erators in agencies is likely. The operators (e.g., teachers in classrooms, or police
officers on patrol) have to deal with immediate situational imperatives, while man-
agers will have different goals such as minimizing complaints from constituents
(e.g., parents, or the public at large).

Administrators are too often tempted to try to manage Coping Organizations as
if they were Production Organizations, implementing highly standardized proce-
dures and setting detailed metrics, with the result that operators focus on what gets
measured instead of what may be most important in terms of the mission of the
agency (Wilson 1989, 168–171).280

Similar to Craft Organizations, the innovation goals for Coping Organizations
can be derived from sketching out a vision of what successful completion of their
mission looks like, and then asking what is currently preventing them from doing
that. For instance, if police desire new nonlethal methods of enforcing laws in par-
ticular situations for which they currently lack the tools, that missing ability can be
turned into a requirement and a higher-level innovation goal. Metrics can also be
devised, for example, to change the doctrine and methods used in dangerous en-
counters where suspects have mental-health issues to result in a 50 percent reduc-
tion of use of lethal force. This overall KPI would then spawn innovation goals that
apply to both new tools and tactics.
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Managing Innovation in Bureaucracies

The Standard Operating Procedure (SOP) is at the core of how operations in public
agencies are managed. Wilson (1989, 221–222) points out that “stability and routine
are especially important in government agencies where demands for equity (or at
least the appearance of equity) are easily enforced.” Variations are troublesome be-
cause constituency groups may demand explanations as to why case B was handled
differently than case A. Agencies tend to avoid any course of action that may set
controversial precedents, which is the reason for the bureaucratic adage: “Never do
anything for the first time.” The anti-innovation nature of this adage needs no fur-
ther explanation. The bias against changing task definitions lead bureaucracies to
adopt new technologies (such as new information technologies) without under-
standing their significance or fully realizing their potential. True innovation re-
quires the redefinition of core tasks. However, in government agencies changes
consistent with existing task definitions are fairly easily accepted, while changes
that require a redefinition of tasks are often rejected.281

Potential technological gains in productivity are too often squandered because
processes are not changed to make the best use of the new technology. I can offer
an example from personal experience: During the COVID-19 pandemic, the Virginia
Department of Motor Vehicles (DMV), wanting to minimize the time that customers
spent inside DMV offices, encouraged applicants for driver’s licenses to complete
application forms online in PDF format. Customers had to print out these applica-
tions at home and bring the printed forms to the DMV, where all the information
was manually reentered by the operator into the DMV’s IT system. Had the DMV
enabled the customer’s online application to upload directly into its own system
subject to subsequent operator checking and approval (akin to the well-established
process of applying for a bank account or credit card online), it could have realized
major productivity gains. This would have been a trivial implementation with mod-
ern information technology.

Another perverse tendency of public agencies is to use new information-
gathering and transmission capabilities not to empower frontline managers, but to
further centralize control. Wilson (1989, 228–229) argues that if it is technologically
possible to check with higher authority before making a decision, then that will be
done. And if higher authority is able to hear what is going on, it will be told what it
wants to hear. Lastly, processing greater quantities of information will require new
specialized bureaus, who will demand more and more information to process. Wil-
son’s comments were prescient as they preceded the explosion of email communica-
tions and big data.

As in the private sector, bottom-up innovation from people closest to the prob-
lem at hand should be encouraged. It is not desirable for public servants to see
their bosses as the primary source of all ideas for innovation. But sometimes, strong
agency heads are the only people who can drive innovations through the inherent
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organizational resistance and inertia. However, even the most senior people can
have trouble effecting change in agencies. Top-down innovation efforts in agencies,
even more so than in the private sector, are often frustrated by mid-level bureau-
crats who do not want to change anything and will wait things out, expecting ca-
reer executives to be rotated out or political appointees to move on. It should,
however, not be assumed that operators and other lower-level staff will always be
hostile to innovation. Understanding the incentives that they operate under and
changing the incentives where needed to enable innovation are crucial.

An important perspective on agency innovation that should never be omitted is
that of customers and the multiple internal and external stakeholders of the agency.
Innovations in the name of efficiency that reduce customer-service levels can meet
with strong backlash.

Indeed, public-sector innovation is not easy, given the context. It requires inno-
vation management skills that are honed to the public-sector environment. Sandford
Borins (2011) argues that successful public-sector innovators are not loose cannons.
Instead, they proactively solve problems before they arise: Taking opposition seri-
ously and attempting to overcome it through persuasion of accommodation rather
than by playing power politics; having a clear vision of an innovation and staying
focused on it; and always being objective about their innovation, constantly evaluat-
ing the innovation to see if it is having the intended benefits.282

Chapter Summary

– The objective of innovation management is increasing value while reducing un-
certainty. The two largest determinants of uncertainty are the market for which
the innovation is intended and the technology on which the innovation relies.

– Each component of the innovation management process should be justified by
explaining how it will increase value, or reduce uncertainty, or, preferably, do
both at the same time.

– Innovation is a multifunctional endeavor that touches and affects many ele-
ments of an organization at all levels, whether it is a for-profit business or a
government agency or nonprofit.

– The Innovation Management Map depicts the main innovation processes across
various organizational levels. It provides different perspectives on where and
how innovation creates value, and contributes to the organization’s strategic
goals, as to how innovation governance is cascaded down from the strategic to
the tactical level.

– Innovation metrics and KPIs must be selected to be representative of innovation
inputs, processes, and outputs, and include both financial and nonfinancial
measures.
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– An Innovation Management System comprises all the management elements
that are in place to realize value from innovation. It is often documented in the
form of an Innovation Playbook that spells out how the particular firm or
agency will govern and conduct innovation.

– In the public sector, setting innovation goals is especially hard for some public
agencies when they do not clearly have observables outputs and/or outcomes.
The public sector’s aversion to changing processes is a major roadblock to
innovation.

Suggested Exercises and Assignments

– Use the Innovation Management Map as a checklist to determine which ele-
ments of an Innovation Management System your current organization has in
place, and which may be missing.

– Make a list of the current innovation metrics and KPIs of your organization. Di-
vide them into buckets for input, process, and output metrics. Also, classify
each metrics as financial or nonfinancial. Identify and discuss any apparent
gaps in metrics coverage, and then suggest metrics that would fill those gaps.

– Analyze a real-life public-sector innovation success to gain insight on how the
agency’s innovation management system was changed to allow this innovation
to succeed. Contrast the management system in the case with how the bureau-
cracy usually functions.

For case sourcing, the OECD maintains the following repository of public-sector in-
novation case studies sourced globally. It is arranged by country, level of govern-
ment, sector, stage of innovation, year of launch and other filters.

OECD, Observatory of Public Sector Innovation (OPSI), 2022. Available at https://
oecd-opsi.org/case_type/opsi/

Recommended Further Reading

Dodgson, Mark, David Gann, and Nelson Phillips, eds., 2014. The Oxford Handbook of Innovation
Management. New York: Oxford.

Epstein, Marc, Davila, Tony, and Shelton, Robert. 2005. Making Innovation Work: How to Manage
It, Measure It, and Profit from It. Wharton School Publishing.

Tidd, Joe, and John R. Bessant. 2020. Managing Innovation: Integrating Technological, Market and
Organizational Change. John Wiley & Sons.

Trott, Paul. 2020. Innovation Management and New Product Development, Seventh Edition.
Pearson Education.
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Chapter 8
Portfolio and Project Management

Organizations invest substantial resources in innovation projects. Two important,
but separate, management actions are required to maximize the value from these
investments and achieve the stated innovation goals or missions. The first is to en-
sure that the portfolio of innovation initiatives contains the right set of projects and
that the diverse types of projects comprising it is an optimal mix, well-aligned with
the strategic objectives. This is a highly complex problem to solve. The second is to
ensure that each innovation project is run efficiently and effectively. Uncertainty,
the ever-present companion of innovation, challenges both these endeavors and
must be addressed through different management processes at the portfolio and
project level. Improving organizational decision-making under uncertainty is an im-
portant success factor for such processes.

Accordingly, this chapter takes a closer look at the relevant two perspectives
from the Innovation Management Model introduced in Chapter 7. Following a top-
down approach, innovation portfolio management will be discussed prior to inno-
vation project management (the pipeline perspective).

The chapter starts with a discussion of complexity, explaining why an innova-
tion system is a complex system and how human brains cope with complexity. The
concept of an innovation portfolio of initiatives is then introduced with reference to
the linkages between the innovation portfolio and strategy. This is followed by an
explanation of the process of portfolio management and rebalancing, with the pur-
pose of maximizing the value of the portfolio. The portfolio represents the cumula-
tive effect on many decisions taken, which makes it necessary to introduce the
topic of decision-making biases, and what modern neuroscience can tell us about
the cognitive biases that cause people to make the wrong decisions.

The criteria for selecting and approving innovation projects must reflect strate-
gic priorities. A generic framework for that is introduced. A complete overview of
project management is beyond the scope of this text, but some particular chal-
lenges related to managing innovation projects will be discussed. Finally, the con-
cept of staged development, with phases and decision-making gates, is introduced.

Complexity and How We Deal with It

A complex system is any system comprising of a large number of autonomous or
semiautonomous entities that interact in some way. Complex systems have different
levels of organization and are characterized by emergent properties, which are prop-
erties that occur at higher levels, but which are not present at lower levels. For ex-
ample, an automobile can move because it has a chassis, an engine, wheels, and so
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on. But neither of these subsystems can move on its own. Thus, moving is an emer-
gent property found only at the systems level. As Aristotle would have said, “the
whole is more than the sum of its parts.”

An innovation system is essentially any collection of entities that combine to in-
novate. That could happen at the level of a private firm or government agency,
within specific industry sectors or subsectors, within a region, country, or even be-
tween countries. The country-level system has been called the National Innovation
System, which will be more precisely defined and covered in Chapter 11.

From the above, it should be obvious that innovation systems are also complex
systems. The very nature of the Schumpeterian definition of innovation is of “com-
bining existing elements” implying that innovations themselves are complex sys-
tems with emergent properties. And the innovation system that brings forth such
innovations must also have complex properties, being comprised of many elements
which contribute different parts of the innovation.

More formally, innovation systems are complex systems because they are based on
complex behavioral patterns and result from nonlinear and nonpredictable choices.
Following this logic, Muller, Héraud, and Zenker (2017) summarized the main features
of innovation systems by using the terminology of innovation economics as follows:

i. central role of learning
ii. importance of historical processes
iii. influence of institutions (public actors, legal framework, norms, etc.
iv. existence of feedback loops between nonfully rational actors
v. numerous and diverse interrelations between scientific, technological, and organizational

innovations283 (Muller, Héraud, and Zenker 2017, 2)

These insights on the complexity of innovation systems are largely consistent with the
evolutionary approach expounded in Chapter 3 and, consequently, have policy impli-
cations, especially at the national level (which will be discussed later in Chapters 11
and 12). In this chapter, the focus will be on what system complexity means for how
innovation is managed in practice within a private firm or government agency.

As humans, our brains have not evolved to simply stare at a jumble of raw in-
formation about anything, especially something complex like innovation manage-
ment, and be able to understand what it means. In order get a grip on complexity
and make information accessible so that humans can make decisions and take ac-
tions, we usually take some of the following actions:
1. We make a list, and order the items on the list so that related items are grouped

together.
2. We visually display the relationships between different entities, such as by

making charts, to make it easier to see the relationships between various quan-
tities (e.g., drawing graphs with growth percentages of different product lines).

3. We graphically display the relationship between different entities (e.g., by mak-
ing a flow chart, or drawing a Venn diagram).
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4. We use advanced analytical software to infer and tease out the relationships
between entities that are not apparent to us in any other way.

5. We drastically reduce a complex set of facts down to a single number, such as a
financial value or some type of index.

Such techniques are helpful for innovation portfolio and project management. In
the next sections, some proven frameworks and tools for handling the complexities
of innovation portfolio and project management will be explained.

Introduction to Innovation Portfolio Management

Innovation portfolios – like any portfolio of projects – quickly get complex. Imagine a
company having only ten innovation initiatives. Even with ten initiatives, the start and
end dates, along with the resource demands they will place on the same talent pool com-
prising the different functional groups along with project managers, become hard to
manage. That is largely a project and resource management problem, which can be man-
aged with appropriate project management tools. However, since any organization has
finite resources, the constraints imposed by resource limits on how many projects can be
conducted at any one time force at least some form of portfolio management to happen.
For example, project A may have to be delayed in favor of project B because they use the
same specialist resources but completing project A is more urgent.

The annual budgeting process is a natural forcing device for planning and re-
considering which projects the organization can support in the following year, and
which resources will be allocated to each. Hard tradeoffs are often needed when
making such decisions as not only financial resources are finite, but also human
resources and equipment.

From a strategic point of view, it is vitally important to assess whether the inno-
vation initiatives in the current portfolio are the best ones for the organization to be
spending its time and resources on if it wants to maximize the value generated from
innovation and/or achieve its mission. Maybe some initiatives should be retired or
slowed down while others need to be sped up, or maybe there are initiatives missing
that could be vital to the future success of the company. Does the collection of cur-
rent projects as a whole reflect the innovation strategy, or does the mix look wrong?

Addressing such questions is a strategic exercise for which only senior leader-
ship can be responsible. It is called innovation portfolio management (IPM), and it is
the hinge point between the innovation strategy and the individual innovation proj-
ects or initiatives. Every organization with a portfolio of innovation portfolios does
IPM, whether consciously or not and whether by neglect or by active engagement.
A decision to leave the portfolio as is, is still a portfolio-management decision.

Robert Cooper, Scott Edgett, and Elko Kleinschmidt (1999) published what they
claimed to be the first extensive study of IPM in over 200 U.S. companies. They
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found that companies used a variety of portfolio-management methods but that
companies who emphasized strategic approaches outperformed those who relied
on financial methods.284 The authors also offered the following definition of inno-
vation portfolio management:

Innovation portfolio management is a dynamic decision process, whereby a business’s list of
active new product (R&D) projects is constantly updated and revised. In this process, new proj-
ects are evaluated, selected, and prioritized; existing projects may be accelerated, killed, or
deprioritized; and resources are allocated and reallocated to the active projects.285

(Cooper, Edgett, and Kleinschmidt 1999, 335)

This subdiscipline of innovation management is also frequently called Project Portfolio
Management (PPM) in the literature about R&D management. According to Menke
(2013), there are two applications of PPM. The first, strategic PPM, is about “selecting
the best set and mix of projects to deliver future benefits”. And the second application
of PPM is to “manage shared resources (people, facilities, and budget) during the exe-
cution of projects. This is sometimes called pipeline management” (Menke 2013, 34).
Menke found a strong association between the presence of best-practice PPM pro-
cesses and stock price performance of companies in the pharmaceutical industry.286

Other authors use the term Innovation Project Portfolio Management (IPPM). For
example, Patrick Spieth and Martin Lerch (2014, 498) stress the “challenge of effi-
ciently and effectively investing scarce resources in innovation projects to sustain
or develop a firm’s long-term competitive advantage and sustainable growth” and
accordingly define IPPM as “a firm’s dynamic capability to assess the challenge of
evaluating, selecting, and prioritizing innovation projects.”287

Whichever term you prefer, innovation portfolio management is about making
choices that will determine the future of the business over the next few years or
even the next decade. It entails both strategic (products, markets, technologies,
etc.) and resource (financial, human, and capital assets) allocation choices. Mis-
takes made in portfolio management can have substantial negative impacts both
upwards – strategic misalignment with the consequence of nonachievement of cor-
porate goals – as well as downwards – resource misallocations causing project exe-
cution failures. Conversely, mastering portfolio management is essential to overall
innovation success. A quantitative analysis of German companies by Christian Ur-
hahn and Patrick Spieth (2014) found that portfolio management governance can
indeed explain higher innovation outcomes.288

Another, shorter definition of innovation portfolio management by Kock and Ge-
münden (2016, 670) is that it is “a dynamic decision-making process, in which projects
are evaluated and selected, and resources are allocated.” The quality of portfolio de-
cision-making is increased by having a clear innovation strategy, formal portfolio
processes, frequently reassessing the portfolio, and fostering an organization climate
in which risks can be openly communicated and discussed (Kock and Gemünden
2016).289 The Kock-Gemünden definition includes initial project selection as part of
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the portfolio management process. Project evaluation and selection are obviously
highly relevant in determining which projects end up in the portfolio in the first
place. But these two processes are better seen as part of the innovation pipeline man-
agement process.

IPM is still a fairly new subdiscipline of innovation management. Anna Meifort
(2016), who conducted a comprehensive review of IPM research, discerned four
main perspectives (sometimes overlapping) to IPM in the literature:290

– The optimization perspective, which is concerned with making sure that the
best projects are contained in the portfolio at any given point in time

– The strategic perspective, which regards IP as the central process for turning
corporate strategic plans into action by allocating resources to projects in accor-
dance with strategy

– The decision-making perspective, which considers IPM to be a dynamic deci-
sion-making process of how to allocate resources under uncertainty

– The organizational perspective, which recognizes that IPM involves several deci-
sion makers and interested parties with different goals and considerations
across multiple organizational levels

Meifort concludes her review of innovation portfolio management with this synthesis:

IPM is a complex decision-making process characterized by high uncertainty. It deals with
constantly changing information about opportunities internal as well as external to the firm
and with projects interrelated across space and time. Furthermore, it is embedded in the hier-
archy of the organization and usually includes several organizational units.291

(Meifort 2015, 265)

Note that IPM is “characterized by high uncertainty.” Three major portfolio uncer-
tainties that require managerial attention have been described:

– Uncertainty from the environment due to factors external to the company that affect the
portfolio.

– Uncertainty from organizational complexity due to the parent organization’s systems,
structures and activities that affect the portfolio and include portfolio-level issues and
inter-project dependencies.

– Uncertainty from single projects due to changes, deviations and unexpected events that
may take place within the portfolio at the single-project level and may have an effect at
the portfolio level.292

(Martinsuo, Korhonen, and Laine 2014, 733)

The Portfolio and Innovation Strategy

The innovation portfolio should reflect major elements of the innovation strategy,
in particular, the type of innovator the firm wants to be (leading edge, fast follower,
operational excellence, or cost leader), the types of innovation it will mostly be
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pursuing (product, service, process, etc.), and the degrees of innovation (incremen-
tal, next generation, radical/breakthrough) it will emphasize.

It is also possible to discern different styles of strategy among companies, which
will result in the preference of certain types of innovation projects over other types.
Much has been written about strategic styles, and many authors in academia and in
the management consulting industry have come up with their lists and descriptions
of strategy archetypes that seem to represent patterns of common strategic behavior
observed in industry. In a popular example, Pierre Loewe, Peter Williamson, and
Robert Chapman Wood (2001) propose the following “five styles of strategy”:

1. The Cauldron. In this style, perhaps the most entrepreneurial and demanding, leaders cata-
lyze the entrepreneurial energy of the entire management team, so the group repeatedly chal-
lenges everything about the organization. The team constantly rethinks its business models
and rapidly creates new models for both existing and new businesses. This approach results in
rapid change throughout the organization.

2. The Spiral Staircase. Here managers innovate so consistently and so often in their existing
business that, over time, they repeatedly change its very nature. Just as a circular staircase
takes you upward without much changing your latitude or longitude, a Spiral Staircase in-
novator rises dramatically in its chosen business while seeming to stay in the same place.

3. The Fertile Field. In this approach, managers focus on finding new uses for existing strategic
assets and competencies, sowing them across a wide field that extends far beyond the com-
pany’s existing operations.

4. The PacMan. In this model the company effectively outsources much strategy development
and R&D to the marketplace, investing in startups and gobbling up those that prove them-
selves. Effective PacMan investors are not just gobbling up entrepreneurial startups to enjoy
the fruits of their labors, however, but assembling coherent competencies for the future.

5. The Explorer. Here a company sets out work in a big, poorly understood field where it knows
it will take labor for many years before seeing profits. It keeps its investments small at first,
but achieves its goal through a series of relatively low-cost probes that progressively solve the
problems that had prevented the innovation from happening.293

(Loewe, Williamson, and Wood 2001, 115–116)

The astute reader may realize that simplifying strategies into a handful of styles or
archetypes is just another way of dealing with complexity. None of these styles will
be a perfect fit for any company and, therefore, should never be pursued slavishly.
But they may, on occasion, provide a helpful framework for discussions, serving to
compare and contrast different strategic options.

Portfolio Analysis and Rebalancing

In order to analyze the innovation portfolio, the first step is to make a list of all the
relevant initiatives with some basic information about each, such as their start and end
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dates, their cost in dollar and human resource terms, their classification, and so on.
While it seems obvious that organizations should have this information at hand, it is
not all that common, and this step often takes a fair amount of effort. How to classify
initiatives – whether by product line, business unit or technology – is also harder in
practice than it seems in theory. But once the complete list of projects has been com-
piled and scrubbed so that the data is credible, the next step is usually to depict all the
initiatives on a visual chart in a way that can facilitate a high-level strategic conversa-
tion. This chart is called the Portfolio of Innovation Initiatives, and it is typically con-
structed as a bubble chart.xxxvii This depiction allows a lot of data to be presented in an
easy-to-read way that facilitates the portfolio management discussion. Bubble charts
are particularly strong at portraying balance and proportionality.

There are many variations of portfolio bubble charts, but this is one of the most
common (refer to Figure 8.1). It is easy, however, to change what the parameters
depict to give a different perspective on the portfolio. Each initiative is represented
by a bubble that has four parameters. The parameters and what they represent are:
– The X and Y axes, respectively. Here the X-axis represents the time horizons of

expected completion – usually short, medium, and long term – with the exact
time frames determined by the nature of the industry (e.g., shorter for CPG and
consumer electronics, longer for heavy industry). These horizons are closely re-
lated to the three growth horizons (H1, H2, H3) that were introduced in Chap-
ter 1. The Y-axis represents the uncertainty of success (or risk as some would
call it) from low to high.xxxviii The X and Y axes can also be used to depict other
parameters, such as the newness of the technology or market, if that would pro-
vide additional insight.

– The size of the bubbles. Here the size of the bubbles represents the magnitude
of investment so that projects with large budgets have large bubbles and proj-
ects with small budgets have small budgets. The size of the bubble can also be
used to represent another parameter such as the expected market size or future
revenue of the particular innovation.

– The color or shade of the bubble. Here the shade is used to identify the business
unit for which the innovation is being done. The bubble color can be used to
signify other parameters such as product lines, technology types, strategic
themes, or geographic focus.

This portfolio analysis tool is just as applicable to the public or nonprofit sector as
to the private sector. It is only a matter of selecting the parameters most relevant to
a particular agency or nonprofit.

xxxvii Microsoft Excel® has the necessary bubble-chart functionality.
xxxviii Some authors reverse this axis so it runs from high to low, which results in a mirror image
reflected off the horizontal.
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It is advisable to create multiple types of portfolio bubble charts to provide different
perspectives on the composition of the portfolio. The choice of parameters will depend
on the company’s strategy and where it believes strategic advantage and commercial
success can be found through innovation. Different consultants and academic research-
ers are often proponents of a particular type of portfolio chart that fits their beliefs on
how to succeed at innovation. For example, Juliana Mikkola (2001) advocates for con-
structing an R&D Project Portfolio Matrix with firm competitive advantage on the Y-axis
and benefits to the customer on the X-axis, based on the rationale that the best projects
(“stars”) are those that score high on both attributes.294 In another example, Bansi
Nagji and Geoff Tuff (2012) advocate for an X-axis that represents the newness of the
products and assets (from existing to increment to new) and a Y-axis representing the
newness of the intended market from existing markets and customers to adjacent mar-
kets to new markets yet to be created.295

Much can be learned from looking at a portfolio bubble chart. Any such insights
obviously need to be complemented and enhanced with other information about the
organization’s strategy, capabilities, and the details of individual initiatives.

Even without the benefit of any contextual information, much can still be inferred from the illus-
trative portfolio depicted in Figure 8.1:
– On the face of it, we can tell that the bulk of innovation resources are going to BU1, at least

in the short to medium term.
– The bubble closest to the origin signifies a short-term, low-cost incremental innovation (hence

the low uncertainty). This is likely being done to do an incremental upgrade to the offering.
– It is followed by a much bigger, but still low uncertainty innovation initiative that will be

complete within 12 months. That profile would be consistent with a major new version or
model update built with well-established knowhow.
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Figure 8.1: An Illustrative Portfolio of Innovation Initiatives.
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– Another incremental project will follow it in the 12–18-month timeframe but with higher
uncertainty, which probably means that some new technologies or processes will be involved.

– The other large BU1 bubble is probably a new generation of product based on some newer
technologies, first to be mastered in the smaller project to the left of it.

– At the same time, smaller but higher uncertainty innovation initiatives are being pursued
for BU2, with a cluster of three high-uncertainty low-budget projects only expected to yield
results in three or more years. That is typical for more exploratory work, which implies that
BU2 is the less mature business unit of the two.

– In fact, the chart would be consistent with BU1 being a cash-cow mature business getting
most development funds (but for not particularly innovative upgrades to the product line),
and BU2 being the smaller business with more potential for growth (but with technology or
processes that still have to be mastered by the organization).

If this were a real situation, we would have had the context to know whether these educated
guesses were true or not. If not, we would realize that the portfolio did not reflect the intended
strategy and the situation and would need to be adjusted.

For reference, more details on the typical nature of the projects found in each of the
horizons can be found in Table 8.1.

There is a popular rule that resources (budget) should be distributed between H1,
H2, and H3 in a 70:20:10 ratio, meaning that 70 percent should go to H1, 20 percent
to H2, and 10 percent to H3. While 70:20:10 is a good reference point, there is no

Table 8.1: Innovation by Growth Horizon.

H Current Core H Emerging
Opportunities

H Future Down the
Road

Time Horizon (depends on
industry cycle time)

Short term (–
months)

Medium-term (–
years)

Long term (+ years)

Innovation Type Incremental innovation Next generation
innovation

Radical innovation

Purpose Sustain and update
current activities

The next evolution of
the organization

Define the future of
the organization

Uncertainty Level Low Medium High

Operational Model Core organization,
processes & metrics

Adjusted processes &
metrics

Exploratory or
venture model

Capabilities Existing New capabilities that
build on current

Completely new
capabilities
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reason why it would be suitable for all organizations.xxxix A strategy of investing
more in exploration could mean a 60:20:20 portfolio, or a major strategic pivot
could necessitate a 50:30:20 portfolio. Ironically, in some organizations that lack a
clear strategy, the strategy may be inferred from the portfolio, like we did above
when discussing the illustrative portfolio in Figure 8.1. But of course, it is always
best to start with laying out the strategy.

Strategy alignment is the most important quality of a good portfolio. But a close sec-
ond, though often forgotten, quality is resource sufficiency. This is the principle that
each initiative should be adequately funded and resourced for it to succeed. A portfolio
may seem to be perfectly aligned with the strategy in terms of its overall ratios, while
several of the initiatives in it may be under-resourced. Depriving projects of sufficient
resources because the organization is trying to do too many of them is sometimes re-
ferred to as “spreading the peanut butter too thin.” However, there is some evidence
that allocating resources to a broader range of innovation projects can raise revenue
from new products, with the effect being more pronounced for companies creating novel
products that are further from their knowledge core. This is likely because it is better to
spread bets under conditions of high uncertainty (see Klingebiel and Rammer 2014).

A third quality is diversification, which some authors prefer to call resource allo-
cation breadth in the context of IPM. Not all innovation projects or innovations will
succeed. Diversification – just like in a portfolio of stock market investments – helps
to reduce the overall volatility of the portfolio’s value. In probabilistic terms, diversifi-
cation only works well when various investments are uncorrelated. In innovation
terms, this means that diversification is weakened if several seemingly different inno-
vation projects all rely on the same underlying technology. In a company with multi-
ple business units, the portfolio will also be diversified through the presence of
projects from each BU. Care should be taken not to blindly maintain historical ratios
between BU innovation resourcing, but to proportionately favor BUs with higher
growth potentials, as would hopefully already be reflected in the corporate strategy.

The principle of portfolio diversification has its origins in finance, in particular in the study of
the microeconomics of capital markets. While doing his doctoral research at the University of
Chicago, Harry Markowitz (1952) had the insight that because the dividend stream from any par-
ticular stock is uncertain, the investor had to be concerned with both the expected return and
the risk of the stock portfolio as a whole. The risk (i.e., the variance of returns) of the total port-
folio can be lowered by populating it with securities of which the dividends are mostly unrelated
(i.e., have a low covariance).296 In 1990, Markowitz was awarded the Nobel Memorial Prize in
Economic Sciences for his work in this field. His insight has become a cornerstone of

xxxix Claims that the 70:20:10 rule is universally proven should be treated with great skepticism.
It is hard to determine whether companies who might have gained from applying this rule, did so
because of the particular ratios, or because they were more deliberate about innovation portfolio
management than others.
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investment-portfolio theory in the form of the Capital Asset Pricing Model (CAPM), and investors
are routinely advised to diversify their portfolios of financial securities to reduce volatility.

In summary, the innovation portfolio should always reflect the current strategy,
and each initiative in it should be adequately resourced. If not, the portfolio needs
to be rebalanced and resources reallocated. The following process steps can be fol-
lowed to rebalance the innovation portfolio of initiatives.

1. Take stock: Find and list all initiatives and projects that comprise the portfolio.
Add up the costs and expected value (using whatever metrics are relevant for
your organization).

2. Classify: Utilize a robust classification rubric that cannot easily be gamed* to
classify projects in terms of incremental/adjacent/radical as well as riskiness,
growth, or time horizon etc.

3. Assess: Determine whether the current portfolio achieves strategic goals and
quantify the shortfalls.

4. Weed: Terminate zombie projects (i.e., projects that are not making progress
and adding no value) and other projects that contribute little to the strategic
goals or have a low probability of success. Perhaps the hardest part of this step
is to kill seemingly successful projects because they no longer serve the organ-
ization’s strategic goals.

5. Reallocate: Transfer resources to high-priority projects and initiatives.
6. Check: Identify any remaining portfolio gaps and ensure the mix reflects the

strategy. Ensure all the projects that made it through the reallocation process
are adequately resourced. If not, repeat the weed and reallocation steps.

7. Initiate: Fund new projects to fill any gaps with strategy not met by existing
projects.

✶Proponents of particular projects will naturally try to get their projects classi-
fied into a category that is most likely to receive funding. For example, once it be-
comes clear that radical innovation projects will receive a larger share of the
budget, attempts will be made to reclassify incremental innovation projects as rad-
ical. The organization needs to establish very clear classification criteria upfront to
counter this behavior.

A major portfolio-rebalancing exercise takes substantial time and resources. It is
usually not needed more than once a year, unless there is a significant strategic
pivot that necessitates it. Depending on the duration of initiatives and the develop-
ment cycle time of the industry, it may be more practical to do a major rebalancing
exercise every other year. However, in between major rebalances, it is advisable to
do more frequent lower-effort portfolio checkups to ensure that major misalign-
ments are caught in time.
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A persistent allocation and portfolio misalignment problem is that companies do
not have portfolio compositions that reflect their strategic intent. This problem is most
acute for companies who like to think of themselves as leading-edge (radical) innova-
tors, but do not invest accordingly. Too often, self-styled leading-edge innovators
overinvest in incremental-innovation project while underinvesting in radical innova-
tion projects. An overemphasis on incremental projects is problematic for all compa-
nies, but particularly costly for companies who pursue a leading-edge strategy.

What proportion of the total portfolio budget should be reallocated during a
major portfolio review is an interesting question. One can imagine that too little re-
allocation will not make enough of a difference, but that too much reallocation may
be extremely disruptive. Indeed, research by McKinsey & Company (Chan et al.
2014) found that top-quartile innovators reallocated somewhere between 6 and
30 percent of their portfolios, while bottom-quartile innovators tended to have real-
locations below 6 percent.297 The sweet spot, thus, seems to be higher than 5 percent
but lower than 30 percent.

All the projects and initiatives that form part of the portfolio were approved at
some point in time, with multiyear projects typically being reapproved annually. If,
upon review, the portfolio composition is found to be undesirable, the criteria for
such approvals will need to be adjusted too, and in some cases the approval process
itself may need to be strengthened. How innovation projects are approved is cov-
ered later in this chapter.

Decision-Making Biases

The current innovation portfolio of initiatives (PoI) is the collection of all currently
active and approved future innovation projects and initiatives. It includes projects
that have been recently approved as well as projects that have been approved a
long time ago. It is the aggregate of all decisions made to approve and fund proj-
ects, to renew project approvals, and the failure to terminate projects that no longer
serve a purpose. Therefore, to manage portfolio decision-making better requires an
understanding of organizational decision-making.

The decision-making processes of any individual or organization are prone to mul-
tiple types of cognitive biases when making judgments in situations of uncertainty.
These biases affect both which projects are initially approved or rejected, and whether
projects continue to be part of the portfolio. Due to the pioneering work by Nobel lau-
reates, Daniel Kahneman and Amos Tversky (1979), who created the new field of be-
havioral economics, we now have a much better understanding of cognitive biases that
affect decision-making.298

The work of Kahneman and Tversky was a direct challenge to the classical as-
sumptions of perfect human rationality in economic behavior, which have often been
criticized as unrealistic. Behavioral economics integrates insights from psychology,
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neuroscience, and microeconomics in an attempt to come up with more realistic as-
sumptions. It established the concept of bounded rationality based on the insight that
humans take shortcuts that lead to suboptimal decisions. Many human decision-
making errors can be traced back to such cognitive biases.

There is, by now, a plethora of named cognitive decision-making biases that
can be divided into different categories. For example, see VisualCapitalist (2017) for

an extensive listing of cognitive biases.299 A few of the biases relevant to project
and portfolio decision-making are summarized in Table 8.2.
In his popular book, Thinking Fast and Slow, in which he explains behavioral eco-
nomics to a general audience, Kahneman (2011) cautions that people assign much
higher probabilities to the truth of their opinions than is warranted by facts.300

Being aware of our potential cognitive biases is the first step in minimizing their
deleterious effect on our decision-making. Training decision-makers on probability
theory is a good second step. Other mitigation methods are inviting perspectives
from different experts and allowing disagreements to surface, attempting to contra-
dict key assumptions, and revising management incentives that may be reinforcing
certain biases.

Even after all biases are addressed, mathematically optimizing a complex portfolio
is not a trivial task. The number of combinations and permutations of possible projects
can be staggering simply in terms of their start and end dates, and the types and
amounts of resources to be allocated to them. Analyzing all potential portfolios and
finding the optimal one that best matches the organization’s strategic goals (e.g., reve-
nues from new launches in a particular year) can require computations of enormous
complexity that exceed the capabilities of spreadsheet applications. Fortunately, there

Table 8.2: Some Cognitive Biases That Affect Portfolio Decision-Making.

Cognitive bias Description of bias Consequences

Overconfidence
bias

Overestimating your own
abilities

Underestimation of project cost, time, and
execution risk

Sunk-cost
fallacy

Inability to admit mistakes Personal and organizational resistance to
terminate failures, resulting in more waste

Confirmation
bias

Selecting data that supports
your established beliefs

Project estimates (cost/time/risk/value)
skewed to belief rather than fact

Recency effect Heavier reliance on more recent
data

Risky estimates based on most recently
available data

Anchoring
effect

Locking in information available
at the time of the decision

Leadership resistance to revision of flawed
estimates

Motivational
bias

Self-interest and peer pressure
distorting judgment

Biased business cases, project selection and
approval (hockey stick effect)
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are tailormade analytics solutions available for this purpose from specialist software
developers such as Decision Lens. Due to the complexity of their portfolios, govern-
ment agencies have also been looking at adopting algorithmic portfolio optimization
methods; for example, see Mun (2020).301 A further discussion of this advanced aspect
of portfolio management is beyond the scope of this text.

One last aspect of innovation portfolio management that should be mentioned is
the practice of estimating and aggregating the expected value of all projects in the port-
folio, resulting in a single dollar figure of expected portfolio value. This practice is com-
mon for companies in the pharmaceutical or natural resources industries, but less so
for companies in other industries. (For a discussion of R&D portfolio valuation in the
pharmaceutical industry, see Girotra, Terwiesch, and Ulrich 2007.302) For companies
seeking to maximize the expected values of their portfolios, that metric becomes a KPI
of the quality of their portfolio as well as their portfolio management.

Project Selection

Innovation projects got into the portfolio because they were originally selected as
new projects to pursue, and they presumably went through some sort of screening
process to be approved. This means that a proper new project selection process that
weeds out undesirable projects before they start is an essential component of an
effective portfolio management regime.

A popular metric for the total value that a project is expected to contribute is Net
Present Value (NPV), defined as the total of all discounted cash flows (negative and
positive) arising from a project over its life. NPV incorporates investments and expendi-
tures along with future expected profits in a single value in today’s dollars which is
arrived at by discounting values from future years with the weighted cost of capital.
NPVs are, however, only meaningful if a project is far enough along to make accurate
estimates for all these cash flows.

NPVs will be extremely unreliable for earlier-stage projects, or opportunities in-
volving new technologies or markets, when any financial estimates are subject to
large potential errors due to the high degree of uncertainty involved. NPVs are best
not used at all to screen such opportunities or for R&D projects that have these
characteristics. For that reason, most projects are best selected based on scoring
models where potential projects are graded in a hybrid qualitative-quantitative
scoring model, which takes into account multiple variables that are considered to
be indicative of future value to the company. Each variable is typically scored using
a numerical scale (say 1–5 or 1–10) that assigns a value based on a match with a
description associated with each point on the scale.

Weights also need to be allocated to each of the variables (criteria) used to in-
corporate their relative importance. The maximum aggregate score obtained by
multiplying each weight with the maximum possible score obtainable on the scale
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and adding these scores should ideally be a round number like 100. For example, if
variables can be assigned a value between 1 and 10, then the weights for all the
variables should add up to 10 to result in a maximum aggregate score out of 100.

This illustrative six-factor scoring model by Cooper, Edgett, and Kleinschmidt (2001)303 illus-
trates factors that are often considered for project selection.

The model contains a fairly typical set of criteria found in such models:

Strategic Alignment:
– Degree to which project aligns with our strategy
– Strategic importance

Product/Competitive Advantage:
– Offers customers/users unique benefits
– Meets customer needs better
– Provides value for money for the customer/user

Market Attractiveness:
– Market size
– Market growth rate
– Competitive intensity in the market (high = low score)

Synergies (Leverages Our Core Competencies):
– Marketing synergies
– Technological synergies
– Operations/manufacturing synergies

Technical Feasibility:
– Size of technical gap (large = low score)
– Technical complexity (barriers to overcome) (many/high = low score)
– Degree of technical uncertainty (high = low score)

Risk versus Return:
– Expected profitability (magnitude: NPV)
– Return on investment (IRR)xl

– Payback period (years; many = low score)
– Certainty of return/profit estimates
– Low cost & fast to do

Each of the six factors would be assigned a number between 1 and 10 at review meetings to
yield a total “Project Attractiveness Score” out 60. (Minimums can be assigned per factor as
well as well.)

This process facilitates head-to-head comparisons of projects with totally different profiles
without having to resort to a single financial metric such as NPV.

xl Internal rate of return, that is, a method of calculating an investment’s financial rate of return.
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While scorecard models are intended to have built-in flexibility to score projects with
different scope from one another, a one-size-fits-all scorecard is seldom feasible. There
may have to be a handful of different scorecard types that correspond with very differ-
ent types of projects. This is an approach also advocated by Cooper and Edgett (2006),
who suggest using different scorecards for difference classes of projects, such as new
product, platforms and technology developments, improvements, modifications, and
extensions, and customer requests.304

A crucially important element in project selection is the process followed to
make these determinations within the organizational context. This is covered in the
upcoming section on project management.

Innovation Project Management

At the beginning of this chapter, it was assumed that the reader is familiar with at
least the basics of project management. The details of project management – which
is a comprehensive discipline on its own – are out of scope for this book. This sec-
tion is, therefore, limited to briefly pointing out some distinctive characteristics of
innovation projects and the challenges of managing projects that contain a substan-
tial amount of innovation activity.

It is entirely possible for a well-conceived innovation to fail due to execution
problems. One of the most perplexing aspects of innovation failures is to determine
whether they were the result of a good concept poorly executed or, alternatively, of
a bad concept that, no matter how well it was executed, was always destined to
fail. What the exact proportion is between these alternative explanations of failure
is impossible to know with hindsight, but it can be safely assumed that a fair share
of innovation projects would not have failed had they only been better managed. It
is, therefore, important that innovation managers are well versed in the fundamen-
tals of project management.

For the innovation project manager who wants to learn more, there are many good
resources on project management available. The reader should consult those resour-
ces – some of which are listed at the end of this chapter – for further information.

The Project Management Institute (PMI) is the foremost proponent of project management as a
discipline. It has over 600,000 members and 300 chapters worldwide.305 PMI offers various
project management certifications of which the PMP® (Project Management Professional) is its
signature certification. PMI’s foundational publication is the authoritative A Guide to the Project
Management Body of Knowledge (2021), or PMBOK® Guide (2021) for short, which has been up-
dated and extended (e.g., to cover software projects and agile techniques) from time to time
and is in its seventh edition at the time of writing.306

Innovation project management, sometimes also referred to as new product devel-
opment (NPD), is a well-trodden terrain its own right. Multiple publications and
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professional organizations make it their business to stay on top of the latest devel-
opments, set standards, and be a home for NPD professionals and practitioners.

The Product Development and Management Association (PDMA) is the main organization in the
field of NPD. While it has expanded its scope to innovation more generally, it retains its original
focus on product development and product management. PDMA publishes numerous publica-
tions on the topic of NPD and offers the New Product Development Professional (NPDP) certifica-
tion to practitioners. PDMA also publishes the academic Journal of Product Innovation. The NPD
equivalent of the PMBOK® is the NPDP Certification Body of Knowledge (BOK), currently in
its second edition (PDMA 2020). It includes in-depth coverage of the product innovation pro-
cess, product design & development tools, market research in product innovation, and product
innovation management.307 PDMA has extended its coverage to new topics and techniques
such as design thinking.

In essence, project planning requires breaking down a project into all its constituent
tasks with well-defined final as well as interim milestones to achieve. This is called a
Work Breakdown Structure (WBS) and can be depicted by a tree with multiple branches.
There are usually multiple levels of tasks. For example, building a new house starts
with laying a foundation, framing the structure, and then running the plumbing lines,
electrical wires, and ventilation ducts. Each of these can be broken down into many
subtasks to be performed by different types of tradespeople. A more descriptive State-
ment of Work (SOW) typically accompanies the WBS and is usually included in con-
tracts together with the WBS. Each task must be assigned a duration as well as a
resource requirement; for example, “2 test engineers for 3 days.”

Most tasks need to be performed in a sequence since many are dependent on the
completion of others; for example, a house cannot be framed if the foundation has
not yet been laid. Other tasks may be performed at the same time; for example, run-
ning the electric wires and plumbing pipes in the new house can be done together
once the framing is finished. Understanding these dependencies is a very important
part of good project management, particularly because not all task dependencies are
always that obvious. If a dependency is missed during the planning stage, it can
cause major delays later when work on the next tasks needs to stop to first allow it to
be completed.

A milestone is always assigned a single point in time; that is, it has only one
date associated with it. A task, as previously explained, always has duration, which
means it has both a start date and an end date. Viewing project tasks and mile-
stones against the timeline over which they are meant to be accomplished can be
done by means of a Gantt chartxli – with horizontal bars for tasks and triangles for
milestones. Lower-level tasks can be nested within higher-level tasks. All project
management software tools (see below) provide this functionality, but a basic Gantt
chart can easily be constructed using spreadsheet software.

xli The chart was invented as a production control tool in 1917 by Henry L. Gantt.
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The critical path is the longest sequence of dependent tasks that must be fin-
ished on time to complete the entire project from beginning to end. A Gantt chart
has the drawback that it can only be used to determine the critical path for a rela-
tively simple project with only a few tasks and dependencies. On the Gantt chart,
tasks that are dependent on the completion of others can be connected by lines and
arranged to reflect these dependencies. This gets impractical and then impossible
when the tasks increase to dozens and then hundreds, with multiple different types
of dependencies.

The Critical Path Method (CPM) entails depicting tasks diagrammatically with
connectors between them to indicate dependencies going forward. That makes it
easy to show that one task is dependent on the completion of two or more other
tasks. For any one task, the early start (ES) is the earliest date at which it can start
given the tasks that precede it and their interconnections, and the early finish (ES) is
the earliest date on which it can be finished. The late start (LS) is the latest an activity
can start, and the late finish (LF) is the latest an activity can finish without delaying
completion of the project. The Program Evaluation and Review Technique (PERT) is a
similar method to CPM, pioneered by the U.S. Navy in the 1950s to deliver the Polaris
submarine (a highly complex project) on time. The newer Dynamic Progress Method
(DPM) uses simulation techniques that exploit modern computing power to overcome
some of the drawbacks of CPM/PERT plans, which rely on overly simplistic assump-
tions. For example, in DPM, a task duration would be estimated by simulation based
on parameters such as actual resource productivity rather than taken simply as a
given input (White and Sholtes 2011).308 An in-depth overview of DPM and other ad-
vanced project-optimization techniques is beyond the scope of this text.

The status of any task can be that it is not started, is fully completed, or is par-
tially completed. This is expressed by a simple metric called percentage completion.
The earned value (EV) of work done is a more sophisticated metric that gauges prog-
ress based on what proportion of the budget at completion (BAC), or planned value
(PV) for a project has been realized. Putting completion status in dollars terms
allow different cost variances to be calculated and analyzed. For instance, if a con-
struction project is only 40 percent complete after 50 percent of the budget has al-
ready been spent, it will be highlighted by such an analysis, which is beyond the
scope of this text but well covered in the project and cost accounting literature.

Many software vendors provide Project and Portfolio Management (PPM) solu-
tions. Microsoft Project® is probably the best known and fairly easy to learn for
most because of its familiarity to MS Office users. Then there are large enterprise
solutions that are very powerful but require significantly more financial investment,
and more time and effort to master. Examples of these are Primavera (by Oracle)
and Planview. Lastly, there is the latest generation of SaaS solutions that pride
themselves on their flexibility and quick learning curve. Examples of these are
Smartsheet, Teamwork Projects, and Zoho. The latter category offers a range of
PPM functionality from basic to sophisticated; the solutions with more basic
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PPM functionality typically being Swiss-Army-knife type business solutions that
include some non-PPM functionality along with basic PPM functionality.

Typical Innovation Project Management Pitfalls

“No battle plan survives first contact with the enemy,” is a military sayingxlii that
entered business use to express the common observation that even the best-laid
plans are imperfect and will need corrections and frequent adaptions after a project
has started or customer feedback has been received.

There is also an adage in project management that out of the triangle of perfor-
mance, timeline, and cost, you can only get two out of three. One of the three always
has to be sacrificed, or at least subordinated, for the other two. If you fix performance
and delivery timeline, there is no telling what the project would cost. If you fix the
cost and the delivery time, there is no telling what performance you will get. And if
you fix performance and cost, there is no telling how long it will take. Though impre-
cise, this adage reflects the pressures that uncertainty places on project execution.

The most common complaint with innovation projects (and other types of proj-
ects) is that they run late (i.e., behind schedule) and over budget. There are many
reasons why an innovation project may be running late, and several of these may
also contribute to overspending. Common root causes are:
– The project did not start on time, or it started but was under resourced for a

stretch of time at the beginning with key staff joining late after being released
from their previous assignments.

– Key resources were overcommitted, sharing too much of their time with other
projects and being distracted by other responsibilities.

– The plan was always overoptimistic – tasks were allocated insufficient time to
be completed and/or were under resourced as a result.

– There was a backlog for using the necessary facilities; for example, manufactur-
ing or testing facilities.

– The technology was immature or harder to integrate than expected.
– The technical specification kept changing.
– It was harder than expected to scale up the product or service prior to its

launch.
– External vendors or other stakeholders did not deliver or respond on time.

xlii It is a condensation of an observation originally made in 1871 by Prussian Field Marshal Hel-
muth von Moltke.
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Senior executives may underestimate their own role in causing project delays. They
are usually under the impression that they make the necessary management deci-
sions more quickly than they actually do. But they forget that their limited availabil-
ity results in them only engaging fully in a matter of days or even weeks after an
issue arose that needed a decision, which means the decision is overdue by the
time they are presented with it.

Doing project plans at a high level of detail, with highly granular task break-
downs and corresponding resource assignments, may seem like the most diligent
approach. However, an overly detailed plan is more likely to be wrong as a whole,
and is also prone to overestimating the work required. For example, a particular
task may reasonably be estimated to take 10 days to complete. However, when it is
broken down into four consecutive subtasks, an overcautious team may allocate 3
days each to those 4 subtasks, unnecessarily prolonging the task from 10 to 12 days.
This type of planning also discourages the transfer of time savings made in one
area of the project to another part of the project. The same is true for overdetailed
resource allocation, which could discourage team members from helping one an-
other when their own tasks are done.

In large organizations conducting many projects at the same time, total re-
source needs aggregated across all projects may show a huge hump at the present
time and into the immediate future, with a sharp decline subsequently. For in-
stance, in an organization with 100 engineers, the current demand may show as
150 engineers but three months out, only as 50 engineers. Early in my career, I once
had an exasperated engineering executive remark on such a resource forecast: “I
am not sure whether to hire or fire engineers!” The explanation for this anomaly is
that in the present and near term there is an over-demand for personnel because
several projects are running behind schedule or in danger of doing so, and the
work that must be done is now well-understood, if overwhelming. Yet, three to six
months out, the work has not been planned to that level of detail yet, and not all
future projects are visible yet. That results in not all the resource needs being
loaded in the system for the period farther out.

There is always a question as to what level of detail resources should be allocated
to tasks. At one extreme, each task would have a precise resource need associated
with it; for example, 0.5 (half) of a product designer for 3 days. On the other extreme,
no human resource needs would be loaded against tasks, but the full innovation
team would be assigned and expected to get all the work done. The former is typical
for large complex organizations with multiple functional departments where project
resources have to be internally contracted from their home functions; the latter is typ-
ical for a startup or a skunkworks type of environment with a small, dedicated team.

There are pros and cons to each model. The former helps functional depart-
ments plan how to assign their resources to projects and make sure the necessary
staffing is available at the right times, but the complexity makes it hard to handle
and the true resource demand is always going to diverge from the plan anyway.
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The latter provides maximum flexibility but assumes that resources are fungible
and can fluidly move across multiple tasks when they may not be. Usually, organi-
zations pick some midway point between the two extremes; for instance, allocating
resource needs using averages by month of the project. But that brings a new draw-
back, which is that persons assigned to a project for a particular month may either
be over or underworked. There is no perfect resource-planning methodology, and
the innovation project manager needs to be deliberate yet flexible at the same time,
keeping tabs on what all the assigned resources are doing all the time, while being
ready to rapidly adapt to new needs at hand. Successful innovation project manag-
ers also know how to maintain good relationships with the managers of the func-
tional departments from which their team members come.

When task-completion percentage is tracked, innovation project managers
should watch out for what I call the 80-percent-completion trap. This happens when
task completion is updated linearly every week from 0 to 80 percent, up to a point
where it inexplicably gets stuck at 80 percent. This is an unwelcome surprise for
the innovation project manager, who thought everything was proceeding to plan.
The explanation for tasks getting stuck on 80 percent is overoptimistic progress re-
porting earlier on, together with an underestimation of what it will take to complete
the hardest part of the task, which people are tempted to leave until the last. For
example, a programmer may write a piece of software and report progress based on
the number of lines of code written, but then find that the software does not func-
tion as intended and get stuck in a loop of debugging and rewriting the software.
The 80-percent-completion trap can be avoided by asking more thoughtful ques-
tions on progress throughout, resisting the temptation to only gauge percentage
completion based on work effort expended, and frontloading the hardest parts of
the task wherever technically possible.

The Origin and Persistence of the Stage Gate® Model

While the term Stage-Gate® is in widespread use and considered to be generic, it is a
registered trademark of Stage-Gate Inc.,309 a company founded by Scott Edgett and
Robert Cooper. Both were formerly professors at McMaster University in Canada. Coo-
per and Edgett popularized the idea of managing innovation projects in well-defined
stages, with clearly demarcated gates that control advancement from one stage to the
next. Both, but Cooper in particular, have been prolific authors on the topic of inno-
vation management. Cooper (1990) originally proposed the Stage-Gate® Systems as a
better, more organized way of managing new products in an article over three deca-
des ago.310 He presented his system as a solution to the problem that product firms
were facing in reducing cycle time (i.e., time from the beginning of an NPD project to
product launch) and increasing the success rate of new products.
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Cooper used the metaphor of a production line with quality checks at each of
the handoffs between work stages to argue that development should also be man-
aged that way. In this sense, Cooper’s system is the natural extension of Taylorism
(see Chapter 4), from manufacturing to project management. Cooper also sold the
process as a risk management process because he recognized that each successive
stage of development is usually more expensive that the one preceding it, but that
information becomes more readily available as the project advances. By controlling
the entrance to the next stage at the gate, costly mistakes can, therefore, be avoided
as long as the right criteria are applied. The gate in practice is a cross-functional
meeting of all major internal stakeholders represented by senior managers known
as gatekeepers. The input to the meeting is an assessment of the project from both a
business and technical perspective, typically using a checklist of questions to be
answered, which will vary by gate and stage. Cooper proposed a “Go/Kill/Hold/Re-
cycle” decision as the output of the meeting.

A simple innovation process with four stages and five approval gates are shown
in Figure 8.2.

In practice, companies typically have between four and seven stages. Usually, or-
ganizations also conduct one or more Post-Implementation Reviews to assess what
went well and what did not, and to feed back what they have learned into lessons
for the next project.

Formal stage-gate controls have been criticized for restricting learning during
new product development, thereby depressing innovation. For example, a study by
Rajesh Sethic and Zafar Iqbal (2008) found that strictly enforced evaluation criteria
to maintain tight control over projects was associated with inflexibility, which led
to learning failures. Learning failures, in turn, adversely affected the market perfor-
mance of new products. This effect was particularly pronounced when firms oper-
ated in turbulent technological environments.311 In other words, this model is not
suitable for situations of high technological uncertainty. In contrast, the Lean
Startup model is appropriate for high uncertainty and gives learning a prominent
place through its Build-Measure-Learn approach (see Chapter 6).

Another concern is that the emphasis on reducing uncertainty associated with
the stage-gate process may result in projects that could have succeeded getting
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Figure 8.2: Illustrative Innovation Stages with Approval Gates.
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killed. A study by Van Oorschot et al. (2010) found some evidence for this notion,
but the authors concluded that relaxation of initial investment constraints can miti-
gate this risk. They also suggested that an initial focus on building the team rather
than containing project running costs would be beneficial.312

In recent years, the popularity of agile methods (see Chapter 4), which spread
from the software industry to other industries, has led Cooper to update his gate-
based system into a hybrid model that can also be used in manufacturing, not just for
software. Cooper’s Agile-Stage-Gate hybrid model keeps the linear, consecutive idea-
tion-to-launch stages from the original Stage-Gate® model, but inserts agile working
methods within some or most of the Stage-Gate stages. Each hybrid stage is composed
of consecutive time-boxed sprints (as per the agile method) that last a few weeks,
each with a tangible result being the output of each sprint (Cooper and Sommer
2018).313 The adaptivity added to the stage-and-gate system allows product develop-
ment to begin even when it is not fully defined, and the product definition is then
itself developed as part of the development process, comprising a number of iterative
cycles that each include build, test, feedback, and revision steps (Cooper 2017).314

The popularity of open innovation has similarly led to proposals for the more
formal integration of open innovation activities inside the stage-gate process. This
entails adding appropriate open-innovation evaluation criteria into every gate re-
view, and supplementing traditional activities in each stage with both inbound and
outbound open-innovation activities that are appropriate for that stage. For exam-
ple, ideas from inventors and startups can enrich the company’s own during the
definition stage while different models, such as out-licensing or selling technolo-
gies, can be considered during the commercialization stage (Grönlund, Sjodin, and
Frishammar 2010).315

U.S. DOD Acquisition Phases

Cooper may have encoded and popularized the concept of an innovation project
that is executed in consecutive phases with a review point (gate) separating each
phase. However, this concept has much older origins in the field of military systems
engineering, particularly as defined by the U.S. Department of Defense (DOD) in the
1970s and 1980s. For example, MIL-STD-1521 (1985), originally issued in 1975, (sub-
sequently updated and superseded) outlines 10 reviews that could be performed on
the development path of a system (U.S. Department of Defense 1985).316 The first
was the System Requirements Review (SRR) during concept exploration to make
sure the system would meet operational requirements and to approve a preliminary
program plan; the System Design Review (SDR) was held to check that the system
under development was both adequate and cost effective to meet operational re-
quirements (the analog of a technical and business review); the Critical Design Re-
view (CDR) was conducted before releasing the design for fabrication, production,
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or coding (as the case may be for hardware or software) to ensure that the detailed
product specification met the original requirements and that the system design was
mature enough to be built, and so on.

The current standard for technical reviews and audits to be performed throughout the acquisi-
tion life cycle for the U.S. DOD and other defense agencies is administered by the IEEE Stand-
ards Association and titled IEEE 15288.2-2014 – IEEE Standard for Technical Reviews and Audits
on Defense Programs (IEEE 2015).317

The current international standard for systems engineering is ISO/IEC/IEEE 15288:2015 –
Systems and Software Engineering – System Life Cycle Processes (ISO 2015).318 It describes the
lifecycle of systems created by humans and sets out the processes for managing the system life
cycle.

MITRE, a not-for-profit sponsored by the U.S. government that operates several federally
funded research and development centers (FFRDCs), provides an online Systems Engineering
Guide (MITRE 2022) that also reviews the history and evolution of systems engineering.319

U.S. DOD Instruction 5000.85 (2020, 10), titled Major Capability Acquisition, lays
out the currently recognized phases, milestones and major decision points for large
acquisition projects, as can be seen in Figure 8.3.320

The major decision points (analogous to Cooper’s gates) are depicted by the various
triangle or diamond symbols. There are five major phases, from Material Solution
Analysis to Operations and Support.

Figure 8.3: U.S. Department of Defense Acquisition Phases.
Source: DOD Instruction 5000.85 Major Capability Acquisition (2020), U.S. Department of Defense.
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Chapter Summary

– Innovation systems are complex systems because they have emergent proper-
ties that occur at higher levels, but which are not present at lower levels.
Human brains cannot manage complexity without using special techniques
and frameworks.

– Innovation portfolio management is a dynamic decision-making process, sub-
ject to uncertainty, whereby an organization’s collection of innovation projects
is constantly updated and revised.

– The innovation portfolio must reflect the current innovation strategy of the or-
ganization. If not, it should be updated and rebalanced. The portfolio of initia-
tives can be visually represented by a bubble chart where the parameters of the
chart are selected to reflect the most important strategic dimensions.

– The portfolio decision-making process is particularly susceptible to cognitive
biases. Understanding and mitigating the most common biases will improve
the quality of the decision-making process and thereby, the quality of the
portfolio.

– When selecting and approving innovation projects, it is best to use holistic scor-
ing models that take into account multiple variables that are indicative of the
future value to the company.

– Innovation project management is based on standard project management prin-
ciples but is subject to several pitfalls due to the more uncertain nature of inno-
vation projects.

– Some form of stage-gate® model – a sequential, linear, multi-stage develop-
ment path with decision-making gates between stages – is widely used for inno-
vation projects in both the private and public sector. However, the model does
not work well under conditions of high uncertainty where the Lean Start-up
model should be preferred.

Suggested Exercises and Assignments

– Make a rough estimate of how the innovation portfolio of a selected company
or agency is divided between H1, H2, and H3 projects. Compare this portfolio
composition with the stated mission and/or strategy of the organization. Dis-
cuss whether and how the portfolio needs to be rebalanced to align with the
strategy.
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– Which cognitive biases or distortions underpin typical roadblocks to approving
radical innovation projects in government? Recommend concrete actions for
mitigating these biases.

– Do a high-level analysis of a few recently completed projects from a selected or-
ganization. Consider whether there is a pattern of common issues (e.g., late com-
pletion, overspending) between these projects. Discuss what the root causes are
for these issues and what changes to project selection and management are
needed to avoid their recurrence on future projects
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Controlling, 12th Edition. Chichester, West Sussex, UK: Wiley.

Project Management Institute (PMI). 2021. The Standard for Project Management and a Guide to
the Project Management Body of Knowledge (PMBOK® Guide), 7th Edition. Newtown Square,
PA: Project Management Institute, Inc.
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Chapter 9
Private Financing of Innovation

Innovation projects need resources, and therefore financing, if they are to yield their
intended value. In established organizations, innovation projects must meet specific
criteria to proceed and use the organization’s resources. The typical approval phases
for that were discussed in the previous chapter.

This chapter focusses mostly on the private financing of innovation in the form
of new ventures, in particular startups, but the principles of venture financing amidst
uncertainty that are introduced in this chapter have much wider applicability. (The
financing of innovation projects in established corporations is assumed to form part
of the project approval and portfolio decision processes described in Chapter 8 while
the public financing of innovation will be covered in Chapter 10.)

Startups are new organizations created to develop and bring innovations (usually
one initially) to market. Startups at inception do not have existing resources and cap-
ital to draw on. They have to be explicitly funded at each step of the way. However,
there is significant uncertainty about the innovation outcome, and the trial-and-error
nature of the innovation process will inevitably lead to some waste. This requires
suitable finance models and investors (private or public) who are tolerant of uncer-
tain outcomes and waste.

The chapter will, accordingly, start with a Schumpeterian perspective on en-
trepreneurial waste. This will be followed by a deeper discussion of the nature of un-
certainty (a subtheme throughout this book). The major types of uncertainty that
affect innovation will be defined, and their investment implications explained.

The main venture capital (VC) stages and terms will be introduced, followed by
an overview of recent trends in venture financing. The funding landscape will be
completed with an overview of the main funding sources other than venture capital.
The evolution of VC funding and concerns about its industry concentration, lack of
diversity, and potential judgment biases are discussed. The chapter concludes with a
brief overview of corporate venture financing.

Innovation, Entrepreneurs, and Waste

Because of the risks and uncertainties inherent in the process of innovation, waste is
unavoidable, both waste in terms of financial resources (funds) invested, and waste
in terms of the opportunity costs of scarce resources that could have been deployed
on a perhaps more successful venture. Waste is the price we pay for learning and for
reducing uncertainty during the innovation and research processes.

The willingness to finance potentially (and even probably) wasteful ventures is a
crucial building block of an economic system favorable to innovation. Schumpeter
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recognized that the financing of innovation is just as much a critical part of the capi-
talist economy as innovation itself. In fact, Schumpeter (1939) made it explicit in his
own definition of capitalism:

We have to define that word which good economists always try to avoid: capitalism is that
form of private property economy in which innovations are carried out by means of borrowed
money. Most of the features . . . of capitalism would be absent from the economic and . . .
cultural process of a society without credit creation.321 (Schumpeter 1939, 223)

Financiers, of course, are profit-seekers themselves and will only lend or invest
money under the expectation that they will make it a return on it commensurate with
the risk of the borrower defaulting. Unlike bank lenders, venture capitalists are will-
ing to write off the money invested in a majority of their investments as long as a
small number of those investments make up for it by yielding them spectacular re-
turns. Schumpeter seemed to anticipate this arrangement between the entrepreneur
and the venture capitalist when he wrote:

Risk bearing is no part of the entrepreneurial function. It is the capitalist who bears the risk. The
entrepreneur does so only to the extent to which, besides being an entrepreneur, he is also a capi-
talist but qua entrepreneur he loses other people’s money.322 (Schumpeter 1939, 255)

That the entrepreneur loses other people’s money is equally true whether the entrepre-
neur is heading up a startup, an executive in a large corporation, or a manager in a
government agency. In the case of the startup, the person’s money being lost may be a
venture capitalist or angel investor, and in the case of the corporation, it is the share-
holders’ money. (Schumpeter predicted an end state of capitalism in which most inno-
vation would be performed inside large corporations.) In the case of a public-sector
entrepreneur, any money lost on a failed venture is to the account of the taxpayer.

Both R&D and product innovation are inherently wasteful processes because suc-
cess is never guaranteed. This creates the all-important question of who should be
paying for these activities at each stage of the process. And so, the assessment of the
risk and uncertainty of such endeavors is inextricably connected to the type of fi-
nancing they will receive. Neither of these activities can be collateralized like other
business investments for which financing is sought. For example, farming is also a
risky activity, but at least a farm purchase can be financed with a mortgage using the
farm as collateral; and the same is true for a factory. R&D and innovation cannot be
collateralized because they have so little residual value when not successful, unlike a
farm or piece of capital equipment.

An understanding of the path of scientific progress all the way up to commercial
innovation is needed for categorizing and assessing the different kinds of risks and
uncertainties along the way. The roles played by the public sector and private sector
actors, such as venture capitalists, in funding innovation along each step of the way
will depend on this assessment. As will be shown, the highest level of risk and uncer-
tainty, including that which is wholly unknowable, is often financeable only by the
state because no rational private-sector entity would be willing to underwrite it. This
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brings about an interplay between public and private financing, which has brought
us the technological and industrial revolutions driven by transformative information
and communication technologies introduced over the last few decades.

A Typology of Uncertainty

Investing financial and other scarce resources in a venture with a future that is not
predetermined is at the very heart of entrepreneurial activity. But the terminology we
use to describe the extent to which any particular future outcome may be different
from our expectations is important if we are to gain a better understanding of our
exposure to a failed investment or venture. Precision of language matters here as our
course of action – whether private or public – is strongly influenced by our framing
of the challenge at hand. In fact, the respective roles of the public versus the private
sector in financing innovation may well depend on an assessment of the levels of risk
and uncertainty that applies to each particular area of research, development, and
technological innovation.

The early 20th century American economist Frank Knight offered a useful dis-
tinction between risk and uncertainty:

The practical difference between the two categories, risk and uncertainty, is that in the former
the distribution of the outcome in a group of instances is known . . . . While in the case of
uncertainty that is not true, the reason being in general that it is impossible to form a group of
instances, because the situation dealt with is in a high degree unique.323

Thus, risk is both measurable and quantifiable with a known probability distribution
of outcomes like the outcome of a turn of a roulette wheel, actuarial mortality in a
population group, or credit default risk for a particular debt instrument. Knowledge-
able private actors are well equipped to handle such risks. However, uncertainty can
neither be measured nor quantified. Uncertainty is, therefore, best handled at the
highest collective level, which is that of the nation state. Uncertainty could imply ad-
verse outcomes, such as a town being wiped out by a natural disaster; or it could be a
highly beneficial event, like a medical or other breakthrough, such as finding a cure
for cancer, or discovering antigravity that allows vehicles to float like they do in sci-fi
movies. Big scientific discoveries are often made serendipitously, which fits the defini-
tion of uncertainty. The return for an investment in such discoveries is simply too un-
certain for private-sector investors intent on making a profit. Knight’s definition of
uncertainty is called Knightian uncertainty by some economists.

In Knight’s view, entrepreneurs have to face uncertain outcomes. In that sense, so-
called entrepreneurial risk – the risks that entrepreneurs take with their time, career,
and funds – is better classified as an uncertain venture, rather than a risky venture.

More recently, Harvard economist Richard Zeckhauser (2006) built on Knight’s def-
initions of risk and uncertainty, but added a third concept, ignorance, to the far end of
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the spectrum, which starts with certainty (omitted below) followed by risk and uncer-
tainty, and then by ignorance. Ignorance is when we cannot even fathom what the fu-
ture states of the world may be: “The identity of possible future states of the world as
well as their probabilities are unknown and unknowable” (Zeckhauser 2006, 2).324

Thus, Zeckhauser’s typology of risk shown in Table 9.1 recognizes three different
investment environments that map to three different types of knowledge of the future
states of the world. The first, “risk,” is where the probabilities are known, and the dis-
tributions of returns are known too. The second, “uncertainty”, is where the probabili-
ties of future states are unknown even though the states can be defined, and the
distributions of returns can at least be conjectured. The third, “ignorance,” is where
the future states of the world themselves are unknown, and distributions can only be
guessed. The latter is reminiscent of former U.S. Secretary of Defense, Donald Rums-
feld’s infamous phrase “unknown unknowns” when describing the situation during
the leadup to the second Iraq war (Rumsfeld 2002).325

Regardless of what it is called, radical uncertainty presents unique challenges if
looked at from a downside perspective. But it also offers unique opportunities if
looked at from an upside perspective – sometimes innovations can exceed the wildest
expectations of their originators.

Table 9.1: Zeckhauser’s Escalating Challenges to Effective Investing.

Knowledge of the states
of the world

Investment environment Skills needed

Risk Probabilities known Distributions of returns
known

Portfolio optimization

Uncertainty Probabilities unknown Distributions of returns
conjectured

Portfolio optimization
Decision theory

Ignorance✶ States of the world
unknown

Distributions of
returns conjectured,
often from deductions
about other’s
behavior.
Complementary skills
often rewarded alongside
investment

Portfolio optimization
Decision theory
Complementary skills
(ideal)
Strategic inference

Source: Adapted from Zeckhauser (2006)326
✶What Zeckhauser called ignorance, several other authors prefer to call radical uncertainty.
Admitting ignorance is hard, and radical uncertainty seems to be the preferred euphemism
for ignorance.
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In a paper summarizing the argument for his seminal General Theory (Keynes
1936),327 the famous economist John Maynard Keynes (1937) offered this often-
quoted definition of uncertainty:

By “uncertain” knowledge . . . I do not mean merely to distinguish what is known from what
is merely probable . . . . The sense in which I am using the term is that in which the prospect
of a European war is uncertain, or the price of copper and the rate of interest twenty years
hence, or the obsolescence of a new invention, or the position of private wealth owners in the
social system in 1970. About these matters there is no scientific basis on which to form any
calculable probability whatever. We simply do not know.328 (Keynes 1937, 213–214)

Keynes’s concept of uncertainty about future states, as expressed in his General
Theory, is consistent with Knight’s to a degree, but also seems close to Zeckhauser’s
concept of ignorance. Perhaps Keynes tried to straddle both Zeckhauser’s concepts
of uncertainty and ignorance (radical uncertainty). To be consistent, Zeckhauser’s
definitions will be used from here on, but ignorance will be called radical uncer-
tainty. The three states are thus: risk, uncertainty, and radical uncertainty, as de-
fined in Table 9.1.

There is another dimension to uncertainty, and that is the time horizon over
which it is operative. Jose Maria Barrero, Nicholas Bloom, and Ian Wright (2016)
surveyed over 4,000 firms to examine the effects of long-run uncertainty versus
short-run uncertainty. They found that R&D and investment are more sensitive to
long-run uncertainty, suggesting that long-run policy uncertainty will be most dam-
aging to economic growth by reducing R&D and investment.329

When discussing creativity in Chapter 4, it was explained that there is a deep
underlying unease in organizations with the uncertainty associated with creativity,
even as lip service is dutifully paid to creativity and innovation. People either avoid
uncertainty altogether or they downplay its potential impact, with the consequence
that they are not prepared for uncertainty’s negative consequences, nor for exploit-
ing the upside opportunities it may bring. The widely used stage-and-gate model of
sequenced development (see Chapter 8) fails under conditions of extreme uncer-
tainty, such as when the technology and the market are unproven. The model’s
Achilles heel is allowing the accumulation of large costs prior to adequately resolv-
ing major uncertainties. In contrast, more flexible innovation techniques, such as
the Lean Startup (see Chapter 6), tackle radical uncertainty head on, and are there-
fore more suitable when innovating under conditions of high or radical uncertainty.

In a startup environment, it is acknowledged (almost expected) that the first in-
novation attempt is likely to fail and that multiple pivots will be needed. Successful
startups manage to pivot to a viable offering before they run out of money. Startups
that fail run out of money before they can pivot to a viable offering. This fact inextri-
cably links the management of innovation uncertainty to the financing method of
innovation.
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On the one hand, the innovation process has to be improved and accelerated
(mainly through early and fast experimentation) to yield a viable offering before run-
ning out of money. On the other hand, it is crucially important for the innovator to
have sufficient cash on hand to finance the innovation through multiple pivot points.
Bill Janeway, who has had a productive dual career as a venture capitalist and aca-
demic, makes the salient point that “access to cash in case of crisis is the only hedge
against ontological uncertainty” (Janeway 2018, 77).330 And so, early experimentation
and sufficient funds to sustain the trial-and-error process of innovation are the two
main ways for dealing with radical uncertainty in an entrepreneurial environment.

Entrepreneurship involves highly uncertain returns for the entrepreneur with a
wide dispersion of outcomes. Robert Hall and Susan Howard (2010) studied the histor-
ical cash rewards of VC-backed entrepreneurs over a period of 20 years, comparing it
to what they would have received from risk-free salaried jobs. The standard payoff for
a VC-backed entrepreneur is a below-market salary and a share of the equity which
may pay out if the company goes public or is acquired. They found that the typical
VC-backed entrepreneur receives $5.8 million in exit cash but that three quarters of
entrepreneurs receive nothing at exit, while a few lucky ones receive over a billion
dollars.331

Startup Financing Stages

Entrepreneurs who start new ventures from scratch need funding. A small amount of
startup funding may be obtained from personal or small business loans, but given
the high mortality rates of startups, bank loans are generally not a feasible option.
Initial funding typically comes from founders and their family and friends. Next up
(at a slightly later stage) are angel investors – rich individuals who were often suc-
cessful entrepreneurs themselves and may provide startup funds (and often advice
too) in return for an ownership stake. But eventually, the growing venture needs
more funding than individuals can provide.

Venture capital (VC) firms take in money from multiple investors, pool it, and
then use it to fund startup companies with high-growth potential. In exchange for
their investment, VC firms take an equity (ownership stake) in the company. (VCs also
charge their investors an annual management fee, usually 2–2.5 percent of funds in-
vested.) VCs typically do not take more than 50 percent of the equity of a startup, and
they spread out their risks by investing in multiple startups. A small VC firm, typically
with total investment funds of under $50 million is also called a microfund. High-net-
worth family offices – private offices that exist to invest the funds of very wealthy fami-
lies – also invest in startups. Such an office acts like a family-funded and owned VC.
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A startup’s presentation of its value proposition and business model to convince
a VC to invest in it is called a pitch.xliii Before making an investment, VCs will con-
sider the appeal and uniqueness of the offering of the startup, along with its commer-
cial growth potential and the strength of the management team. When the VC is
convinced by a pitch, it will invest funds in the startup. This event is called a deal.

A VC holds its investment in the startup, often increasing it as the growing com-
pany requires more capital (each new injection of funds usually requires a new
pitch to the VC), until a capital event called the exit. At the exit, the VC liquidates
its investment in the startup (hopefully at a substantial capital gain) as new owners
take over. This can happen when the now-mature startup lists its common stock on
a stock exchange for the first time, an event called an Initial Public Offering (IPO).
Alternatively, the startup may be acquired by a large company, or it may merge in
some form with an existing company. An alternative to an IPO is the Special Pur-
pose Acquisition Vehicle (SPAC), where the exit entails the startup merging with an
empty shell of a company that is already listed on a stock exchange, which has the
supposed advantage of saving conventional IPO costs and accelerating the exit.
SPAC IPOs have gained popularity in recent years.

VC deals are classified in terms of the stage in which the investment is made,
with each stage corresponding to the maturity of the startup in which they are
made. Table 9.2 describes the main VC stages. The Pre-Seed Stage is normally classi-
fied as a stage preceding the five main stages. This stage is too early for VCs to con-
sider funding the venture, and the founder will first be expected to build out some
prototype that can be used to assess the viability of the concept. The last stage, the
Mezzanine Stage, is concluded by the exit. As a general rule, the amounts of fund-
ing required and invested by VCs will increase by stage, as more funding is needed
to scale up the fledgling business.

When looking at reported numbers about the VC industry, it is important to dis-
tinguish between the following terms:
– funds raised (also called funds collected) by VCs from investors
– deal count (i.e., the number of investments done)
– deal value (i.e., the value of funds’ investments)
– number of exits (often broken down into number of IPOs or SPAC IPOs)
– exit value (i.e., the money received when selling the VCs‘ stakes in companies)

xliii Templates for pitch decks can easily be found online, along with examples of pitch-deck for-
mats preferred by big VC companies and actual pitch decks for well-known companies such as
AirBnB and Facebook.
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Venture Capital Trends

According to Pitchbook (2022, 3), U.S. VC-backed companies collected nearly $330 bil-
lion in investment funds in 2021 – a record, and roughly double the previous record
of $166.6 billion raised in 2020.xliv There was a total number of 17,054 deals. In 2021,
more than $774 billion in annual exit value was created by VC-backed companies
that either went public or were acquired. Early-stage VC deal activity in 2021 nearly
doubled the prior record and eclipsed $80 billion for the first time ever.333

VC investing measured both in the number of deals and the deal value have
risen substantially over the last 15 years, as can be seen in Figure 9.1. Between 2020
and 2021, deal value has nearly doubled.

The size of U.S. angel and seed deals have also increased substantially over the last
decade. In 2011, the vast majority of such deals were below $1 million. But in 2021,
the majority of these deals were above $1 million, with a significant proportion over
$5 million. In the last few years, angel and seed deals were roughly 40 percent of
the total of all VC deals, with early and late VC deals splitting the remainder with
about 30 percent of deals in each (Pitchbook 2022, 8).335

xliv To protect the economy from the COVID-19 pandemic, the U.S. (and many other) governments
pumped massive amounts of money into the system through both fiscal and monetary stimulus.
With rock-bottom interest rates and a record-high stock market, many investors were looking for
alternative places to get a return on their funds.
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Figure 9.1: U.S. Venture Capital Deal Activity.
Source: PitchBook data (2022b).334
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As can be seen in Figure 9.2, a plurality of VC deals (37 percent) is in the soft-
ware industry, but consumer and commercial products and services also get a fair
share of deals (28 percent combined). Next comes the life-sciences industry, with a
significant total of deals (21 percent) between the three categories of HC (health-
care): devices, services, and pharma and biotech deals.

The year 2021 was also the biggest year in terms of global venture funding, reaching
a record of $621 billion, more than doubling the 2020 total. The year saw a record
number of unicorns born, and the total number of unicorns existing by the end of
the year was also a record. (A unicorn is a startup valued at over $1 billion.) While
the United States led as usual, this growth was seen over all regions, signifying the
globalization of innovation capital. The total number of unicorns rose to 959 in
2021, due to a staggering number of unicorn births. Forty-four of the unicorns were
classified as decacorns, meaning they had valuations exceeding $10 billion. There
were also a record number of 1,556 mega-rounds (over $100 million) of financing in
2021, which (while only being one in 20 of every deal globally) accounted for 59 per-
cent of all funding dollars. While the United States led in total funding, Asia led in
the total number of deals. In the final quarter of 2021, VCs kept leading deal shares
at 30 percent, followed by corporations at 11 percent, asset/investment manage-
ment at 10 percent, angel at 9 percent, CVC (corporate venture capital) and private
equity each at 7 percent, incubators/accelerators at 4 percent, and all others at
21 percent (CBInsights 2022a).337
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Figure 9.2: U.S. VC Deal Activity, Percentage of Number of Deals by Sector (2021).
Source: Analysis of PitchBook data (2022b).336
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Other Private Sources of Financing

In recent years, an increasing number of nontraditional actors have been attracted
into the VC space:

Corporate Venture Capital (CVC) is corporate money directly invested in external
startup companies, either through the acquisition of equity stakes, like conventional
VCs, or through joint venture (JV) agreements. CVCs are the investment arms of estab-
lished corporations who desire to invest corporate capital in startups, often in fields
related to the corporation’s business, or in new areas in which the corporation is con-
sidering expanding into. According to CBInsights (2022b, 7), global CVC-backed ven-
ture funding more than doubled in 2021 to reach a record $169.3 billion in 2021. The
United States alone attracted $86.9 billion of the total, including four rounds of CVC
funding rounds in excess of $1 billion each.338

Private Equity (PE)xlv is similar to VCs in the sense that private funds are invested
by the PE firm by pooling the funds of multiple high-net-worth investors, and inves-
ting them in companies with the intention of exiting later and making a profit on
the investment. The investment is of a direct and private nature, and involves tak-
ing an equity (ownership) stake. But PE firms have traditionally invested in mature
private companies that are already well established, and the PE space tends to be
dominated by large institutional investors. Therefore, PE investment in startups is
focused on the fourth or fifth stages. Unlike VCs, PE firms usually buy 100 percent
of their targets, thus ensuring full control. They usually invest over $100 million in
a single company and tend to concentrate their holdings in a small portfolio of com-
panies. PE firms buy businesses that they believe they can improve and sell at a
profit, in contrast to VC firms that invest in fledging companies and help them grow
up. While VCs usually focus on technology industries, PE firms will buy companies
in any industry. For these reasons, the total deal value of PE exceeds VC deal value.
According to PitchBook (2022c), the total PE deal value in 2021 was $1.2 trillion.339

Sovereign wealth funds (SWFs) are investment funds that are directly owned by a na-
tion state. These funds are usually operated by nation states that run frequent budget
surpluses and desire to invest the excess funds at higher returns than the prevailing
bank interest rate offered by their central banks. An example of a nation with multi-
ple sovereign wealth funds is the United Arab Emirates (UAE), which generates much
of its revenue from oil exports and wishes to diversify away from oil-based returns.
SWFs are typically very large, with assets in the billions of dollars. Other countries

xlv Some authors classify venture capital firms as a subcategory of private-equity firms, which is tech-
nically correct. The other private-equity firms are called buyout firms, which is the subcategory referred
to in this bullet, reflecting common usage of the term private equity to only refer to buyout firms.
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with large surpluses that run SWFs include China and Norway. At the beginning of
2022, the world’s top 10 SWFs managed assets in excess of $7.4 trillion.340

Hedge funds are investment partnerships with financial portfolios managed by pro-
fessional fund managers. The investors (limited partners) pool money into the fund
for investment by the fund manager, who typically has wide latitude in choosing in-
vestments within the fund’s stated strategy. As per its name, a hedge fund has as its
main purpose to maximize returns while minimizing risks. Hedge funds have not tra-
ditionally invested in startups, but now sometimes invest in the fourth or fifth stages.
According to PitchBook (2022, 25), $253.5 billion in 2021 deal value was associated
with such nontraditional investors.341

In summary, Table 9.3 provides an overview of the relative contributions to venture
funding globally from different types of investors.

The Evolution of the VC Environment

Martin Kenney and John Zysman (2018) from the University of California describe the
evolution of the current VC environment since the dot.com crash of 2000. This evolu-
tion influenced how new firms were formed as well as how many exited through
IPOs. The technological enablers were the decreased cost, increased speed, and ease
of market entry due to availability of open-source software, digital platforms, and
cloud computing. These enabled a strategic change with a proliferation of startups

Table 9.3: Global Investor Deal Share (percent), Q4, 2021.

VC, 30

Corporate, 11

Asset/Investment 
Management, 10

Angel, 9

CVC, 7

PE, 7

Incubator/Accelerator, 
4

Other, 21

Source: Analysis of data from CBInsights (c).
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seeking to disrupt incumbent firms in a wide variety of business sectors. The eased
market entry was accompanied by a proliferation of private funding sources willing to
advance capital to young unlisted firms. These sources now include crowd-funding
websites, angels, accelerators, microventure capitalists, traditional venture capitalists,
and lately mutual funds, sovereign wealth funds, and private equity funds. The enor-
mous amounts of money and diversity of funding available from these investors led to
a decline in the proportion of traditional exits through IPOs. There was a large in-
crease in the last decade of the number of so-called unicorns – VC-backed private
firms with valuations exceeding $1 billion. The ease of new firm formation and the
large amounts of capital available mean that new firms can afford to run massive
losses for long periods in an effort to dislodge incumbents or beat other well-funded
startups. The result has been remarkable turmoil in many formerly stable industrial
sectors, as the new entrants fueled by capital investments undercut incumbents on
price (Kenney and Zysman 2018).343

A parallel evolution has occurred in early-stage VC financing, particularly for
software and service startups, away from more traditional active VC governance and
larger investment amounts to a so-called spray-and-pray approach. With the spray-
and-pray approach, VC investors will provide both limited funding and limited gover-
nance to a larger number of startups, as well as an increased number of investment
rounds. This change was brought about by technological improvements – most nota-
bly cloud computing that allows hardware that previously needed to be bought and
installed by the startup to be rented, along with free open-sourced software. These
improvements made market entry easier (Kenney and Zysman 2019)344 and also
served to reduce startup costs while accelerating experimentation cycles (Ewens,
Nanda, and Rhodes-Kropf 2018).345

Traditionally, the startup CEO receives little or no compensation until a tangible,
marketable product is available. After that milestone, CEOs usually receive a substan-
tial salary and bonus tied to growth, more in line with the compensation package of
non-founder CEOs at comparable-size firms. Research by Michael Ewens, Ramana
Nanda, and Christopher Stanton (2020) suggests that the product-market-fit milestone
represents a major shift in the life cycle of the firm because it is also a transition point
where the talent in the venture is not replaceable (synonymous with the firm) to
where the human capital is more replaceable. However, the vast majority of start-
ups fail altogether or do not achieve a product market fit within three years, highlight-
ing the professional risk that founders who leave jobs to start a new business are
exposed to.346

Venture capital is associated with some of today’s most famous high-growth
firms. Alphabet, Apple, Amazon, Facebook (Meta), and Microsoft in the United
States, and Alibaba and Tencent in China were all VC backed prior to their IPOs. Josh
Lerner and Ramana Nanda (2020) point out that nearly half of entrepreneurial com-
panies that eventually list publicly were VC backed. While the VC model has obvious
strengths in furthering innovation – particularly its strong governance implemented
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by staged financing and the active involvement of venture capitalists in their portfo-
lio companies – Lerner and Nanda (2020) point out its most-concerning limitations:

1. the very narrow band of technological innovations that fit the requirements of institu-
tional venture capital investors

2. the relatively small number of venture capital investors who hold, and shape the direc-
tion of, a substantial fraction of capital that is deployed into financing radical technologi-
cal change

3. the relaxation in recent years of the intense emphasis on corporate governance by venture
capital firms347

(Lerner and Nada 2020, 235)

The first concern was illustrated earlier by the narrow industry mix of VC investments.
The second concern is illustrated by an analysis of the partner profiles of the 50 largest
VC firms, which shows a clear lack of diversity. Of 416 partners, 82 percent were male,
69 percent were in the San Francisco Bay area, 59 percent attended one of the top uni-
versities, 12 percent have an MBA from Harvard, and 9 percent have an MBA from Stan-
ford (Lerner and Nanda 2020, 250–251)348 The third concern was alluded to above in
the discussion of the evolution to the so-called spray-and-pray approach.

There is always a question as to how good the judgments of venture capitalists
are on new ventures that are presented (pitched) to them. Anecdotal stories abound
of VCs who rejected startups who later became spectacularly successful. Some VCs
are quite honest about their past misjudgments and show a sense of humor about it.
For example, Bessemer Venture Partners (2022) maintain a webpage, titled “The Anti-
Portfolio. Honoring the Companies We Missed.”349 This page contains big names
such Airbnb, Apple, eBay, PayPal, Tesla, and Zoom – all turned down at some point
by this VC firm.

Erin Scott, Pian Shu, Roman Lubynsky (2020) performed a systematic examina-
tion of the predictive quality of venture evaluation. They asked a panel of 251 experi-
enced entrepreneurs, investors, and executives to read succinct summaries of 537
ventures in high-growth industries without meeting the startup founders or disclos-
ing the valuations of the startups to them, and to evaluate the commercial viability of
these startups based on what they read. (The panel was selected from experienced
startup mentors from the Massachusetts Institute of Technology (MIT) Venture Men-
toring Service, a free educational service that provides advice and mentorship to as-
piring MIT-affiliated entrepreneurs.) The venture’s subsequent commercialization
success was used as a proxy for actual venture quality. The researchers found that
these experts were able to make good judgments on the quality of many of these ven-
tures. But the experts could only make judgments for ventures in computer hardware,
energy, life sciences, and medical devices sectors. They could not do so for ventures
in the consumer products, consumer web and mobile, and enterprise software sectors
(Scott, Shu, and Lubynsky 2020).350
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Governments also provide startup funding in the form of either loan financing
or grants. (In free market-oriented countries such as the United States, the govern-
ment is usually reluctant to take an equity stake in a private company.) Public-
sector financing of innovation and R&D, as well as the philosophies that influence
it and policies that govern it, is the topic of Chapter 10.

Corporate Innovation Funding Sources

Most of the preceding discussion on innovation financing was about venture inves-
ting in startups. However, there is much innovation activity inside established corpo-
rations, which is financed by some combination of shareholder equity or corporate
debt funding, client contracts, and government contracts or grants. Corporations also
finance innovation activities external to their organization; for example, at startups,
partner organizations, universities, or industry consortia. Various open-innovation
models were covered in Chapter 5.

Even internal corporate funding for innovation can be differentiated based on
source; for example, whether it comes from a central corporate fund, or whether it
comes from a business unit or another internal corporate organization, such as a
special innovation organization. (For a discussion of the latter, see Chapter 4.)

There is a good reason that only very large corporations can afford to fund their
own basic research: The outcome of any single basic-research project is extremely
uncertain, and the potential commercial usefulness of its findings is even more
doubtful. For a private company, it, therefore, only makes sense to conduct basic
research if it can afford to sponsor many such projects, in the hope that some of the
projects in its portfolio may pay off handsomely. Nobel laureate Kenneth Arrow
(1962) articulated this truth as follows:

The only way, within the private enterprise system, to minimize this problem is the conduct of
research by large corporations with many projects going on, each small in scale compared with
the net revenue of the corporation. Then the corporation acts as its own insurance company.351

(Arrow 1962, 616)

Today, America’s five biggest tech companies are spending enormous amounts on
R&D in an effort to maintain their future competitiveness. The so-called Big Five (Al-
phabet, Amazon, Apple, Meta, and Microsoft) spent a combined amount of $149bn in
2021, roughly a quarter of total U.S. R&D spending,xlvi according to a calculation by
The Economist (2022).352 These modern giants have taken over the mantle from the

xlvi Some of the Big Five’s R&D spending is not spent domestically, making such a comparison
imprecise.
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large corporate labs of the past, such as IBM, AT&T/Bell, and Xerox. (The contribu-
tion of the platform business model to their rise was discussed in Chapter 6.)

Monopolies are, however, a double-edged sword as far as innovation invest-
ment is concerned. As pointed out in Chapter 1, a primary incentive to innovate
comes from competition, which makes innovation essential for continued product
differentiation. As companies grow larger, they can afford to pay for more R&D, but
their incentive to innovate may diminish as their market power increases. Kenneth
Arrow (1962) articulated this tension as follows:

We expect a free enterprise economy to underinvest in invention and research (as compared
with an ideal) because it is risky, because the product can be appropriated only to a limited
extent, and because of increasing returns in use. This underinvestment will be greater for
more basic research. Further, to the extent that a firm succeeds in engrossing the economic
value of its inventive activity, there will be an underutilization of that information as com-
pared with an ideal allocation.353 (Arrow 1962, 619)

The shortfall in investment in R&D and innovation by the private sector, provides a
rationale for public-sector involvement, which is the subject of Chapter 10.

Chapter Summary

– The trial-and-error nature of innovation in the pursuit of value makes some
waste unavoidable. Profit-seeking financiers, who are willing to finance entre-
preneurs and tolerate losses in the process, are essential to innovation happen-
ing within the capitalist system.

– Startups operate under conditions of radical uncertainty, which in most cases
will require multiple pivots before a successful business emerges. Adequate
capital is needed to finance these pivots.

– Venture capitalists (VCs) receive funds from multiple sources and invest them
in a portfolio of startups, with only a minority expected to succeed. The total
funds invested by VCs have sharply increased in recent years.

– There are multiple VC rounds with the size of the investment increasing with
each stage. Deals happen when VCs invest in startups. Exits are when they liq-
uidate their investment, hopefully at a profit.

– There are concerns about the narrow range of industries preferred by VCs, as
well as the lack of diversity of VC decisionmakers.

– Other significant sources of startup funding are corporate venture capital (CVC),
private equity (PE), sovereign wealth funds (SWFs), and hedge funds.

– The digital behemoths have become major investors in startups, while also in-
vesting large amounts on inhouse R&D and innovation.
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Suggested Exercises and Assignments

– Watch an episode of the reality-TV series, Shark Tank (Dragon’s Den). Critique
the pitches made by the founders and discuss whether you agree with the deals
offered or not offered to them. Debate whether you would have accepted the
deal if you were in the founder’s shoes.

– Select and analyze a unicorn (a startup valued over $1 billion) by obtaining
news articles, press releases, and corporate documents such as pitch decks in
the public domain. Map out the rounds of funding it has received so far, and
what it was valued at each funding round. Identify the major innovation chal-
lenges it still has to overcome, and which seem most uncertain. Debate whether
it is over- or undervalued based on the value of its offering, its market position,
and ability to scale up in the future.

– Pick an industry of interest and analyze recent deal and exit data for it, using
free data available from Pitchbook. Discuss whether the VC investment trends
truly reflect the opportunities for value creation in that industry, and whether
VCs may be over or underestimating the potential value of companies in the
industry.
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Recommended Data Sources

The National Venture Capital Association (NVCA 2022)354 is the industry association for the U. S.
venture-capital community. Its annual NVCA Yearbook is the definitive source for trends and
analyses of VC activity in the United States from the past year. The Yearbook also contains
historical data and information on VC activity.

For data sourcing, the NVCA partners with PitchBook (Pitchbook 2022),355 a company that
specializes in capturing data on startup funding and deal activity. PitchBook covers the
spectrum of VC, PE, and M&A activity. PitchBook covers and captures private investment data
like Bloomberg captures data on trading and investment in public companies. As such, it is
the primary source for this data in the United States and is widely referenced. PitchBook also
issues its own (usually free) quarterly reports on VC-activity.

CBInsights, a research company, extensively covers global venture trends. Some of its reports and
data are made available for free to nonsubscribers. For example, it maintains an online
tracker, “The Complete List of Unicorn Companies,” (CBInsights 2022)356 of unicorn
companies worldwide, and it publishes an annual State of Venture report with accompanying
downloadable data (CBInsights 2021).357
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Chapter 10
Public Financing of R&D and Innovation

The public financing of R&D and innovation is often rationalized on the basis that
government must step in when the market underinvests in R&D and innovation
that will benefit the nation. Public funds are dispensed through particular agencies
that tend to finance scientific research, technological development, and innova-
tions that comport with their respective missions. The government may also wish to
generally support innovation by taking on the role of a venture capitalist.

The chapter starts with an exploration of the Linear Model of Innovation and its
influence on government support for basic and applied research. A critique of the Lin-
ear Model is followed by the introduction of Pasteur’s Quadrant, an alternative two-
dimensional model that acknowledges different starting points for basic research. The
history of U.S. government support for R&D in the post-WWII era is briefly reviewed,
with reference to the various economic philosophies that influenced it.

The U.S. government’s venture funding programs for small businesses and
startups are introduced, along with a discussion of where the uncertainty toleran-
ces of the public sector versus private sector differ, and how that can explain the
government’s complementary role in financing innovation.

A deeper discussion on the economics of research explains what the public sec-
tor tries to achieve when financing R&D. Trends of actual U.S. government versus
private spending are presented, and the major allocations of current federal R&D
budgets are shown by agency. The largest allocation, defense-related R&D, is briefly
discussed in its historical context, with specific reference to how defense R&D
spending stimulates private-sector innovation. The chapter concludes with a short
overview of intramural government R&D.

The Linear Model of Innovation

How we frame the innovation process and classify its major different steps is not only
of theoretical importance. It determines which parts of invention and innovation get
funded and by whom. The model of innovation we adhere to will influence which
parts of R&D and innovation are funded by the state and which by the private sector.
It will influence what we consider to be the most appropriate handover points be-
tween the main actors. And it will influence the roles that we see private companies,
universities, and the public sector play and how they interact with one another.

https://doi.org/10.1515/9783110711066-010
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The Linear Model of Innovationxlvii is so widely ingrained in our assumptions on
how technology-based innovation happens – and maybe too easily accepted – that
it feels almost trite to describe it here. According to this model, innovation starts
with basic research, proceeds to applied research, on to development, and finally to
production and diffusion:

Basic Research → Applied Research → Development → Production → Diffusion

Even with this simple linear model, the impetus for the innovation is not definitive,
and the causality not always obvious. Technology-push innovation start with a ground-
breaking new technology for which applications are then found. The laser is a classic
example of that. On the other hand, an industry’s need for a particular solution may
necessitate research to solve a technological challenge. This is calledmarket-pull inno-
vation. The space program developed many new breakthrough technologies because
they were required to go to the moon. The typical causality can differ and vary by in-
dustry; for example, the mobile-phone industry is mostly technology push and the ap-
parel industry is mostly market pull. But when the breakthrough new textile Gore-Tex
was introduced, that was technology push in the apparel industry. And when mobile
phone makers eliminate certain functions because they are no longer desired by con-
sumers and rush other new functions to market because they are desired instead; that
is market pull in the mobile phone industry.

Benoît Godin (2006)358 traced the history of the Linear Model to Vannevar
Bush’s seminal 1945 report, Science – The Endless Frontier. The report on how to
conduct research in the United States in peacetime, was commissioned by President
Roosevelt and delivered to President Truman. Bush was the director of the Office of
Scientific Research and Development (OSRD) during the World War II and the most
influential wartime scientist in the United States. Bush defined basic research as
the term we understand today; that is, as a search for scientific knowledge without
having an application for the knowledge in mind:

Basic research is performed without thought of practical ends. It results in general knowledge
and an understanding of nature and its laws. This general knowledge provides the means of
answering a large number of important practical problems, though it may not give a complete
specific answer to any one of them. The function of applied research is to provide such com-
plete answers. The scientist doing basic research may not be at all interested in the practical
applications of his work, yet the further progress of industrial development would eventually
stagnate if basic scientific research were long neglected.359 (Bush 1945, 79–80)

The Bush report proposed the government’s and industry’s respective roles in spon-
soring research. The report was the product of work by four large committees, each
comprised of academics and industry leaders. Bush provided an interpretative

xlvii The linear model evolved from prior research by Maclaurin, as explained in Chapter 2.
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summary of the recommendations, mostly keeping the ones he liked and dropping
the ones he did not. It was a political document, representing particular policy
choices for scientific research and development in the postwar era.

Daniel Kevles (1977) provides the historical context for Bush’s report and how it
was preceded by an intense, political, and sometime acrimonious debate that al-
ready started during the war about how the U.S. federal government should ad-
vance science for the general welfare during peacetime.360 During the war years,
there were concerns about the dominant role that big business in alliance with a
few leading universities was playing in defense research. Numerous universities
and individuals had offered their assist to the war effort, but most were politely re-
buffed. The concentration of industrial researchers was already high before the
war, with two-thirds being employed in less than 10 percent of all industrial labora-
tories. The government’s contract policy during the war increased this concentra-
tion with two thirds of all public R&D funds going to only 68 corporations by the
end of the war. And over 90 percent of these contracts gave industrial contractors
the patent rights to the fruit of public-funded research. The patent concentration
was a big concern from a competition-policy perspective as well. The reliance of
universities on corporations for research funding was another major concern.

Definitions of R&D

A clear line can be drawn from Vannevar Bush to the Linear Model and associated
definitions currently in use by the U.S. government. Indeed, the Linear Model and
its terminology have been very influential since 1945 in framing how we think espe-
cially about the R&D part of the innovation process, not just in the United States
but worldwide. The OECD’s Frascati Manual 2015, which is the latest version of this
authoritative international methodology for collecting and using R&D statistics, de-
fines R&D broadly as follows:

Research and experimental development (R&D) comprise creative and systematic work under-
taken in order to increase the stock of knowledge – including knowledge of humankind, cul-
ture and society – and to devise new applications of available knowledge.361 (OECD 2015, 44)

Accordingly, there are five criteria for an activity to be classified as R&D. It must be
novel, creative, uncertain, systematic, and transferable and/or reproducible. R&D is
an umbrella term that comprises three distinct activities – basic research, applied
research, and experimental development that are, respectively, defined as follows in
the Frascati Manual:
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– Basic research is experimental or theoretical work undertaken primarily to acquire new
knowledge of the underlying foundations of phenomena and observable facts, without
any particular application or use in view.

– Applied research is original investigation undertaken in order to acquire new knowledge.
It is, however, directed primarily towards a specific, practical aim or objective.

– Experimental development is systematic work, drawing on knowledge gained from re-
search and practical experience and producing additional knowledge, which is directed to
producing new products or processes or to improving existing products or processes.362

(OECD 2015, 51–52)

The Frascati Manual also stresses that experimental development should not be
confused with product development:

Experimental development is just one possible stage in the product development process: that
stage when generic knowledge is actually tested for the specific applications needed to bring
such a process to a successful end. During the experimental development stage new knowl-
edge is generated, and that stage comes to an end when the R&D criteria (novel, uncertain,
creative, systematic, and transferable and/or reproducible) no longer apply.363 (OECD 2015, 45)

Currently, the U.S. federal government uses the following definitions of Basic Re-
search, Applied Research and Experimental Development:

Basic Research. Experimental or theoretical work undertaken primarily to acquire new knowl-
edge of the underlying foundations of phenomena and observable facts. Basic research may
include activities with broad or general applications in mind, such as the study of how plant
genomes change, but should exclude research directed toward a specific application or re-
quirement, such as the optimization of the genome of a specific crop species.

Applied Research. Original investigation undertaken in order to acquire new knowledge. Ap-
plied research is, however, directed primarily toward a specific practical aim or objective.

Experimental Development. Creative and systematic work, drawing on knowledge gained from
research and practical experience, which is directed at producing new products or processes
or improving existing products or processes. Like research, experimental development will re-
sult in gaining additional knowledge.364 (OMB 2021, 3–84)

The U.S. Department of Defense (DOD) uses similar definitions for basic and applied
research, but expands on the definition of experimental development. The DOD
uses Advanced Technology Development instead of Experimental Development, and
has an additional technology stage before full-scale Systems Development, namely
Advanced Component Development and Prototypes. Relevant extracts from the DOD
(2004) definitions are:

Advanced Technology Development (ATD). This budget activity includes development of sub-
systems and components and efforts to integrate subsystems and components into system pro-
totypes for field experiments and/or tests in a simulated environment. The results of this type
of effort are proof of technological feasibility and assessment of subsystem and component op-
erability and producibility rather than the development of hardware for service use.365

(DOD 2017, 5–4)
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Advanced Component Development and Prototypes (ACD&P). Efforts necessary to evaluate inte-
grated technologies, representative modes, or prototype systems in a high fidelity and realistic
operating environment are funded in this budget activity. The ACD&P phase includes system
specific efforts that help expedite technology transition from the laboratory to operational use.
Emphasis is on proving component and subsystem maturity prior to integration in major and
complex systems and may involve risk reduction initiatives.366 (DOD 2017, 5–5)

One of the main reasons that the Linear Model of Innovation is so well entrenched
is because data, especially internationally comparative data, on innovation are rou-
tinely captured according to the Linear Model as codified within the Frascati Man-
uel. But the Linear Model is not necessarily the best, or only, representation of
reality. While the Linear Model has been expanded by some authors in an attempt
to incorporate both technology-push and market-pull mechanisms, many modern
authors now consider it as having outlived its purpose as an explanatory model of
how technological innovation changes the economy with models such as the Triple
Helix (see Chapter 11) supplanting it.

Within the linear model, there have been different opinions as to the extent that
government should emphasize funding of basic research over applied research. In
the early 1970s, Lord Victor Rothschild conducted an investigation of U.K. innovation
policy for Margaret Thatcher, who was Minister of Education at the time. Rothschild
drew a clear line between basic and applied research and advised that applied sci-
ence funds should be transferred from research councils to government departments.
The idea was that applied R&D (i.e., R&D with a practical application) must be di-
rected by the customer, the ultimate user of the application. This is called the cus-
tomer/contractor model with the contractor being the organization who performs the
applied research. This was motivated by the belief that research scientists are not as
well qualified to decide what the nation’s needs and priorities are as those responsi-
ble for ensuring that those needs are met. According to Parker (2015), the main bene-
fit of this approach was that it brought much more accountability to publicly funded
research, but it pushed academia into a defensive mode and made it harder for the
government to engage expertise. All attention was focused on what was in the con-
tract. The recommendations of the 1971 Rothschild Report on government-funded
R&D were mostly adopted by the government and subsequently implemented.367

Evolutionary economics (see Chapter 3), which holds that technological prog-
ress and innovation are evolutionary processes, has been influential in shaping the
role of government support for R&D. Richard Nelson (2006) explains the reasons for
his belief that technological progress is evolutionary as follows:

First, at any time there generally is a wide variety of efforts going on to improve prevailing
technology or to supersede it with something radically better. These efforts generally are in
competition with each other and with prevailing practice. The variety reflects differences in
judgments about what prospects are most promising. The winners and losers in this competi-
tion are to a considerable extent determined by an ex post selection process.
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Second, today’s efforts to advance a technology to a considerable extent are informed by and
take off from the successes and failures of earlier efforts. Although there are occasional major
leaps that radically transform best practice, for the most part technological advance is
cumulative.

Third, the advanced technologies of any era almost always are the result of the work of many
inventors and developers. Technological advance is a collective, cumulative, and evolutionary
process.368 (Nelson 2006, 906)

Nelson (2006, 906) points out that technological advance being an evolutionary pro-
cess in no way suggests a hands-off approach for those who wish to advance it.369 On
the contrary, guidance is needed because a strong body of scientific understanding
of new technologies enlarges the space that an inventor or innovator can clearly see
and then make informed decisions on what paths to pursue. A body of strong science
helps innovators and researchers to design more productive experiments that will re-
duce uncertainty, thus, furthering the invention and innovation processes.

Pasteur’s Quadrant

Donald Stokes (1997) made a notable critique of the Linear Model of Innovation and
of the clear line drawn by Rothschild between basic and applied research. Stokes dis-
cerned a more complex two-dimensional relationship between basic and applied re-
search rather than the linear continuum from basic to applied research, as assumed
in the Vannevar Bush-model that prevailed after the Second World War.370 Stokes ac-
knowledges that some basic research may be conducted absent of any potential uses
in mind, such as Niels Bohr’s research on the structure and inner workings of the
atom. Also, some applied research may be entirely application-focused – such as Edi-
son’s inventions. (Edison was famously uninterested in basic science, only in what
commercial applications he could develop.) However, there are many examples of
cases in which basic research is conducted with an application or use already in
mind. The Manhattan Project to develop the atomic bomb that ended the Second
World War is one prominent example of the latter. A more peaceful example is the
work conducted by Louis Pasteur, who pursued basic research into the nature of bac-
teria-borne diseases to develop countermeasures against these diseases. In his epony-
mous book expounding this argument, Stokes offers a 2x2 matrix (see Figure 10.1)
with the vertical axis showing whether the research is conducted to obtain a funda-
mental understanding (i.e., pure basic research) and a horizontal axis showing
whether an application is already being considered. Pasteur’s Quadrant in the top
right represents research that is both conducted to obtain a fundamental understand-
ing and to support an application, such as was the case in both examples above.
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Basic research is often not application-blind, as was indeed the case for Louis
Pasteur. In today’s technology-rich world, this even truer than at the time of Pas-
teur. Nathan Rosenberg (1996) argues that many of the most challenging scientific
puzzles have been illuminated or created when new technologies were used, and
their workings needed to be better explained.371

A Brief History of U.S. Government Support for Innovation

The Linear Model of Innovation has been the prevailing post-WWII model to depict
the course of technological innovation. According to this model, innovation starts
with basic research, then adds applied research and development, and ends with
production and diffusion. Its simplicity has made it a very influential model, and its
stages are reflected in how most governments define public-spending programs on
innovation and capture innovation statistics (Godin 2006).373 For example, the au-
thoritative Oslo Manual (OECD 2015),374 which is the OECD guideline for collecting
and reporting national-level innovation data across member countries, still employs
these terms in one form or another.

Aside from what types of industrial innovations governments should directly
support (e.g., pharmaceutical, clean energy, etc.), the policy debate concerning
public spending on innovation largely centers on which of the categories of innova-
tion (basic research, applied research, etc.) the government should support and by
how much, and which are best left to the private sector. The answers to this ques-
tion differ depending on the exigencies of the situation (e.g., wars, pandemics,

Figure 10.1: Pasteur’s Quadrant.
Source: Adapted from Stokes (1997).372
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unemployment, climate disasters) and the relevant mission at hand, as well as the
economic philosophies adhered to by the policymakers. (Refer to Chapter 3 for an
overview of the relevant economic schools of thought).

The neoclassical case for public-sector financing of basic research, as originally
articulated by Kenneth Arrow (1962), is based on the belief that knowledge resulting
from basic research is a public good.375 If knowledge is indeed a public good – mean-
ing that it is both nonrival in consumption, because the same knowledge can be used
by an unlimited number of actors; and nonexcludable, when the knowledge is in the
public domain – then private-sector firms might underinvest in research, implying
that knowledge is also a positive (beneficial) externality. This will happen when
firms perceive that at least some of the research they do to gain a competitive advan-
tage will eventually become accessible to competitors, or they may wait for competi-
tors to do the research. From the point of view of the government, that is a market
failure that needs to be corrected by public financing, in particular for innovations
that have significant positive externalities such as national defense, public health, or
environmental improvements. Market failures provide a rationale for government in-
tervention within the neoclassical paradigm. Within the linear model, the further one
moves upstream, the more uncertain the outcomes, which make private investment
harder. In particular, market failures provide a rationalization for government inter-
vention in basic research, for which the return cannot be known with any certainty in
advance for private entities to make rational investment decisions.

Increasing returns to scale which suggest a natural monopoly is a classical rea-
son for the existence of a market failure. There are additional market failures that
could justify government intervention within the neoclassical paradigm. For exam-
ple, some investments are indivisible and need very large upfront financing. Other
market failures may come from information asymmetries, where private financing is
inadequate due to the high uncertainty of technical success. Particularly in emerg-
ing markets, there may be missing capabilities, such as technical and management
skills, and markets may be underdeveloped (Nelson 1959).376

In summary, the neoclassical case for government support of innovation is based
on exception, only justifying public spending when clear market failures exist that
require government intervention. It avoids an active industrial policy, where the gov-
ernment chooses important industries that it considers worth supporting over the
long run in order to build out its economy. Yet the latter is the approach followed by
China in the last few decades, and earlier by South Korea and Japan.

The history of U.S. government support for innovation during and after the Second
World War is instructive of the effect of different philosophies. The U.S. Office of Scien-
tific Research and Development (OSRD), headed by Vannevar Bush during World War
II, followed what was called a “connected-science approach” that effectively meant
that the government commanded and funded the entire innovation process from basic
research to production, with participation from universities and private industry. This
was most notable in the case of the Manhattan Project, which resulted in the first
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nuclear bombs. At the start of the war, the basic nuclear science still had to be re-
solved, but by the end, the bombs were in production and put into action. (This is
another example of Pasteur’s Quadrant.) The same approach was used for other tech-
nologies considered crucial for the war effort such as radar, computers, rockets, and
explosives (Freeman 1995).377

However, once the war ended, the United States abandoned the connected-
science approach and only directed public financing to basic research, often con-
ducted at multiple new science agencies founded by the government for this purpose,
such as the National Institutes of Health, or federally funded universities. Everything
changed when the Soviet Union unexpectedly launched Sputnik, the first man-made
satellite, in 1957. Large space and military programs were immediately created by the
United States to compete with the Soviet Union. Public spending on R&D rose sharply
to about 2 percent of GDP. But most importantly, the connected-science model was
revived in the founding of the National Aeronautical and Space Administration
(NASA) to compete with the Soviets in space, and the Defense Advanced Research
Projects Agency (DARPA) to compete with the Soviets in military technology. Both
agencies were founded in 1958, the very year after Sputnik was launched (Bonvillian
2014).378

In later decades, the focus of public policy also shifted from promoting pure
R&D to industrial R&D and innovation more broadly. This was the result of an in-
creased recognition (largely as a result of Japanese industrial competition) of the
importance of incremental innovations coming from shop-floor technicians and in-
dustrial engineers, and a newly gained appreciation of product-improvement sour-
ces such as market feedback, suppliers, and sub-contractors. The social, technical,
and economic linkages in the system, and particularly efficiency incentives are also
considered to be significant (Freeman, 1995).379

Small-Business and Startup Funding

The importance of small businesses to job creation and public interest in small-
business promotion came to the fore during the Reagan era, when government itself
was viewed with great skepticism. In the United States, the promotion of small-
business innovation to achieve economic growth was institutionalized in several
new agencies with spending mandates, most notably the seed-funding Small Busi-
ness Innovation Research (SBIR) program founded in 1982, the Manufacturing Ex-
tension Partnership (MEP) founded in 1988, and the Small Business Technology
Transfer (STTR) program founded in 1992. A Department of Energy agency to drive
innovation related to alternative energy sources, the Advanced Research Projects
Agency–Energy (ARPA-E), based on the connected-science model exemplified by
DARPA, was founded in 2009 (Freeman 1995).380
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The existence of the above-mentioned programs, particularly SBIR and STTR,
means that the U.S. federal government is in the business of funding small busi-
nesses and startups that are innovating technologies or products. This is in addition
to the government’s ongoing funding of basic and applied research, which typically
happens at established and larger companies, and at universities or government
labs. SBIR and STTR funding amounts are substantial, with Fiscal Year 2019 obliga-
tions totaling $3.29 billion for SBIR and $429.3 million for STTR (SBA 2021, 1).381

The financing for both programs is allocated via participating agencies; 11 agencies
in the case of SBIR, and five agencies in the case of STTR (who also participate in
SBIR). The five agencies participating in both programs are the DOD, DOE, HHS,
NASA, and NSF. SBIR/STTR programs are structured in three phases:

1. Phase I: Feasibility-Related Experimental Study or Theoretical Research/Research and De-
velopment. Awards range from $100,000 to $250,000 for a 6 to 12-month period

2. Phase II: Continued Research/Research and Development Effort. Awards range from $750,000
to $1,650,000 for a two-year period

3. Phase III: Commercialization Effort. This phase entails work that derives from, extends, or
completes work from Phases I and II, but is funded by sources other than the SBIR/STTR
Programs382 (SBA 2021, 7–8).383

Geoff Orazem and I (2021) have recently weighed in on the question What are the
major differences between the private and public sectors respective to innovation
financing? In our opinion, they are generally speed and risk (more precisely called
“uncertainty” as explained the previous chapter) tolerance. That is not to say the
one actor is more or less uncertainty-tolerant overall, but that the types of uncer-
tainty each will be comfortable with can be quite different. Private companies gen-
erally innovate faster, but often prefer leveraging proven technologies that can
deliver revenue and other commercial benefits quickly. The public sector usually
moves more slowly, but is willing to take on much higher technology uncertainty
and invest in long-term research that could take decades to mature.384

Another question is: How does government funding complement private fund-
ing at different points in the timeline? The differences in uncertainty tolerance and
expected return time frames (speed) are largely reflected in the time horizons that
public and private sectors require to see a return on their investment. Figure 10.2 is
an illustration of the time lag between investment and expected returns for various
types of public and private sector programs.

Table 10.1 is a comparison of some of the main differences between public and
private sector innovation of startups and other new ventures, with specific refer-
ence to the SBIR and STTR government programs.
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Figure 10.2: Typical Time Lag from Funding to Return for Various Public and Private Programs.
Source: Based on Orazem and Van Biljon (2021, 57).385

Table 10.1: Comparison Between U.S. Public and Private Sector Startup Funding.

Public Sector Private Sector

Innovation’s purpose &
goals

To better deliver on a public
mission
To create/incubate a new sector or
industry for the country

To increase revenue, decrease cost,
and, thereby, drive returns for
investors
Shareholder returns may be
supplemented by Environmental,
Social, and Governance (ESG)
considerations

Who typically gets
funded

Small group of universities, large
labs, repeat Small Business
Innovation Research (SBIR)
winners, and large private
companies that focus on public
R&D projects

Start-ups: Theoretically, everyone
with an idea, though in practice,
women and minority founders
struggle
Established firms: Usually only
designated managers who are
authorized to apply for approval

What gets funded Mission-oriented technology BB and BCxlviii product
companies. For example,
social media products, consumer
products, cyber security products

xlviii Business-to-business (B2B) and business-to-consumer (B2C).
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Table 10.1 (continued)

Public Sector Private Sector

Source of funds Taxpayers Private investors who expect returns

End-user/funder
alignment

The end user for the innovation,
and the funder of the innovation
tend to be different people in
different parts of the organization
who don’t communicate

Company innovation teams tend to
be well-connected to the end user
External innovation teams (venture
capitalists [VCs]) spend significant
time understanding the market and
end users

Funding Process When: SBIR and STTR (the principal
programs targeting early-stage
founders) have annual “solicitation
windows,” and if an innovator
misses the window, they may have
to wait a year or more to compete for
funding
Funds generally lost if not used
during fiscal year
Finance sequencing: Set funding
rounds

When: Rolling investment rounds
for startup with annual and
quarterly budget cycles for
established firms
Unused funds automatically
available in next fiscal year
Finance sequencing: Size and
volume of startup funding rounds
tailored to the investor and
inventor’s needs

Risk Tolerance of
Investors

– Open to long term
investments in high-risk
technologies

– Do not care about commercial
risk (they aren’t trying to profit)

– Expect to see a strong track
record

– Want little-to-no technical risk
that could delay fielding

– Open to some commercial risk
if it’s quantifiable

– Open to first-time startup
founders

Compensating investors
for the risk they are
taking with their money

– The government can better
deliver on its mission

– National security and
prosperity, economic growth

– Corporate innovation:
Increased profitability thanks
to the innovation

– VC: Equity in investees

Decision process In the SBIR/STTR program,
applicants have one opportunity to
submit a proposal per cycle and
the government makes one
decision whether to fund (black
box review process)

Startups have multiple rounds of
pitching, reviews, and revisions
Established firms have formal
phase-gate approval processes to
authorize funding for different
project stages.

Oversight Highly regulated with oversight
from many internal and external
groups (due to investment of
taxpayer dollars in technologies
that can affect millions of people)

As loose or regulated as
shareholders and investors choose,
subject to external constraints such
as stock exchange rules, corporate
law, and antitrust considerations.

Source: Orazem and Van Biljon (2021, 59).386
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The Economics of Research

Experimentation to reduce uncertainty is so at the core of entrepreneurship that
some authors even define entrepreneurship in those terms. According to Kerr,
Nanda, and Rhodes-Kropf (2014), “Entrepreneurship is fundamentally about experi-
mentation because the knowledge required to be successful cannot be known in ad-
vance or deduced from some set of first principles.”387

The cost of experimentation is the price paid for resolving the uncertainty. Tech-
nological changes have lowered experimentation costs, particularly in industries that
benefited from the application of ICT technologies such as the internet, cellphones,
open-sourced software, and cloud computing. Furthermore, these changes also obvi-
ate high-cost capital investments in servers and hardware, with software firms being
able to rent whatever capacity they need. This has reduced a major traditional barrier
to entry. With smaller amounts of funding needed, funding sources have proliferated,
including crowdfunding platforms that are very easy to access. Another driver of
cheaper experimentation is the Lean Startup methodology (see Chapter 6), which is
now in widespread use. The Minimal Viable Product (MVP) approach at the heart of
the Lean Startup emphasizes doing fast and cheap experiments to validate assump-
tions. An often-overlooked part of containing experimentation cost is the ability to ter-
minate failed or failing projects. This is harder to do for established corporations than
for VC-backed startups, where VCs brutally cut off funding once failure is clear.388

When a firm conducts R&D, it is almost inevitable that at least some of the
knowledge created will enter the public domain where it will get picked up by other
firms (sometimes its direct competitors) who will use that knowledge or technology
for their benefit. Such R&D spillovers, also called technology or knowledge spillovers,
have been a hotly debated and are a much-studied topic. In economic terms, an
R&D spillover is a positive externality, which benefits society. However, as firms
who perform R&D know in advance that rivals will likely benefit from their knowl-
edge creation, it may discourage them from spending on R&D, at least to some ex-
tent. This creates the policy concern that spillovers may diminish the desire of firms
to engage in R&D, thereby causing underinvestment in R&D. Economists call this
the divergence between private and public returns to R&D. Since policymakers are
concerned with maximizing public returns from R&D, they have to be concerned
with the divergence because lower private returns to R&D will cause underinvest-
ment in R&D. The presence of knowledge spillovers is often given as a justification
for providing strong property rights (in particular, patents) to inventors in order to
increase the private return to inventing.

Economists typically use three methods to estimate the magnitude of knowl-
edge spillovers: case studies, a production-function approach, and patent-count re-
search. An estimate based on a meta study of three decades of such data suggests
that the social returns from spillovers are around 60 percent, while the private
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returns are around 15 percent, which makes a strong case for public research subsi-
dies (Bloom, Van Reenen, and Williams 2019).389

There is another type of spillover, which is associated with what is called the prod-
uct market rivalry effect of R&D. Such product-market spillovers happen when an inno-
vating firm steals market shares from others without generating a social benefit. For
example, a pharmaceutical firm may spend billions developing a drug that is only in-
crementally better than the drug of a rival firm. That may allow it to capture almost the
entire market with massive benefits to its shareholders, yet its drug has only marginal
additional benefit for society (Bloom, Van Reenen, and Williams 2019).390 This type of
spillover is associated with patent races where the first to patent a new technology gets
the right to use it in its products and thus, gain a competitive advantage on its compe-
tition. Whereas the first type of spillover benefits rival companies, the second has a
negative effect on a rival firm’s value. Econometric studies that attempt to assess the
R&D spillover effect have been complicated by the presence of both these positive and
negative spillovers (Lucking, Bloom, and Van Reenen 2018).391 It should also be noted
that while the presence of knowledge spillovers can be used to justify strong patent
regimes, product-market spillovers create an argument against strong patent regimes.

Fleming et al. (2019) have drawn attention to the extent to which government
spending on basic research in the United States has replaced industry spending on
basic research. Acknowledging that in today’s knowledge economy innovation in-
creasingly relies on scientific knowledge, the authors studied the linkages between
patents and their funding sources to answer the question: If corporations are fund-
ing less basic research themselves, where do they find the ideas and knowledge to
fuel their innovation? They found that the total proportion of U.S. patents relying
on federal funding has sharply risen from about 10 percent in 1975 to about 30 per-
cent in 2011, after which it plateaued to 2017 (the last year of data in the study).392

It is not only U.S. patentees who rely more on U.S. federally funded research,
but also non-U.S. patentees – about 12 percent of foreign inventors relied on feder-
ally supported research in 2017. Startups are even more dependent on government
research than established corporations: Federally supported research was cited in
34.6 percent of the 121,765 patents awarded to VC-backed companies from 1976 to
2016 compared to all corporate patents over this period, of which 21.7 percent relied
on federally supported research (Fleming et al. 2019).393

Investing in R&D is quite different from other business investment. About half or
more of R&D spending is on the salaries of highly educated scientists and engineers.
They create an intangible asset which adds to the firm’s knowledge base, in the hope
that future profits may be generated from this knowledge. Much of the knowledge
created is tacit, meaning that it is embedded in the firm’s human capital. If these em-
ployees leave, it is lost with them. Firms try and smooth out their R&D spending over
time so as not to lay off knowledge workers. A second major feature of R&D invest-
ment is the level of uncertainty associated with its product, an uncertainty which is
at its highest at the beginning of a project. Startups and small firms in R&D intensive

218 Chapter 10 Public Financing of R&D and Innovation

 EBSCOhost - printed on 2/8/2023 1:15 PM via . All use subject to https://www.ebsco.com/terms-of-use



industries face a higher cost of capital than their larger competitors or comparable
firms in other industries. The VC industry seems to be positioned where it is to cater
to these types of startups (Hall and Lerner 2010).394

When the government buys R&D services with taxpayer dollars, there is some-
times a concern that given that there are limited R&D resources in a particular
country, the government’s spending on R&D may lead to the crowding out of private
sector R&D, which some may consider to be more reliable. On the other hand, gov-
ernment spending on R&D may also provide a foundation for private sector R&D to
be conducted upon and would serve to increase private sector R&D, which is crowd-
ing in. The question as to which effect – crowding out or crowding in – prevails is
particularly relevant for defense-related R&D, given that such spending regularly
dwarfs other direct government spending on R&D and innovation. Added to the reg-
ular crowding-out concern, there is then a further concern that defense spending
may be crowding out civilian R&D spending, and that a country may forgo national
productivity and economic growth as a result.xlviv

Enrico Moretti, Claudia Steinwender, and John Van Reenen (2020) did a major
study of defense R&D spillovers in the United States and other OECD countries.
They found that the evidence supported the crowding-in effect rather than the
crowding-out effect: “On average, a 10% increase in government-financed R&D gen-
erates a 5% to 6% additional increase in privately funded R&D.” In addition, they
found evidence of international spillovers, meaning that government-funded R&D
in a particular industry and country raises private R&D in the same industry in an-
other country. Furthermore, increases in private R&D that were induced by in-
creases in defense R&D led to productivity gains in the private sector.395

Three decades ago, Richard Nelson and Gavin Wright (1992) explored the trajec-
tory of post-WWII U.S. per capita income and productivity (output per manhour)
across a wide range of industries in order to examine the convergence of these met-
rics for the United States with those of other advanced industrialized nations.396

The modern study of convergence is closely related to finding answers to historical
questions such as why Britain was ahead in the First Industrial Revolution, and
how America and the Continent caught up, as well as current questions on why
some countries take and hold onto their lead in certain key modern industries.
From a long-cycle perspective (see Chapter 2), the question is whether convergence
is a long-term trend or whether leadership positions abruptly change at certain
times, and formerly lagging nations take over as the new leaders. Nelson and
Wright (1992) concluded that the postwar American lead could be attributed first to
its strength in mass-production industries built on resource abundance and large
domestic market size; and second, to investments in higher education and R&D,
which far surpassed the levels of other countries at the time. It was not until Japan

xlviv This is a manifestation of the old guns-versus-butter tradeoff.
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and the European nations made similar large investments in scientific and engi-
neering education and in R&D that they were able to catch up.397

U.S. Government Investment in R&D

As was explained in Chapter 7, R&D intensity for a private company is a metric ob-
tained by dividing total R&D expenditures by total revenues for any particular year.
R&D intensity at a national level is calculated by dividing total national R&D expendi-
ture – called Gross Domestic Expenditure on R&D (GERD) – by the country’s GDP
(gross domestic product). National R&D intensity provides an indication of the overall
investment a nation is making in R&D and, by association, in innovation. Since na-
tional GDP numbers are widely available, R&D intensity can be calculated provided
that a nation captures and publishes data on domestic R&D expenditures by public
and private organizations. The OECD’s Directorate for Science, Technology, and Inno-
vation aggregates available national R&D intensity data, allowing national compari-
sons. Figure 10.3 shows R&D intensity in 2020 for selected countries, and the European
Union (EU27) as a group. As can be seen, the United States spent just under 3.5 percent
of GDP on R&D funded by all sources, which puts it below Israel, South Korea, and
Sweden, but above Japan, Germany and China.

Given the relative size of its economy to other nations, the United States has funded
the lion’s share of global R&D in the years post World War II. At one point it was fund-
ing as much of 69 percent of post- World War II R&D (Office of Technology Policy
1997).399 Though not as dominant as before, the United States is still the largest single
spender on R&D.
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Figure 10.3: Country R&D Intensity (2020).
Source: OECD (2022).398
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In the United States, R&D is funded and performed by the federal government,
state governments, businesses, universities, and nonprofit organizations (NPOs) (refer
to Figure 10.4). Total U.S. R&D expenditures were $656 billion in 2019. Together, the
U.S. federal government and business were responsible for well over 90 percent of all
R&D expenditures. In 2019, government spent $139 billion and business $464 billion
on R&D. That business now funds far more R&D than government in the United States
is a major reversal of roles compared to the first three decades after the end of World
War II, when government funding dominated. While there was a sharp decline in gov-
ernment R&D spending in the 1970s amidst a slow but steady rise in business R&D, it
was only in 1980 that business R&D spending exceeded U.S. government R&D spend-
ing as can be seen in Figure 10.4.

Figure 10.5 shows that the importance of business spending on R&D has in-
creased as the federal government’s relative contribution has sharply decreased
from its heydays in the 1960s during the Cold War and the Apollo space program.
In 2019, the U.S. federal government spent only 0.65 percent of GDP on R&D as op-
posed to 1.86 percent of GDP during its peak in 1964. Business has stepped in, with
R&D expenditures rising from 0.58 percent in 1953 to 2.16 percent in 2019.
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A major trend obscured by the total expenditure numbers becomes apparent
when only the funding directed at applied research is examined. As can be seen in
Figure 10.6, the government contributed a majority of the applied-research funding
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prior to the late 1970s, but subsequently, business has been spending more on ap-
plied research. This is consistent with the neoclassical philosophy of the government
stepping in to correct market failures and funding primarily early research while leav-
ing the rest to the private sector However, it is criticized by those pushing for a more
activist, mission-oriented role for government, which includes seeing research through
to fruition. The latter viewpoint will be further illuminated in Chapter 12.

As can be seen in Figure 10.7, the government still funds the plurality (43 per-
cent) of basic research and 35 percent of applied research, while business funds
55 percent of applied research. Business funds 86 percent of development, with the
government only funding 13 percent. In total, the U.S. government now only funds
22 percent of all R&D, with business funding 71 percent, and universities and NPOs
funding 3 percent and 4 percent, respectively.

The largest agency R&D budgets and the respective budgets for basic research, ap-
plied research, and experimental development can be seen in Table 10.2. The total R&D
outlay of the U.S. federal government was nearly $151 billion in its 2020 financial year.

In overview, defense and aerospace (NASA) consume half the federal R&D bud-
get, with health-related research (mostly into pharmaceuticals and biotechnology)
taking more than a quarter of the budget. The departments and agencies receiving
the lion’s share (93 percent combined) of U.S. federal R&D funding are:
– The Department of Defense with $62.5 billion or 41 percent of the total. It is

noteworthy that most of this funding is going to experimental development of
future defense products and systems, even though the basic and applied re-
search budgets are large in dollar terms.
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– The Department of Health and Human Services with $41.6 billion 28 percent of
the total. The National Institutes of Health (NIH) receive $39.3 billion of this
amount for medical research, including pharmaceuticals and biotechnology.

– The Department of Energy with $16.0 billion or 11 percent of the total. $6.3 billion
goes to the National Nuclear Safety Administration, $5.3 billion to Office of Science
(which sponsors basic research in physics, supercomputers, and other cutting-
edge areas) and $2.6 billion to Energy Efficiency and Renewable Energy R&D.

– The National Aeronautics and Space Administration (NASA) with $13.4 billion or
9 percent of the total.

– The National Science Foundation (NSF) with $6.2 billion or 4 percent of the
total. The NSF supports fundamental research in all nonmedical fields (medical
research being covered by the NIH).

The Influence of Defense R&D Spending

Throughout history, defense procurement has had a major influence on technologi-
cal development. A recent book by Stanford University historian Priya Satia titled
Empire of Guns: The Violent Making of the Industrial Revolution (2020), details the
contribution of the British gun industry to the Industrial Revolution in Britain in
the 18th century. Satia tells the story of how a family-owned firearm manufacturer

Table 10.2: U.S. Federal Obligations for R&D by Agency and Type of R&D: FY 2020 Preliminary.

Percent
of total

Total
R&D

Basic
research

Applied
research

Experimental
development

Department of Defense % , , , ,

Department of Health and Human
Services

% , , , 

Department of Energy % , , , ,

National Aeronautics and Space
Administration (NASA)

% , , , ,

National Science Foundation % , ,  –

Department of Agriculture % , , , 

Department of Commerce % ,  , 

Department of Veterans Affairs % ,   

Other agencies % ,  , ,

TOTAL % , , , ,

Source: National Center for Science and Engineering Statistics (2021).404
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in the city of Birmingham became the biggest gunmaker in Britain. By the late 17th
century, British gun makers could make tens of thousands of guns per year. By
1815, they could make millions. This scaling up of manufacturing was directly en-
abled by a state who was willing to tinker with firearm designs and compromise
features for a design that could be more easily mass-produced. The state also pro-
vided funds to overcome any supply-chain bottlenecks by training more workers.
Starting in 1688 with the launch of the Nine Years’ War and stretching through the
end of the Napoleonic Wars in 1815, Great Britain was engaged in a state of near-
constant warfare. The state would purchase not just guns, but cannons, uniforms,
and other military equipment. This greatly stimulated private-sector innovation and
financed industry expansion during the early Industrial Revolution.405

The prominence of defense-related R&D has been a major characteristic of the
post-World War II era, particularly in the United States. Much has been written on a
case or technology basis on military R&D leading to innovation, with examples
such as the GPS and the internet among many. Taking a more systematic view,
David Mowery (2010) suggests three main mechanisms whereby defense spending
on R&D furthers private innovation:
1. New bodies of scientific engineering knowledge – mainly generated by basic and

applied research – are created that can support both defense and civilian appli-
cations. In addition, such spending may create and expand institutions that
train scientists and engineers who go on to innovate in the civilian world.

2. Spinoffs where defense-related programs create technologies with application in
both defense and civilian-related uses. These are also called dual-use technologies.

3. Procurement in the form of substantial defense purchases of new technologies,
which benefits the development of such technologies and creates an initial
market for them. Having the government as a lead customer ordering substan-
tial quantities also reduces the prices of new technology products while in-
creasing their reliability and functionality.406

At the U.S. Department of Defense, the Deputy Assistant Secretary for Industrial Policy is respon-
sible for the health and viability of the Defense Industrial Base as it relates to supporting
national-security objectives. The Industrial Policy organization within DOD provides reports, con-
ducts meetings, and shares assessments with Congress in an effort to inform legislation and pol-
icy related to the Defense Industrial Base.

Since 1994, the DOD’s Industrial Base Policy Office (2022) compiles an Annual Report to Con-
gress (as required by Title 10, U.S.C., section 2504), which summarizes the Department’s indus-
trial capabilities-related guidance, assessments, and mitigation actions. This annual report,
titled Annual Industrial Capabilities Report, is available for public download. Each report sum-
marizes Department of Defense industrial capabilities-related guidance, assessments, and ac-
tions initiated during the prior year and as they existed at the close of that year.407
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Intramural Innovation by the U.S. Government

While most of the federal government’s budget and focus is focused on extramural
innovation by industry, academia, and other nongovernment organizations as pre-
viously discussed, there is also a substantial intramural amount of innovation hap-
pening inside the government. Joshua Bruce and John de Figueiredo (2020) point
out that the U.S. federal government innovates along four dimensions, of which
only the last two are not found in the private sector but are unique to government:
1. Technological innovation. These innovations contain “technically new and

novel inventions and improvements that are consistent with the broader eco-
nomics literature on technical change.”

2. Organizational innovation. These are innovations that improve how government
operates and is organized, often with the result of greater administrative
efficiency.

3. Regulatory innovation. The federal government is responsible for defining and
administering the laws of the country through a regulatory apparatus. “Regula-
tory innovations include the process of making rules and regulations, enforcing
those regulations, and adjudicating these regulations. The government is con-
tinually evolving the rule-making process, within the rubric of the Administra-
tive Procedures Act of 1946.”

4. Policy innovation. These comprise new types of regulatory policies and frame-
works implemented by the administrative state to achieve desired social welfare
and policy objectives. Examples of policy innovations include the cap-and-
trade program to combat pollution, and spectrum auctions to allocate broad-
cast rights over electromagnetic frequency ranges to the private sector.408

During 2020, the U.S. federal government employed 4.3 million full-time equivalent
(FTE) workers, just under 4 percent of the total U.S. FTE workforce. About half these
employees are in the military (1.4 million) and Post Office (585,000) combined. The
other half are mostly civilians working within executive branch agencies. (Approxi-
mately 70% of these federal employees are on the General Schedule (GS) pay plan,
which has 15 major levels called grades. The higher the grade level, the higher the
skill level and the more senior the employee is.) The number of scientists in the gov-
ernment rose from 155,000 in 1980 to just under 200,000 by 2014 and has been fairly
stable since. About half the scientists worked for the DOD, with NASA having the
highest concentration of scientists. An analysis by Bruce and De Figueiredo (2020)
found that about 87,000 of all government scientists were engaged in R&D-focused
work while 26,000 were engaged in R&D-adjacent activities. Scientists were classified
as being in an R&D-focused position if their primary job was to do research, develop-
ment, testing and evaluation, or data analysis. Scientists were classified as being in
an R&D-adjacent position if they engaged primarily in R&D grant administration, sci-
entific and technical information processing/dissemination, or the management of
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science. The DOD has the largest share of federal R&D scientists; NASA, HHS, USDA,
and DOE have substantial numbers of R&D-focused scientists.

Attempts were made by Bruce and De Figueiredo (2020) to assess the output of
intramural federal government innovation activities. They found that both inputs
(number of scientists as well as budgets) are heavily weighted toward three agencies:
the DOD, NASA, and DOE. As a result, output measures such as patents were also
heavily weighted toward these agencies, in particular because the scientific disci-
plines involved – engineering, physical sciences and some life sciences – result in
more patentable results. A patent analysis will tend to undercount innovation out-
puts by agencies more engaged in data analytics, social science, mathematics, and
other parts of life science. In terms of quality, government patents tend to be less
cited than those of private company patents, but are slightly more original. Other
metrics that could be used for government innovation output are:
– Number of academic publications by government scientists
– Innovation prizes awarded by agencies to their own researchers, as well as third-

party prizes such as the Ash Center prizes for innovativeness in government
– Innovations where the government is a lead user; for example, NASA’s use of

novel rocket propulsion or life-sustaining technologies409

Chapter Summary

– The Linear Model of Innovation sees innovation as a sequential linear process
that starts with basic research, followed by applied research, development, and
finally production and diffusion. Government and international definitions of
R&D and innovation tend to follow this model.

– However, the causality from basic research to applications may be reversed
when a desired application is the driver for initiating basic research. This case
is called Pasteur’s Quadrant.

– The neoclassical case for government support of innovation is based on excep-
tion, only justifying public spending when clear market failures exist that require
government intervention. This usually only provides a rationale for government
supporting basic research.

– During WWII, the U.S. government directly supported applied research and de-
velopment as well. This integrated model was revived for defense and space R&D
due to the Cold War, with the result that the lion’s share of U.S. government
spending on innovation since then has been defense related.

– When private firms perform research, knowledge spillovers, that mean that
their research can be used by others, inhibit their willingness to spend on re-
search. This creates a rationale for government subsidizing research that would
benefit society at large.

Chapter Summary 227

 EBSCOhost - printed on 2/8/2023 1:15 PM via . All use subject to https://www.ebsco.com/terms-of-use



– Most U.S. R&D is paid for by either the federal government or business, with
public spending concentrated in basic research and private spending concen-
trated in applied research and downstream innovation.

– The departments of Defense, Health and Human Services, and Energy together
account for 80 percent of government R&D spending.

– Private-sector spinoffs from government spending can be significant, both in
terms of new technologies and industry-capability building.

– The U.S. government also performs intramural research, employing about
200,000 scientists with 87,000 focused on R&D work.

Suggested Exercises and Assignments

– Find and discuss recent cases that fall into Pasteur’s Quadrant. Describe what
the need was, and what basic research had to be done before applications
could be developed.

– Analyze the trends in R&D expenditure by a particular agency based on pub-
licly available data. Construct a rough portfolio-of-initiatives bubble chart (see
Chapter 8) for the agency’s R&D initiatives. Discern the focus and priorities of
the agency’s R&D expenditure. Discuss whether these are consistent with the
agency’s stated mission.

– Find a novel example of a public-spending program intended to induce private-
sector innovation. (Avoid picking DARPA or another obvious example.) Summa-
rize the program in half a page, with appropriate references. Share and discuss
in class. Comment on whether the program is succeeding in its goals, and how.

Recommended Further Reading

Block, Fred L., and Matthew R. Keller. 2011. State of Innovation: The U.S. Government’s Role in
Technology Development. Boulder, CO: Paradigm Publishers.

Cornell University, INSEAD, and WIPO. 2020. The Global Innovation Index 2020: Who Will Finance
Innovation? Ithaca, Fontainebleau, and Geneva. Available at https://www.wipo.int/global_in
novation_index/en/2020/.

Hall, Bronwyn H, and Josh Lerner. 2020. “The Financing of R&D and Innovation.” In Hall, Bronwyn
H., and Nathan Rosenberg, eds., Handbook of the Economics of Innovation Vol. 1: 609–639.
Amsterdam: Elsevier https://doi.org/10.1016/S0169-7218(10)01014-2.

Janeway, William H. Doing Capitalism in the Innovation Economy: Reconfiguring the Three-Player
Game Between Markets, Speculators and the State. Second Edition. Cambridge, United
Kingdom: Cambridge University Press, 2018.
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Recommended Data Sources

The Organization for Economic Cooperation and Development (OECD) publishes an annual report,
Gross Domestic Spending on R&D, for 46 countries as well as the EU27 and the OECD
aggregate.410

The World Intellectual Property Organization (WIPO) publishes an annual report, the Global
Innovation Index (WIPO 2021), that contains the economic profiles of over 130 countries, their
ranking on a global level, data on patents, R&D expenditure, and various other measures of
technological progress as well as the latest global innovation trends.411 The report usually has
a yearspecific thematic subtitle.
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Chapter 11
National Innovation

An understanding of the national landscape that innovation is conducted in, as well
as an appreciation for the roles of the main types of actors and their most important
interactions, are prerequisites for crafting an effective innovation policy. The major
frameworks that are used to model this landscape and the interactions between the
main actors are, therefore, introduced in this chapter. The specifics of innovation pol-
icy and the instruments available to execute it will follow in Chapter 12, along with a
discussion of the present-day challenges around innovation policy.

This chapter accordingly introduces innovation policy and its purpose, starting
with the typical types of innovation policy. It proceeds to expound the concept of a
National Innovation System what the constituent elements of such a system are. The
connection between economic development and an expanded National Innovation
System is explored, and the concepts of national innovative capacity and economic
complexity are introduced. The Triple Helix Model is introduced, along with a discus-
sion of how universities, government, and industry acting in concert produce knowl-
edge and further innovation. Further extensions of the Triple Helix, as well as Mode 2
and Mode 3 knowledge production, are also explained.

Introduction to Innovation Policy

Since the late 1990s, there has been a rapid increase in policymaker interest in in-
novation policy, as was noted by Jakob Edler and Jan Fagerberg (2017).412 Part of
this may be explained by changes in what is understood by the term “innovation”;
as its meaning has broadened, so has the scope of innovation policy. Schumpeter’s
distinction between invention and innovation is ever relevant, as it emphasizes that
innovation employs pre-existing elements obtained from invention. Schumpeter’s
insight was that ideas (and invented technologies) are only consequential for our
economic and social system if they are fully exploited and implemented at scale.
Edler and Fagerberg (2017) distinguish three types of innovation policy:
– Mission-oriented policies that aim to provide solutions that can be implemented

in practice to specific challenges on the political agenda. In order to design and
implement effective policies, policymakers have to take all phases of the inno-
vation process into account. Defense-solution policies are an obvious example
that date back from World War II and earlier. A new modern-day mission would
be innovation policy to combat global warming.

– Invention-oriented policies are more narrowly focused on the R&D phase; that
is, the invention phase in Schumpeterian terms. Government spending on basic
science and research post World-War II fall in this category, which long stood

https://doi.org/10.1515/9783110711066-011
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on its own but today we would fit in under the umbrella of innovation policy.
These policies were justified by neoclassical economists as needed to overcome
market failures (the failure of the private sector to sufficiently invest in R&D on
its own) as the economic gains would not be fully appropriate by companies
who made the investment.

– System-oriented policies are concerned with system-level features at the level of
national innovation – whether it be interaction between different parts of the
system, the need for improving some vital components of the system, or the ca-
pabilities of the actors. The National Innovation System (NIS) approach and its
adoption by national governments and the OECD for policy design and interna-
tional comparison are directly associated with such policies. The innovation
system literature draws on evolutionary economics (see Chapter 12).413

Innovation policy is also sometimes called Science, Technology, and Innovation
(STI) policy to emphasize the R&D and technology elements included in the policy.
Johan Schot and W. Edward Steinmueller (2018) have proposed three frames of STI
policy, with two frames coming from the historical context and a third contempo-
rary frame:
– The first frame is the Post-World War II government support for science and

R&D to compensate for insufficient private sector investment, with the ultimate
aim of driving economic growth.

– The second frame, which emerged during the 1980s amid a fast-globalizing
world, was that of competitiveness, and the role that national innovation sys-
tems could play in knowledge creation and commercialization. STI policy was
utilized to foster linkages and networks, to build clusters, and to promote
entrepreneurship.

– The third frame is about dealing with our contemporary social and environmen-
tal challenges, and the need for transformation of the socio-technical system as
conceptualized within the sustainability transition field.414

There are increasingly voices calling for innovation or STI policies to prioritize the
third frame, as will be discussed toward the end of this chapter.

The study of Science, Technology, and Innovation Policy (STI) is somewhat
confusingly called Science Policy and Innovation Studies (SPIS) by some researchers,
such as Ben Martin (2012).415 Being an evolving and multidisciplinary field, the
scope of innovation policy studies is not easy to pin down. Research Policy by Elsev-
ier claims to be the leading academic journalli dedicated to the field of innovation
studies, and its definition is probably as authoritative as it gets:

li Other leading journals in the field are R&D Management and Technovation.
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Research Policy (RP) is a multi-disciplinary journal devoted to analyzing, understanding and ef-
fectively responding to the economic, policy, management, organizational, environmental and
other challenges posed by innovation, technology, R&D and science. This includes a number of
related activities concerned with the creation of knowledge (through research), the diffusion
and acquisition of knowledge (e.g., through organizational learning), and its exploitation in the
form of new or improved products, processes or services.416 (Elsevier 2022)

Even the name of journal, “Research Policy,” and its present subtitle, “Policy, Man-
agement and Economic Studies of Science, Technology and Innovation,” suggest
the evolution of this field from the original study of research policy to the study of
innovation policy, with science and technology included in the scope.

Since the 1990s, the term innovation policy has been assumed by many to in-
clude the elements or science and technology, as well as the activities of research
and development. For brevity, I will use the term innovation policy with the under-
standing that it includes all these elements, only elaborating on it when it is neces-
sary to make distinctions.

Origins of the National System of Innovation

The core idea behind a National System of Innovation (NSI), as it is usually called
in Europe, or a National Innovation System (NIS),lii as it is better known in the
United States, is that there are important interactions between various economic
and knowledge activities and actors that need to be managed or at least coordi-
nated by the state if the nation is to achieve its full innovation potential. Luc Soete,
Bart Verspagen, and Bas Ter Wheel (2010) define the concept of a National System
of Innovation more comprehensively as follows:

The systems of innovation approach spells out quite explicitly the importance of the ’systemic’
interactions between the various components of inventions, research, technical change, learn-
ing, and innovation; the national systems of innovation brings to the forefront the central role
of the state as coordinating agent. Its particular attractiveness to policymakers lays in the ex-
plicit recognition of the need for complementary policies, drawing attention to weaknesses in
the system, while highlighting the national setting of most of those institutions.417

(Soete, Verspagen, and Ter Wheel 2010, 1162)

A more succinct definition was offered earlier by Christopher Freeman (1987): A national
innovation system is “the network of institutions in the public and private sectors whose
activities and interactions initiate, import, modify and diffuse new technologies.”418

The theory of National Systems of Innovation was developed in the 1980s and
1990s by Christopher Freeman,419 Bengt-Åke Lundvall,420 and Richard Nelson.421

Freeman (1995) later credited Lundvall as being the first person to use the term.422

lii This is the term preferred in this book.
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Freeman (1987) himself made a seminal contribution to the new field with his anal-
ysis of the Japanese innovation system.423 Because of Japan’s economic strength in
the 1980s, there was much discussion at the time about Japan’s unapologetic and
seemingly highly successful use of a robust industrial policy to achieve dominance
in several industries, as opposed to the United States and United Kingdom, who
professed to follow hands-off free-market policies. In Japan, the Ministry of Interna-
tional Trade and Industry (MITI) had a prominent policy role in engineering the
rapid catch-up of the Japanese economy after it was shattered during World War II
(Johnson 1982).424 Another important feature was the role of corporate R&D in
Japan. A third feature was the emphasis on human-capital development. The con-
glomerate structure of Japanese industries that made large firms able to internalize
externalities was another subject of interest.425 Initial claims that Japan’s success
could be attributed to copying foreign technology were debunked when Japanese
products and processes outperformed those from America and Europe. In fact, Japa-
nese R&D had surpassed U.S. R&D as a proportion of civil industrial output. While
U.S. R&D was heavily weighted toward defense, Japanese R&D was highly concen-
trated in the fastest growing civil industries such as electronics. Freeman (1995)
also contrasts the Japanese system with that of the Soviet Union, where the state
exercised complete control:

Thus, whereas the integration of R&D, production, and technology imports at firm level was
the strongest feature of the Japanese system, it was very weak in the Soviet Union except in
the aircraft industry and other defence sectors. Finally, the [user-product] linkages which were
so important in most other industrial countries were very weak or almost nonexistent in some
areas in the Soviet Union.426 (Freeman 1995, 12)

The above comparison illustrates the usefulness of the NIS approach not only in
framing a country-level discussion on innovation policy, but also to facilitate inter-
national comparisons. According to Lundvall (2016), the main differences between
nations will be reflected in the following areas and parameters:
– Internal organization of firms
– Inter-firm relationships
– Role of the public sector
– R&D intensity and R&D organization
– Institutional set-up of the financial sector427

Writing on the U.S. NIS, Robert Atkinson (2014) suggests a triangular conceptualiza-
tion of an NIS:

One way to conceptually organize all the factors determining innovation in a nation is to think
of an innovation success triangle, with business environment factors along one side of the trian-
gle, the trade, tax and regulatory environment along another, and the innovation policy environ-
ment along the third. Success requires correctly structuring all three sides of the innovation
triangle.428 (Atikinson 2014, 2)
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Any study of national systems of innovation will include a historical, as well as a
comparative, perspective to understand how nations have achieve success in the
past, and whether there was a common set of policies associated with success. In
1791, the first U.S. Treasury Secretary, and founding father, Alexander Hamilton pre-
sented Congress with his Report on the Subject of Manufactures.429 In the report,
Hamilton commented on the economic principles of England and France and made
recommendations to encourage the growth of the U.S. manufacturing industry to
serve the larger goal of securing independence for the new country. The young
United States was mainly an agricultural nation at the time, relying on imports of
manufactured goods coming primarily from its former colonial master, Britain. The
report is best known for Hamilton’s argument for the need of protection of infant in-
dustries (“infant manufactures” as Hamilton called them) by means of import tariffs
(“bounties”) and industry subsidies paid for by collecting tariffs. His argument was
that the U.S. industry would eventually be able to compete with British industry if
given enough initial shelter to build up experience and become profitable and self-
sustaining. The infant-industry doctrine has intuitive appeal, but it has also been con-
tentious mainly because it is not clear when such protections can ever be lifted.

The 19th century German-American economist Friedrich List was probably the
first to fully articulate the concept of a national system of innovation in his book
titled, The National System of Political Economy (1842),liii which could just as well
have been titled, “The National System of Innovation,” given its contents. List had
spent time in America where he got introduced to the ideas of an industrial policy
to protect infant industries, as proposed by Alexander Hamilton. List was also skep-
tical of the notion of unfettered free trade, particularly from the point of view of a
still-industrializing country. At the time, Great Britain was the most industrialized
country, and both the United States and List’s native Germany were keen to catch
up to her. List studied Great Britain’s history of industrialization, noting how she
had imported and accumulated knowledge and expertise from all over the world,
including skilled immigrants. Britain also maintained tariffs against certain imports
to protect her own manufacturing industry, and she prevented the export of key
machine-tool technology. The British system was set up to allow easy imports of all
factors of production – commodities and people – with dominant naval power se-
curing the sea routes for both exports and imports, and the conquest of overseas
territories extending Britain’s naval and trade reach.430

Most importantly, List recognized the dependence of manufacturing business
on physics, chemistry, mathematics, the art of design etc. and how progress in the
sciences would be leveraged by multiple industries, as these advances allowed pro-
cesses to be improved and altered. List recognized the crucial role of systemic

liii Originally published in German under the title, Das Nationale System der Politischen Ökonomie.
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interactions between sciences, technology, and accumulated knowledge and skills
in the growth of a national economy:

The present state of the nations is the result of the accumulation of all discoveries, inventions,
improvements, perfections and exertions of all generations which have lived before us: they
form the intellectual capital of the present human race, and every separate nation is produc-
tive only in the proportion in which it has known how to appropriate those attainments of for-
mer generations and to increase them by its own acquirements.431 (List 1841, 113)

In essence, the modern NIS concept is based on an innovation-systems theory that rec-
ognizes two important types of interactions. First, what looks like innovation at the ag-
gregate level is the result of interactions of many actors at the lower levels. Second,
many of these interactions are governed not only by market forces, but by nonmarket
institutions (Soete, Verspagen, and Ter Weel 2010).432

The United States was quite successful in its attempts to catch up to Great Brit-
ain, and Friedrich List had absorbed much from his residence in America and from
Hamilton’s report, which left a big impression on him. Eventually, List returned to
Germany (which was not yet a unitary state at that time) and advised Prussia on her
mission to industrialize and catch up to Great Britain. For underdeveloped coun-
tries, List emphasized the crucial importance of technology accumulation through
two methods: technology imports to enhance local activities and interventionist poli-
cies to foster strategic infant industries. This strategy required direct government
action. It was only the government who could afford to send officials on learning
tours to countries such as Britain and the United States and pay students to study
abroad. It was only the government who could build up an education system to in-
troduce and diffuse new techniques throughout the economy. Due to the advocacy
of List and others, Germany developed world-class technical education and training
systems. List’s model proved highly successful in Germany, and in its essence was
followed in the 20th century by countries such as Japan, Korea, and China. In an-
other historical twist, List had argued for the creation of a German customs union,
which eventually led to Germany becoming a country (Freeman, 1995).433

The idea of having an inhouse corporate R&D department was pioneered in the
chemical industry in Germany circa 1870, and soon adopted by Edison in the U.S.
electrical industry with his Menlo Park Lab in 1876. Corporate R&D remained domi-
nant in the United States until World War II necessitated the government’s involve-
ment through the connected-sciences approach, which was not only used for the
Manhattan Project (nuclear bomb) but also for developing radar, computers, rock-
ets, and explosives These successes of R&D in aiding the war effort made R&D to be
seen as the source of innovation in the immediate postwar period (Freeman, 1995).434

Origins of the National System of Innovation 235

 EBSCOhost - printed on 2/8/2023 1:15 PM via . All use subject to https://www.ebsco.com/terms-of-use



The Modern National Innovation System

The notion of a national system of innovation was adopted in Europe, particularly
by Sweden, Finland and the Netherlands. Supranational organizations such as the
OECD, the European Commission, the United Nations Conference on Trade and De-
velopment (UNCTAD),liv the World Bank, and the International Monetary Fund
(IMF) have also recognized the NIS in one form or another. The main policy implica-
tions are that the NIS is a departure from the narrow traditional market-failure role
of government where every policy has to be justified by the identification of some
market failure and an argument that the intervention is merited. In the systems
view of innovation, markets are not relied upon to achieve an optimal state; in-
stead, nonmarket institutions are an important driver of such outcomes. The inno-
vation systems approach is also dynamic, not aligning policy to achieve an optimal
outcome that is considered elusive, but subject to continuous adjustment, just like
innovation itself. The major implications are, first, that there is a broader justifica-
tion for the use of policy instruments; for example, to stimulate the distribution of
knowledge and improve coordination between actors; and second, that the govern-
ment is itself an integral part of the system. Innovation-systems policy includes all
instruments that are traditionally part of science and technology policy, but adds
education policy. Industrial policies and regional policies are other important com-
ponents of innovation-systems policies (Soete et al. 2010).435

Lundvall (2016) proposes that the performance metrics of a national innovation
system “should reflect the efficiency and effectiveness in producing, diffusing and
exploiting economically useful knowledge.” Lundvall’s approach is centered on the
innovation system as a dynamic social and learning system. (The strategic role of
learning and knowledge in the system makes it an evolutionary concept). It has,
however, been very hard to come up with suitable metrics that can reasonably be
captured. Lundvall acknowledges that neither R&D intensity, nor metrics such as
patent count, proportion of new product in sales, or proportion of high-tech prod-
ucts exported are sufficient in their own right, but that they could be combined for
a more satisfactory assessment of the performance of a national system.436

While acknowledging that there is no national coordinated policy system in the
United States, Atkinson (2014) discerns the main elements comprising the U.S. NIS
as tabulated in Table 11.1. The three column headings can also be thought of as
sides of a national-innovation triangle.

While some nations such as Japan and many nations in Europe have strong in-
novation policy systems, they also suffer from more restrictive regulatory and more
limited business environments compared to the United States. The United States

liv A United Nations agency that assists developing countries with trade, investment, finance, and
technology to foster inclusive and sustainable development.
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generally has a good business and regulatory environment, but a weaker policy en-
vironment. No nation scores perfectly on all elements.

A stronger NIS is likely to attract more entrepreneurs, who tend to vote with
their feet. A recent investigation by Annamaria Conti and Jorge A. Guzman (2019)
on what benefits Israeli entrepreneurs derive from migrating to the United States
has found that the U.S. entrepreneurial ecosystem has advantages over other inno-
vative economies from several sources that can provide sizeable advantages to
startups. In particular, these are the availability of investors (which facilitates fund-
raising), large consumer markets (which facilitate sales growth), and large acquisi-
tions markets (which facilitate exit strategies).438

Too often innovators fail to enjoy significant economic returns from a good in-
novation, even as their customers, imitators and other industry participants benefit.

Table 11.1: Elements of the U.S. National Innovation System.

Business Environment Trade, Tax, and Regulatory
Environment

Innovation Policy Environment

Business Financing System
– Venture and Risk Capital
– Firm Finance (Debt and

Equity)

Regulatory Environment
– Industry Structure and the

Nature of Competition
– Regulatory System for

Entrepreneurship
– Role and Form of

Regulation
– Transparency and Rule of

Law

Research and Technology
– Support for Research in

Universities and Research
Labs/Research Institutes

– Federal Labs
– University Research
– Technology Transfer

Systems
– Support for Research in

Business

Cultural Factors
– Nature of Customer

Demand
– Risk Taking and

Entrepreneurship
– Attitudes Toward Science

and Technology
– Collaborative Culture
– Time Horizon and

Willingness to Invest in the
Future

Tax, Trade, and Economic Policy
– Macroeconomic

Environment
– Tax Policy
– Trade Policy
– Intellectual Property
– Standards

Systems of Knowledge Flows
– Innovation Clusters
– Industry Collaboration

Systems (with academia
and research institutes)

– Acquiring Foreign
Technology and Exporting
U.S. Technology

– Technology Diffusion and
Adoption

Human Capital System
– Education/Training (K–12)
– Higher Education
– Skill/Technical Training
– Immigration Policy

Source: Based on Atkinson (2014).437
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David Teece (1986) demonstrated that when imitation of an innovation is easy to
do, markets do not work well, and the profits from such an innovation may go the
owners of certain complementary assets, rather than to the developers of the intel-
lectual property.lv Innovation firms who do not have manufacturing, supply chain,
and market distribution capacities may die as others take over the production of the
innovation. This implies that the boundaries of the firm are an important strategic
variable for innovating firms and the ownership of complementary assets may de-
termine who wins or loses from innovation. Imitators can often outperform innova-
tors if they are better positioned in terms of complementary assets. The implication
for public policy is that the promotion of innovation should not only focus on R&D,
but also on the establishment of complementary assets and underlying infrastruc-
ture. This includes removing barriers to the development of complementary assets.
Tariffs and trade restrictions, in particular, need to be adjusted so they do not harm
innovators while protecting imitators.439

National Innovative Capacity and Patenting Activity

Jeffrey Furman, Michael Porter, and Scott Stern (2002) have proposed a concept they
call national innovative capacity, which is “the ability of a countryas – as both a political
and economic entity – to produce and commercialize a flow of new-to-the-world tech-
nologies over the long term.” The concept draws on Romer’s endogenous growth theory
(refer to Chapter 2), the literature on national innovation systems (refer to Chapter 11),
and Michael Porter’s cluster-based theory on national industrial competitive advantage
– for the latter, see Porter (1990).440 Taken together, these perspectives suggest that:
1. National innovative capacity depends on the presence of a strong common in-

novation infrastructure or cross-cutting factors which contribute broadly to in-
novativeness throughout the economy

2. A country’s innovative capacity depends on the more specific innovation envi-
ronments in a country’s industrial clusters

3. National innovative capacity depends on the strength of linkages between the
common innovation infrastructure and specific clusters441

Furman et al. (2002) then used this concept to analyze a dataset of patenting activ-
ity for 17 OECD countries between 1973 and 1996. The results suggested that public
policy plays an important role in shaping a country’s national innovative capacity.
Public policy can increase the level of R&D resources available as well as shape

lv Economists use the term appropriability for the capacity of a firm to retain the added value it
generates for its own benefit. This situation is an example of a lack of appropriability, because the
innovator is unable to appropriate all the benefits.
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human capital investment and innovation incentives. Furthermore, they could dis-
cern a convergence in innovative capacity across the OECD.442

Patent data are often used to track and compare the level of innovative activity
in a country, since patent data are much easier to obtain than to quantify other as-
pects of innovation. However, patent data will only capture a fraction of innovative
activity, that which leads to patents. Inventors and innovators who have devised a
novel product or solution have three ways of taking advantage of their intellectual
property before others do: First, they can take out a patent, which will require dis-
closure of the invention in return for a temporary monopoly right to use it. Second,
they can keep it as a trade secret, which will provide them protection as long as
they can keep a secret. The most famous trade secret is probably the recipe for
Coca-Cola, which is locked in a vault and has been successfully protected for well
over a century. The third way is to simply take advantage of the lead time enjoyed
by the originator, get the innovation to market before everyone else, and ramp up
production and distribution fast enough to build a strong market share.

The extent to which patent laws encourage innovation or not has been a topic of
much research and debate. According to a review of research by Petra Moser (2013),
the majority of innovations in countries with patent laws have historically occurred
outside the patent system. And countries without patent laws produced as many in-
novations as countries without patent laws during at least some time periods. Secrecy
was the main alternative mechanism used to protect intellectual property. In some
industries secrecy is more effective and in these, inventors historically used less pat-
ents. On the other hand, advances in scientific analysis reduced the effectiveness of
secrecy and have made inventors more dependent on patents. The implication for in-
novation policy as it is related to patent laws is that polices that strengthen patents
to spur innovation will fail to encourage much innovation if a substantial share of
innovation occurs outside the patent system. Moser (2013) concludes that the weight
of historical evidence on patents that grant strong intellectual property rights to early
inventors may discourage innovation. Instead, policies that encourage the diffusion
of ideas and adjust patent laws to facilitate easier entry and encourage competition
may be more effective at promoting innovation.443

Economic Development and the Expanded NIS

An analysis by Jan Fagerberg and Martin Srholec (2008) of the role of innovation
capabilities in economic development across 115 counties between 1992 and 2004
has identified four NIS capabilities that can explain large differences in economic
development. These are:
– The development of the innovation system. Countries who have improved their

innovation systems so that they were functioning well have been more success-
ful in catching up in GDP growth.
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– The quality of “governance.” A well-functioning innovation system is neces-
sary, but not sufficient. Good governance is critical to realize the desired eco-
nomic results

– The character of the “political system.” There is no evidence that the adoption
of a Western-style political system is more conducive to growth, and it may be
the opposite way around for poorer countries, as the examples of China and
Vietnam as well as pre-democratic (South) Korea suggest.

– The degree of “openness” to trade and foreign direct investment. There is little
evidence that openness to trade is correlated with economic growth. Poorer
countries with less absorptive capacity are much less likely than richer coun-
tries to benefit from direct foreign investment.444

In their report, The Innovation Paradox (2017), World Bank economists Xavier Cirera
and William Maloney argue that developing countries are foregoing huge productiv-
ity gains that could be achieved by investing more in innovation and technology
catchup. The report, Volume 1 in the World Bank Productivity Project, validates
Schumpeter’s belief that the potential productivity gains of adopting new technolo-
gies are substantial, showcasing very high rates of return to innovation in advanced
countries and implying social rates of return to R&D far above private rates of return.
The authors propose expanding the concept of the National Innovation System to in-
corporate EFI (equitable growth, finance, and institutions) since missing comple-
ments and failed markets are a much larger problem in developing countries. See
Figure 11.1. For example, firm capabilities are critical complementary factors and de-
serve a lot of attention, particularly management quality, and a sequential policy mix
is required to build firm capabilities step by step.445

The relatively new concept of economic complexity has been developed by
César Hidalgo and Ricardo Hausmann (2009) to provide a novel view of economic
growth and development based on trade data. The theory has three parts:
– First, that it is possible to quantify the complexity of a country’s economy by

examining its export composition
– Second, that this measure of complexity is correlated with a country’s income

level
– Third, that future growth can be predicted based on the deviation of current

complexity from the current income level446

The implication is that economic development efforts should focus on creating and
improving the conditions conducive to greater complexity to generate sustained
growth (Hidalgo and Hausman, 2009).447 The link between economic complexity and
economic growth has been found compelling by many academic researchers and has
attracted much subsequent research. The concept of economic complexity and its an-
alytical framework have caught on with institutions such as the European Commis-
sion, the World Bank, the OECD, and the World Economic Forum (WEF). Economic
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complexity has also been found helpful in inequality research, as low economic com-
plexity has been found to be a significant predictor of inequality (Hartmann et al.
2017).449

In a recent overview, Balland et al. (2022) point out that economic complexity is
strongly linked with knowledge in the modern economy. According to them, pro-
ductive knowledge takes three forms:
1. Embodied knowledge in tools and materials or artifacts
2. Codified knowledge in books, formulas, algorithms and how-to-do manuals
3. Tacit knowledge or know-how in brains450

The division of tacit knowledge between individuals is a form of specialization,
where specialization allows the whole of society to know more, and do more, because
individuals know different things. Specialization among individuals allow firms, cit-
ies, and countries to diversify. Societies with specialized individuals have access to a
greater degree of knowledge and are, therefore, more diversified. Such a society of
highly specialized individuals is more likely to innovate by combining ideas into new
technologies. Statistically, the number of possible combinations will grow exponen-
tially with the variety of elements available to combine. The converse is also true,
which may be a big cause of income divergence between nations. Developed coun-
tries are more diversified and more complex, able to produce products and services
that require a greater variety of knowledge. Thus, the policy implications are for

Universities / think-tanks / 
technology extension centers The firm

Human Capital

Knowledge

Physical Capital

Barriers to all accumulation
Credit
Entry/exist barriers
Business/regulatory climate
Rule of law

Barriers to knowledge accumulation
Rigidities (labor etc.)
See/venture capital
Innovation externalities

Incentives to accumulate
Macro context
Competitive structure
Trade regime and international 
networks

Firm capabilities
Core competencies 
(management)
Production systems
Technological absorption and 
production 

Human capital
Support to firm capability 
upgrading

Productivity/quality extension 
services
Process/best practice 
dissemination
Advanced consulting services

Domestic science and technology 
system
International NIS

SUPPLY ACCUMMULATION/ALLOCATION DEMAND

Government oversight, resolution of market and systemic failures, coordination

Figure 11.1: The Expanded National Innovation System.
Source: Reproduced from Cirera and Maloney, World Bank (2018).448 Creative Commons Attribution
CC BY 3.0 IGO.
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countries and regions to increase their levels of specialization into more complex eco-
nomic activities (Balland et al. 2022).451

Economic complexity rankings for countries and comprehensive country databases can cur-
rently be found at two major sources:
– The Atlas of Economic Complexity maintained by the Growth Lab of Harvard University

(2022)451

– The Observatory of Economic Complexity (OEC 2022).453 The OEC is now a for-profit data
service, but it originated from postgraduate work by Alex Simoes at MIT, supervised by
Professor Hidalgo (Simoes and Hidalgo 2011).454

The concept of economic complexity has further underlined the importance of
knowledge development and specialization in order for a country to be competitive
in the modern global economy. The Triple-Helix Model in the next section was con-
ceived to better visualize how the modern knowledge society operates, and what its
implications are for innovation policy.

Universities and the Triple-Helix Model

Since at least the 19th century, the accepted missions of academia have been teach-
ing and research. During the late 19th and early to mid-20th century industrial labo-
ratories employed many of the graduates as industry become more reliant on
scientific research, both basic and applied. However, the large industrial laborato-
ries declined during the last few decades of the 20th century. To fill the void left by
these laboratories, a recent third mission for universities has become apparent,
which is more directly contributing to economic development through technology-
transfer to industry. Universities in the United States and around the world are cur-
rently in various stages of pursuing this new mission. The recognized impetus for it
has been the decline in defense spending in the West after the end of the Cold War
in the early 1990s (Etzkowitz and Leydesdorff 2000).455

The common objective is to realize an innovative environment consisting of university spin-off
firms, tri-lateral initiatives for knowledge based economic development, and strategic alli-
ances among firms large and small, operating in different areas, and with different levels of
technology, government laboratories, and academic research groups.456

(Etzkowitz and Leydesdorff 2000, 112)

Originally proposed by Henry Etzkowitz and Loet Leydesdorff (1995), the Triple Helix
Model of Innovationmodel attempts to visualizelvi a complex interaction process whereby
the main three actors – government, universities, and industry – collaborate continually

lvi The intertwined double-helix structure of DNA is the inspiration for this visual metaphor.
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in a way that is both intertwined with one another and influences one another.457 The
Triple Helix depicts government, industry, and universities as three relatively indepen-
dent spheres that impact one another dynamically. It is modeled as a helix because
these spheres overlap and interact continuously, with the respective strands reinforcing
one another on the way up. (That is why it is depicted as a helix instead of a static
Venn-diagram of three overlapping spheres.) A simplified, flat representation of the Tri-
ple Helix with the relationships between the three actors can be seen in Figure 11.2.

The Triple-Helix Model is intended to visualize how the modern knowledge society op-
erates with economic transformations originating from constant progress in science
and technology. As such, it is consistent with the evolutionary-economics philosophy
(see Chapter 2). It is also an institutional model that reflects the triangular nature of
innovation spending, policies, and the sharing of innovation activities between the
government, private industry, and universities. As such, it is a key aspect of any na-
tional or multinational innovation policy. Government higher-education policy, re-
searching funding, and the creation of new academic institutions largely determine the
role of universities in national innovation. On their part, universities perform basic re-
search and educate the people who go to work in industry, while professionals with
industry experience come back to take on academic roles. Government regulations in
general, competition policy in particular, and other laws such as intellectual property
laws circumscribe the environment in which private firms innovate and operate. Public
spending on innovation in the private sector is intended to address market failures

Industry

Government

Universities

• Education
• Basic research
• People transfer

• Prevent market 
failures

• Regulation
• IP law
• National labs
• Direct funding
• Acquisition

• Higher-education policy
• Research funding
• New institution creation

Figure 11.2: The Triple Helix of University-Industry-Government Relations.
Source: Inspired by the concept proposed by Leydesdorff and Ekzkowitz (1998).458
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and/or promote industrial policy depending on the paradigm followed by the govern-
ment of the day (Etzkowitz and Leydesdorff, 1995).
Since each actor has a relationship with each of the other, their respective roles can
be discerned as follows:
– Government and industry. Government steps in to correct market failures and

regulates industry to mitigate excesses. Government also provides the legal
framework, particularly in terms of intellectual property law, to give protection
to researchers and innovators, and provides an orderly market for the buying
and selling of knowledge. The government can also directly influence industry
innovation by sponsoring national laboratories, funding research and some
forms of innovation, and by acquiring (purchasing) innovations from private
firms.

– Government and universities. Universities are regulated, shaped, and often
funded through government education policies. Governments can also create
new universities, such as the U.S. land-grant universities. Specific funding for
research from government agencies enable and influence the basic research
that universities perform.

– Industry and universities. Universities educate new scientists and engineers who
go on to work in business. The universities also perform basic research that
business can use a starting point to further develop technologies. And experi-
enced practitioners from business return to permanent or temporary teaching
roles at universities to transfer their expertise to the next generation.

The Triple Helix is an alternative model to the older Linear Model of Innovation. It
is a nonlinear model that extends the Linear Model by taking (nonlinear) interactive
and recursive terms into account. These nonlinear terms change the causal relation-
ships between inputs and outputs. It is also transformative within each of the
spheres, as “. . . both the innovator and the innovated system are expected to be
changed by the innovation.” The driving force of the interactions is the “expecta-
tion of profits,” which may mean different things to the various actors.459

The Triple Helix Association (THA)460 is a nonprofit association that exists “to advance the sci-
entific knowledge and practical achievements related to all aspects of the interaction between
academy-industry-government (Triple Helix) for fostering research, innovation, economic com-
petitiveness and growth.”461 THA holds conferences and symposia, issues THA awards for excel-
lence to researchers, practitioners, and policymakers, and generally provides a network for
researchers to cooperate. Its publication, the Triple Helix Journal, publishes research papers re-
lated to the topic.

Henry Ekzkowitz (2008) points out that it is possible to arrive at the Triple Helix by
different routes. A statist model of societal organization is when the government is
the dominant institutional sphere with industry and academia subordinate parts of
the state. The former Soviet Union, France, and several Latin American countries
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exemplify the statist model. Its opposite, the laissez-faire society, has separation be-
tween the institutional spheres. Skepticism of government implies that it is best for
these spheres to operate with connections that are not too close. In reality, how-
ever, the spheres operate more closely together than the ideology would imply. This
is the case for countries such as the United States and United Kingdom.462 The com-
ing-together of these spheres in a triple helix is the logical end of a historical pro-
cess of societal development across the last few centuries, as Ekzkowitz states in
his book on the Triple Helix:

The growth of science-based technology, from the 17th century, intersecting with the emer-
gence of independent institutional spheres in the 18th century, founded a new dynamics of
innovation. These two dimensions came together in the creation of the research university in
the 19th century, incorporating experimental science. The teaching laboratory was invented,
scaling up the integration of research and teaching, including research with practical implica-
tions, as the university gained autonomy from other social spheres. These twin developments
augured the transition from a society based on vertical stratification in the premodern era to
one increasingly based on horizontal relationships among institutional spheres.463

(Etzkowitz 2008, 14)

Modes 2 and 3, and the Production of Knowledge

Mode 2, a new paradigm for producing scientific advances and innovation based on
the notion of socially distributed knowledge, was introduced in an influential book
by Michael Gibbons et al. (1994), The New Production of Knowledge: The Dynamics
of Science and Research in Contemporary Societies. Mode 2 was defined by deliber-
ate contrast with Mode 1, the old paradigm of scientific discovery through experi-
mentation, which is also closely associated with the Linear Model. Mode 1 is so-
called “traditional knowledge” that is generated within a specific discipline and pri-
marily in an academic context. Mode 2 represents knowledge generated outside of
universities in the broader, transdisciplinary social and economic context. The tran-
sition from Mode 1 to Mode 2 has been enabled by the expansion of higher educa-
tion to a much larger proportion of the population in the last few decades. As a
result, there was a surplus of highly skilled graduates who could not be absorbed by
universities. These people found work in private industries or even started their own
enterprises, consultancies, or think-tanks. The result is new knowledge proliferating
from multiple sources outside of universities, who no longer have a monopoly on re-
search. Unlike peer review, which serves as a quality test of new knowledge in an
academic setting, Mode 2 knowledge is mostly tested by success in the competitive
market.464

Three of the authors of The New Production of Knowledge published a paper to
further clarify and expand their Mode 2 proposition (Nowotny, Scott, and Gibbons
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2003).465 They point out that the transformation of the research process is due to
three significant trends:

– The increasing desire to steer research priorities. This can be seen at the supranational
level (e.g., the European Union), the national level, and at the system level (with research
councils adopting more top-down research priorities).

– The commercialization of research. With the decline in the adequacy of public funding,
researchers turn to alternative sources. Also, universities have become increasingly aware
of the value of the intellectual property generated by their research, and desire to exploit
(monetize) it themselves. This creates questions about who owns the intellectual property
of research paid for by another party, and it diminishes the ideal of science as a public
good. If the IP is valuable, confidentiality becomes a consideration as well as a reluctance
to give it away through open publication.

– The accountability of science. Efforts are made by government funding agencies to evalu-
ate the effectiveness of research they paid for and assess the quality of the output. This
creates concerns about gameplaying by researchers, distortions of the assessments them-
selves (e.g., they may not recognize cross-functional research), and the incentives created
for researchers to go for industry-style production – making it safer to deliver predictable
and measurable results rather than groundbreaking research.466

(Nowotny, Scott, and Gibbons 2003, 181–184)

The Linear Model of Innovation could only represent either technology-push or
market-pull innovation. However, nonlinear models of innovation in the evolution-
ary school allow for nonlinear dynamics that include the simultaneous evolution of
technologies and institutions. The modern digital age is an example of a group of
technologies that pushed forward innovations and new applications; however, the
current situation is more complex, with firms and agencies learning how to reorga-
nize these powerful new technologies and master demanding applications that best
fit their new incarnations. Etzkowtiz and Leydesdorff (1995) call this phenomenon
the co-evolution of technologies and institutions.467

Elias Carayannis and David Campbell (2009) have proposed Mode 3 and the
Quadruple Helix as the respective expansions of Mode 2 and the Triple Helix. Mode
3 is a system consisting of innovation networks and knowledge clusters. The Mode 3
Innovation Ecosystem is seen as the nexus of an emerging 21st-century innovation
ecosystem in which people, culture, and technology form the essential building
blocks.468 In this nexus these different parts:

meet and interact to catalyse creativity, trigger invention and accelerate innovation across sci-
entific and technological disciplines, public and private sectors (government, university, in-
dustry and non-governmental knowledge production, utilisation and renewal entities) and in
a top-down, policy-driven as well as bottom-up, entrepreneurship-empowered fashion.469

(Carayannis and Campbell 2009, 202–203)

The fourth helix in the Carayannis-Campbell model, added to the existing three in
the Triple Helix, is the media-based and culture-based public. Innovation policies
have to acknowledge the important role that the public plays in achieving policy
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objectives. The Quadruple Helix, therefore, acknowledges the role that the media
system plays in constructing and communicating the “public reality” that the pub-
lic is also influenced by culture and values. As such, knowledge and innovation
must reflect the dynamics of the so-called media-based democracy.470

The Triple Helix emphasizes knowledge production and innovation in the econ-
omy and is, therefore, compatible with the knowledge economy. The Quadruple
Helix goes beyond that to include the perspective of the knowledge society and of
knowledge democracy for knowledge production and innovation. The Quadruple
Helix is compatible with environmental sustainability because the sustainable de-
velopment of a knowledge economy requires a coevolution with the knowledge so-
ciety. Thus, the necessary socioecological transition of society and economy can be
contained within the Quadruple Helix (Carayannis et al., 2012).471

Other authors have added other dimensions such as globalization to extend the
model. And Brundin et al. (2008) have suggested including the entrepreneur in the
developmental context.472 In response, Leydesdorff (2012), one of the originators of
the Triple Helix, proposes that an N-tuple of helices (even 20+) may be envisioned
as necessary to extend the model to incorporate any other dimensions.473

Chapter Summary

– There are three primary types of innovation policy: mission-oriented, inven-
tion-oriented, and system-oriented.

– The National Innovation System (NIS) comprises the network of institutions in
the public and private sectors whose activities and interactions initiate, import,
modify and diffuse new technologies.

– In the 19th century, Friedrich List recognized the dependence of the manufactur-
ing industry on progress in multiple industries, and the crucial role of systemic
interactions between sciences, technology, and accumulated knowledge and
skills in the growth of a national economy.

– The dimensions of the U.S. NIS are: the business environment; the trade, tax,
and regulatory environment; and the innovation policy environment. The ex-
panded NIS can also be thought of as a knowledge system having a supply (uni-
versities) and demand (private business) side, with allocation and accumulation
of human, physical and knowledge capital between the two sides. The govern-
ment’s role is to oversee and coordinate these interactions, correcting for market
failures.

– Economic complexity is a new term that measures the complexity of a country’s
exports. It is believed to be correlated with national income growth, with the
implication that developing countries need to diversify their economies.

– The Triple-Helix Model of Innovation emphasizes the central role of academia
alongside government and industry within a modern knowledge society. It focuses
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on the importance of the relationships between each of the three parties for foster-
ing research, innovation, economic competitiveness, and income growth.

– Mode 1 is the traditional paradigm of scientific discovery through experimenta-
tion. It is associated with the Linear Model. Mode 2 is a new paradigm for pro-
ducing scientific advances and innovation based on the notion of socially
distributed knowledge, which emphasizes knowledge creation outside universi-
ties. It is associated with the Triple Helix Model.

– Mode 3 and the Quadruple Helix are the respective expansions of Mode 2 and
the Triple Helix. Mode 3 is visualized as an ecosystem consisting of innovation
networks and knowledge clusters.

Suggested Exercises and Assignments

– Research and write a paper that compares and contrasts the current national
innovation systems of two countries with each other. Comment on the relative
strengths and weaknesses of each. Make recommendations to one of the coun-
tries on how it can strengthen its innovation system by adopting some of the
strengths of the other.

– Choose one industry cluster in a particular country and analyze it using the
Quadruple Helix framework. Identify the most important sources of knowledge
creation and the most important conduits of knowledge exchange. Make recom-
mendations on innovation and industrial policies that would strengthen this in-
dustry cluster.

– Analyze patent data to study and predict the trajectory of technological prog-
ress in a selected technological-intensive industry (e.g., battery technology, ge-
nomics, quantum computing). Identify the top universities and companies,
respectively, that seem to be the leading generators of technological knowl-
edge. Make predictions on which companies and countries, respectively, are
best positioned to become dominant in the field.
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Chapter 12
Innovation Policy Tools and Challenges

In order to craft effective innovation policies, policymakers need to understand the
full range of tools at their disposal, as well as what the evidence is about the effec-
tiveness of particular tools. In addition, policymakers need to understand the types
of policies they can pursue; how these policies are grounded in beliefs about eco-
nomic growth, mission goals; and how innovation actually happens in private indus-
try. Building on the frameworks of national innovation introduced in the previous
chapter, as well as topics covered in earlier chapters, this chapter accordingly reviews
the policy tools that governments have at their disposal to further national innova-
tion and execute their missions.

The main tools of innovation policy are introduced together with the extent of
their respective impacts in terms of net benefits, time frame of impact, and effect on
inequality. Innovation policy tools are also classified in terms of their demand or sup-
ply orientation and the typical goals associated with each. Policy options to support
the commercialization of technologies after the completion of basic research are dis-
cussed with specific reference to the U.S. Bayh-Dole Act.

The rationale for government support for innovation is revisited in a discussion
of policy innovations in the United States that have given the public sector a more
important role in innovation. The history of U.S. government support for innovation
during, and subsequently to, World War II is related to illustrate the perennial ten-
sions between a desire for a limited state role in innovation versus the exigencies of
national security and associated missions, such as the space program and national
health. Finally, the main critiques of the current status quo, and the arguments made
for change by prominent voices, are related.

The Tools and Instruments of Innovation Policy

Nicholas Bloom, John Van Reenen, and Heidi Williams (2019) reviewed the typical
innovation policy tools used by governments around the world, and assessed their
effectiveness based on the available evidence in the literature (refer to Table 12.1).474

The main policy levers for promoting innovation are tax policies that favor
R&D, government research grants, policies to increase the supply of human capital
for innovation through training and immigration, intellectual property policies, and
policies intended to promote competition:

R&D grants. Governments can sponsor R&D projects in the private industry di-
rectly by providing grants to universities and even private companies based on cer-
tain criteria, often as part of thematic R&D programs within government agencies.
Direct grants can easily target the type of research that the government wants to
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favor, for example, by giving money to universities for particular basic research.
Governments can also fund their own R&D labs.

R&D tax credits. Most OECD countries provide some form of favorable tax treat-
ment to R&D. While ordinary R&D expenditures are already tax deductible to a high
degree, additional deductions (e.g., 150 percent) are frequently used to encourage
R&D even more.

Patent boxes. These are special tax regimes that apply lower tax rates to revenues
that come from patents versus revenues from general commercial sources. The prob-
lem with patent boxes is that they encourage “tax shopping” as firms – particularly
multinational firms – shift their patent royalties around different tax jurisdictions
and manipulate the stated revenue from patents to get the most favorable treatment,
thus distorting the tax system.

Human capital supply. One part of such a policy would STEM supply from universities
to encourage the founding and expansion of universities who train future workers in

Table 12.1: Innovation Policy Tool Evaluation.

Policy Net benefit
Assessed
magnitude:
✶ low
✶✶ medium
✶✶✶ high

Time frame of
impact
Short, medium, or
long (S/M/L) run

Effect on
inequality
↑ up
↓ down

Quality of
evidence
Low,
medium, or
high
(L/M/H)

Conclusiveness
of evidence
Low, medium,
or high
(L/M/H)

Direct R&D
grants

✶✶ M ↑ M M

R&D tax credits ✶✶✶ S ↑ H H
Patent box Negative NA ↑ M M
University
incentives

✶ M ↑ M L

STEM supply
from
universities

✶✶ L ↓ M M

Skilledlvi

immigration

✶✶✶ S-M ↓ H H

Trade and
competition

✶✶✶ M ↑ H M

Intellectual
property reform

Unknown M ↑ M L

Mission-
oriented
policies

✶ M ↑ L L

Source: Adapted from Bloom, Van Reenen, and Williams (2019, 180).475

lvi Science, technology, engineering, and mathematics studies.
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science, technology, engineering, andmathematics (STEM). The other part of such a policy
would skilled migration to encourage immigration of STEM workers. Another policy could
reduce the barriers that exist to people from disadvantaged groups becoming inventors
and innovators through, for example, improving school quality and providing mentors.

Trade and competition. Competition can spur companies to innovate to protect and
gain new markets for their products. The moment the competition catches up to a prod-
uct, it becomes less differentiated, profits fall, and the company is forced to innovate
again. Open-trade policies increase the market size, and enable companies to spread
the fixed costs of their innovation over a larger market. Trade also improves the quality
and cost of inputs to innovation and aids the faster diffusion of knowledge.

Intellectual property (IP) reform. IP includes patents, copyrights, and trademarks,
the most relevant for invention and innovation being patents. A patent grants a lim-
ited-time property right (effectively a monopoly) to an inventor to exclude others from
making, using, selling, or otherwise profiting from their invention (unless they pay the
patent holder an agreed license fee). A patent is granted in exchange for a full disclo-
sure of the invention, so it can later be easily copied once the patent has expired. The
U.S. Patent and Trademark Office (USPTO) awards patents to inventions that are novel,
non-obvious and useful, and which are properly disclosed by the applicant.

Mission-oriented policies, sometimes referred to as moonshots. Such policies take
their inspiration from the success of the R&D and innovation efforts during the Second
World War and the Apollo moon program of the 1960s (hence the term, “moonshot”).
The space program administered by NASA and Defense R&D through DARPA (the
Defense Advanced Research Projects Agency) still uses mission-oriented policies
as a matter of course. These models have been expanded to the Department of Energy
(DARPA-E), and the Department of Homeland Security (IARPA). Many economists re-
main skeptical of such highly sector-focused policies out of concern that political de-
cision-making may lead to firms engaging in lobbying and regulatory capture, rather
than pursuing the most socially beneficial work. However, some moonshots may be
justified in themselves, such as the mission to cure cancer, or the quest to find alter-
native energy technologies to prevent a climate disaster.

Public-Procurement Policies. While this policy tool was not included in Table 12.1,
it is an important addition. The total public-procurement budget of most countries is
multiple times the size of the innovation and R&D budget. An analysis by the OECD
(Appelt and Galindo-Rueda 2016) has highlighted the extent to which public procure-
ment, defined as the purchase by governments and state-owned enterprises of good
and services, can support innovation. An analysis of data from 2010 to 2012 gathered
from a range of EU and some other OECD countries found that 14 to 36 percent of com-
panies reported undertaking an innovation activity as part of a public-procurement
contracts, particularly introducing new products. It was also found that companies
with public-procurement contracts were significantly more likely to have innovated
than those without such contracts. Similarly, for U.S. companies, there was a positive
correlation between R&D expenses and having received a U.S. government contract in
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the previous period. R&D expenses increased by 0.2 percent for every 10 percent in-
crease of such past obligations. This R&D activity also eventually leads to patents, as
the number of patent applications filed with the U.S. Patent and Trademark Office
(USPTO) are positively correlated with R&D activity.476

The Defense Advanced Research Projects Agency (DARPA) was established in 1958 as an R&D
agency within the U.S. DOD has always had an ambitious innovation model through which it
pursues mission-oriented, high-risk/high-reward breakthrough innovations. The model posi-
tions DARPA as a public-sector intermediary between scientific researchers and industry and
entails the development and implementation of technologies that support the DOD’s mission
areas. This is also sometimes called mission innovation, and it is much more activist than typi-
cal U.S. government R&D agencies, which do not pursue technologies that are oriented in ad-
vance to particular missions. DARPA has two younger clones, the Advanced Research Projects
Agency-Energy (ARPA-E) formed within the Department of Energy (DOE) in 2009 and the Intelli-
gence Advanced Research Projects Agency (IARPA), formed within the Office of the Director of
National Intelligence in 2007. IARPA is most akin to DARPA, while ARPA-E attempts to be in-
volved in upstream innovation, though it is housed inside the DOE, which has generally been
following a more traditional R&D sponsorship model (Bonvillian, 2018).477

Public-procurement programs can be used to drive private-sector innovation through
procurement contracts with innovation as their primary scope (such as DARPA
above), or by incorporating innovation incentives into contracts for any other prod-
ucts or services (such as Medicare Advantage below).

Medicare is a federally funded U.S. health-insurance program for people age 65 or older (or with
certain disabilities). Medicare Advantage plans offer eligible beneficiaries the option of obtaining
their Medicare benefits through Medicare-approved private health insurers who compete with one
another. Medicare Advantage plans cover items and services in addition to those covered by origi-
nal Medicare, such as vision, hearing, and dental services, but all plans must follow Medicare’s
rules.478 The Medicare program is overseen by the Centers for Medicare & Medicaid Services
(CMS),479 which is part of HHS. CMS created the Five-Star Quality Rating System to help beneficia-
ries compare Medicare Advantage plans. It releases new star ratings ahead of every annual open-
enrollment period, when all beneficiaries have the option to switch plans (CMS 2021).480

The Medicare Advantage program is a public-procurement program as the U.S. government pays
private insurers per-capita payments based on the bids that they have made to Medicare. Plans
also receive substantial additional payments called quality bonuses based on their published star
ratings. In 2021, quality-bonus payments to plans totaled $11.6 billion.481 Higher-rated plans re-
ceive additional rebates that allow them to offer enhanced benefits, thereby increasing their attrac-
tiveness to beneficiaries. Every year, Medicare Medicare raises the ratings benchmarks to drive
ongoing service improvements. In summary, Medicare runs an innovative public-procurement pro-
gram that promotes customer satisfaction, service innovation, and quality improvements through
major commercial performance incentives: the ability to attract customers with better ratings, and
large bonus payments from the federal government.

Edler and Fagerberg (2017) offer a slightly different taxonomy of innovation policy
instruments, differentiating between supply and demand policies and which goals
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they are best suited to achieve (see Table 12.2).483 (They do include procurement in
their list.) The policies, whether they are supply- or demand-oriented or both as well
as the relevance of the policy to major goals (such as increased R&D and improved
capabilities, are also considered.

The EC-OECD STIP-Compass is a dashboard maintained by the OECD (2022) and European Com-
mission that provides access to an international database of public financial-support policies for
business R&D and innovation. As of writing, the database contains nearly 700 policy initiatives
from all over the world, and it supports searches and downloading of data for further analysis.484

The Valley of Death

Most economic growth in industrial economies is powered by incremental improve-
ments in existing products, services, and processes, made by private firms motivated
by market pressures. Such incremental innovations are mostly or entirely financed by
private investment and are based on incremental technological improvements. Radi-
cal technological change happens when science-based inventions are turned into
commercially viable innovations. (Note that the terms invention and innovation are
used here in their Schumpeterian meaning.) An understanding of the transition from
invention to innovation is important, as it relates directly to the conversion of a na-
tion’s research assets into its economic assets (Auerswald and Branscomb 2003).485

The so-called Valley of Death during the early stages of innovation describes the per-
ilous transition between original scientific research and the commercialization of associ-
ated technologies. At this point, there is uncertainty both about what a new technology
can do and the future market demand for it (Ellwood, Williams, and Egan 2022).486 A
substantial amount of time elapses before a promising R&D breakthrough that gives
birth to a new technology will materialize in a new product, and many (if not most) such
innovations fail. For example, in the pharmaceutical industry, innovation from an R&D
project can take up to 17 years from beginning to end with only 1 in 10,000 new com-
pounds succeeding, which is a success rate of only 0.01 percent (Mazzucato 2015, 65).487

The handover process between invention, which may entail government-
sponsored research, and innovation, which is expected to be a private-sector activity,
means that there is not only technology and market uncertainty to be overcome but
also uncertainty about who should pay for the next stage of invention. Many promis-
ing technologies may be left for dead in the Valley of Death because they were not
developed far enough for the private sector to pick them up and commercialize them.

The magnitude of the Valley-of-Death problem is illustrated by Greg Satell
(2016) in his telling of the story of penicillin, and how long it took for this life-
saving antibiotic to make it to the market where it could cure people:
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As many people know, Alexander Fleming originally discovered the miracle cure in 1928, when
his bacteria culture was contaminated by a mold. What most people don’t realize is that his find-
ings sat in an obscure medical journal for a full decade before anyone noticed them. In fact,
penicillin wasn’t deployed until 1943, when the U.S. military used it to cure soldiers in World
War II. And it wasn’t until 1945 – nearly two decades after the initial discovery – that penicillin
was made available to the general public. In the interim, researchers needed to figure out how
to isolate the penicillin compound, make it stable, and produce it in large quantities.

(Satell 2016)489

A recent NBER study (Arora et al. 2019) of major changes in the American innovation
ecosystem over the past three decades noted a growing division of labor between uni-
versities that focus on research and large corporations that focus on development. The
concern is that universities create knowledge in forms that cannot easily be turned
into new goods and services by companies, especially as large companies themselves
withdraw from research. “Small firms and university technology transfer offices can-
not fully substitute for corporate research, which integrated multiple disciplines and
components at the scale required to solve significant technical problems.” While the
division of innovative labor ostensibly raised the volume of science produced by uni-
versities, it may have also impeded, or at least slowed, the transformation of that
knowledge into innovations in the form of novel products and processes.490

In practical terms, tens of thousands of papers are published each year by academic
researchers. Any of these papers may hold the key to a blockbuster, welfare-increasing
new product or technology like penicillin. But how do private firms become aware of
such a promising new technology, and what proof would be required to justify spending
millions of dollars of shareholder money on a new idea that only exists in a paper? An-
other issue is that private-industry inventions must be patented for the certainty of prop-
erty rights that can justify the expenditure on commercializing the invention.

R&D financing, such as DARPA and ARPA-E, based on the connected-science model
pioneered in World War II are by nature designed to bridge the Valley of Death

Basic research Applied 
research Development Production Diffusion

Basic research Applied 
research Development Production Diffusion

‘Disconnected’ model, e.g., NSF, DOE, NIH

‘Connected’ science and technology model, e.g., DARPA, NASA, ARPA -E

“Valley of Death”

Figure 12.1: Alternative U.S. Government R&D Funding Models.
Source: Based on the discussion by Bonvillian (2014).488
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because they fund R&D through the applied research stage and into development. The
disconnected model, where the agency only funds basic research, is also typically fol-
lowed by agencies such as the NSF and the NIH, and also by the DOE, with the excep-
tion of its ARPA-E program, which emulated DARPA. See Figure 12.1.

The Bayh-Dole Act

Since so much basic research happens at universities, policymakers would like to en-
sure that valuable university research gets commercialized. The Bayh-Dolelvii Act of
1980491 is U.S. legislation that gives colleges, universities and nonprofits the potential
rights to intellectual property generated from federally funded research. Prior to the
Act, patents for inventions made under contract to the federal government had to be
assigned to the government. As a result, the U.S. government had accumulated thou-
sands of such patents, but only a small percentage was ever put to good use. The
idea behind the Bayh-Dole Act was to unlock the value of such intellectual property,
allowing nongovernment entities to commercialize it for the benefit of the nation and
economic growth. If universities owned the patents to their federally funded inven-
tions – it was reasoned – they would have a direct financial incentive to pursue com-
mercialization of research themselves of with corporate partners.

It took a while for the Bayh-Dole Act (BDA) to have its desired impact, as it re-
quired a culture change on the side of universities and professors. By the 2000s, a new
generation of university presidents started pushing their researchers to commercialize
their inventions. For example, Purdue University and other universities in Indiana part-
nered with venture funds to finance startups which eventually proliferated; in many
such startups, professors hold equity stakes (Schoettle 2020).492 In another example,
Emory University received $525 million in 2005 for the rights to the anti-HIV drug, Em-
triva, which was invented by three faculty members with government funding. This
was believed to be the largest known intellectual property deal involving an American
university. The BDA enabled this IP transaction for the university, who promised to re-
invest the proceeds in further research that could be commercialized (Gotkin 2012).493

The process by which knowledge is transferred from universities to industry and
other stakeholders has become known as University Technology Transfer (UTT). The
complexity of the UTT process results in Quadruple-Helix Models as societal innova-
tion is added to the Triple Helix of government, universities and industry. If Mode 1
was the transfer of university knowledge to society in the form of education, and
Mode 2 was the transfer of knowledge from universities to industry for commercializa-
tion, then Mode 3 is the transfer of university knowledge to communities across all
sectors (Miller, McAdam, and McAdam 2018).494

lvii Named after its two co-sponsors, then Sens. Birch Bayh, D-Indiana, and Bob Dole, R-Kansas.
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In the decades since 1980 when the BDA was passed, researchers have attempted
to assess its effect. Loet Leydesdorff and Martin Meyer (2010) distinguish three peri-
ods: an initial period from 1980 to 1999 marked by an increase in university patenting,
a period of relative decline from 1999 to the late 2000s, and a third period marked by
linear increases driven in large part by non-U.S. universities doing high-tech patenting
in the United States.495

Newer models of research, particular in the biomedical field have industry, uni-
versities, government agencies and other research funders cooperate at the start of a
research project. Large pharmaceutical companies are funding research institutes
closely affiliated with major research universities. The concept of public-funded cen-
ters of excellence hosted by prestigious universities has been adopted in the United
States and several countries. Universities are sometimes taking drug development
further downstream by means of their own spinout companies that can attract ven-
ture capital (Hudson and Khazragui 2013).496

Joel Gotkin (2012) has assessed the success and shortfalls of the BDA. The per-
ceived successes are first that the BDA created a single and uniform policy that agen-
cies and academic contracts have to abide by. This reduces confusion and benefits
the technology-transfer process. Second is that BDA satisfies private industry’s re-
quirement for certainty of property rights before investing. Third is the emergency of
the biotechnology field as the major share of university patents are related to biomed-
ical research – which also happens to be mostly publicly funded.497

The perceived shortfalls are first a skepticism that BDA drove increases in univer-
sity patents as these were already rising pre BDA; second that BDA undermines the
flow of biomedical research because it incentivizes early patenting of so-called up-
stream discoveries, which unreasonably raises the price of research downstream for
another entity that may take the discovery further to benefit the public; third that it
distorts research priorities by redirecting academic resources away from basic research
to more commercially viable research; and last that it creates a tragedy of the anticom-
mons. The tragedy of the commons is that there is no incentive to conserve a common
resource which will be overused, such as a public grazing ground. The tragedy of the
anticommons is the converse – meaning that if there are multiple owners, each has
the right to exclude others from a scarce resource. Thus, patented technologies are
underused and not commercialized. The cost of transacting patents is high, particu-
larly in the biotechnology field where future discoveries frequently build on past dis-
coveries. Some commentators argue that BDA exacerbates the anticommons problem
because it encourages early-stage patenting of discoveries, which would have stayed
longer in the public domain had it not been for the Act (Gotkin 2012).498

Albert Link, Robert Danziger, and John Scott (2018) also came to findings counter-
intuitive to the intention of the BDA, in response to other researchers (e.g., Nicholas
Bloom 2017) who had pointed out declining productivity in biomedical research. Link,
Danziger, and Scott found that firms that received SBIR-funding and partnered with a
university were – compared with similar firms that did not partner with a university –
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“less likely to commercialize their technology, less likely to retain employees who
were hired to help with the funded project, and less likely to realize employment
growth beyond what would have been predicted in the absence of the award.” They
believe the BDA is to blame as it distorts the innovation, generating IP conflicts be-
tween universities over precedence, and restricting the use of knowledge by both in-
dustry and academic researchers. This tension was exemplified by the competing
claims of the University of California, Berkeley, and the Massachusetts Institute of
Technology for patents on the CRISPR-Cas9 genome-editing system. In addition,
there have been patent infringement lawsuits between universities and industry over
the alleged unauthorized use of university knowledge. For example, there was a law-
suit between the University of California, San Francisco, and Genentech over the de-
velopment of the human growth hormone. In the view of Link, Danziger, and Scott
(2018), the BDA has “pushed patenting too far upstream.” They believe that innova-
tion policies that provide incentives for universities to make their commercializable
discoveries freely available and to disseminate them widely would be more effective,
and better serve the public interest.499

Government-Sponsored Consortia

Another policy tool is for the government to act as a creator or convener of an organi-
zation representing all Triple-Helix entities active in a particular industry. For exam-
ple, concerns about the decline of the U.S. semiconductor industry in the 1980s led to
the creation of SEMATECH,lviii a consortium of agencies (led by the U.S. DOD), 31 uni-
versities, and private companies such as T&T, IBM, Intel, Hewlett-Packard, NCR Cor-
poration, Rockwell International, and Texas Instruments. SEMATECH was founded
very much on the Japanese MITI model. SEMATECH was created to be a “technology
catalyst,” it contributed a lot to revitalizing the semiconductor industry in the
United States, and U.S. leadership in semiconductor manufacturing, by the mid-
1990s (Kleiner, 1995).500

Other organizations that resemble the SEMATECH model are The Joint Center for
Energy Storage Research (JCESR) to develop battery technologies, the Institute for Ap-
plied Cancer Science (IACS) to explore revolutionary new cures, and the National Net-
work for Manufacturing Innovation (NNMI) to revive U.S. production capacity. An
important dynamic is integrating the work of discovery-driven researchers, applied
scientists, and engineers in the private sector (Satell 2015).501 These relationships
help to overcome the different incentives which are publications for academic re-
searchers; rapid, large-value exits for venture capitalists; and near-term revenue and
profits for corporations. Product developers can steer discovery-driven researchers

lviii Acronym created from SEmiconductor MAnufacturing TECHnology.
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into directions that are likely to be more fruitful commercially. This makes it more
likely that invention will lead to commercial innovation, and it greatly reduces waste
by saving everyone’s time and money.

Market Failures

The available scope and solution space for problems that a government is willing to
address with its innovation policy will vary greatly depending on the economic phi-
losophy that it subscribes to. However, any simplistic “capitalism vs. socialism”
framing of this issue is a stale strawman, and typically only resorted to by those
who take an extreme free-market stance and have a low opinion of the ability of
government to deliver on its mission. During the Cold War, socialism may have
been on one end of the spectrum. But there were many acceptable versions (shades
of gray) of capitalism between socialism and the extreme free market on the oppo-
site end of the spectrum; for example, the social democracies of continental Europe
versus the free markets of the Anglosphere.

If you are an ardent supporter of free markets, with a laissez-faire government
philosophy of minimal government involvement in the economy, you will probably
favor an innovation policy that is narrowly focused on addressing market failures
and government financing for pure public goods only. This still requires definitions
of what market failures are addressable by government, and how broadly or nar-
rowly public goods should be defined.

For example, is clean air a public good? Is climate stability a public good? If
knowledge is a public good, to what extent should the government fund its acquisi-
tion through research grants? But is it also important for private-sector actors to be
able to access and apply the knowledge so created? If so, that would argue for ex-
panding the government’s funding of knowledge to include applied research. The
aim is not to resolve all these questions here, but to illustrate that even when there is
agreement that government should only step in to provide public goods and address
market failures, there still is a lot of leeway for determining the scope of involvement,
and much room for political judgment. That is what the U.S. government has done in
practice, as Bill Janeway (2018) states:

Despite the theoretical demonstration of market failure in the funding of invention and inno-
vation, now empirically buttressed, arguments for state intervention to address such market
failures have proved only marginally compelling. Rather, it has been mission-oriented state
investments that have, time after time and across national boundaries, proved effective in
driving the individual sectors of the Innovation Economy. (Janeway 2018, 261–262)502

Several leading authors on innovation policy, from Bonvillian to Mazzucato, have
exposed the misconception that the private sector is the main originator of innova-
tion, and it is, therefore, best that the public sector largely stays out of the way of
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the private sector. In fact, the post-World-War-II role of the U.S. federal government
in leading technological innovation is well documented. Keller and Block (2015)
argue that free-market explanations for the success of U.S. innovation are mislead-
ing and obscure important sources of U.S. economic dynamism since the 1980s.
They point to four primary policy innovations that historically shifted the direction
of the U.S. innovation systems:503

1. The DARPA model and its diffusion to other agencies such as DARPA-E. Launched
in the wake of Sputnik, DARPA was instrumental to advancing many important
enabling technologies, including lasers, robotics, semiconductor chip fabrica-
tion, and the internet.

2. The National Research Laboratories. Initially designed to develop nuclear weap-
ons, these laboratories broadened their scope and were given strong incentives.
The Stevenson-Wydler Act of 1980 encouraged technology transfer activities as
well as direct collaboration with universities, state and local governments and
private firms. Thousands of public–private collaborative projects have been
pursued using cooperative research and development and “work-for-others”
agreements, enabling private firms to take advantage of both the substantial
expertise and specialized equipment of these facilities.

3. Public–Private Partnerships to boost competitiveness and economic growth led to
the encouragement of these arrangements since the Nixon Administration in the
1970s. The Bayh-Dole Act, that allowed universities to patent inventions made
with federal funding, is a major element, but also the University–Industry Cooper-
ative Research Centers program launched by the National Science Foundation in
1978 to bring together experts from private industry and academia to find solu-
tions to shared problems. Similarly, the Engineering Research Centers were cre-
ated in 1984 to foster public–private collaboration to overcome technological
barriers. The SBIR, ARP (now TIP) programs, to provide matching federal grants
for private firms to commercialize new technologies, and the MEP, to help manu-
facturers use advanced technologies, were all founded in the 1980s.

4. Demand-Side Measures in the form of the federal government’s procurement ac-
tivities stimulate technology development, particularly by the DOD. Tax credits
for renewable technologies, such as solar and wind power, are other examples.

And as a result, the United States has been the originator of most major new technol-
ogies in the post-World War II such as microelectronics, the internet, and biotechnol-
ogy. These breakthrough technologies have given rise to whole new industries in
which well-known private-sector companies are thriving. Linda Weiss (2014) points
out that this symbiotic relationship between the state and the private sector has come
about by design, not by accident. What Weiss calls the “national security state” pur-
sues national technology leadership in order to sustain U.S. military-political pri-
macy, not to achieve commercial advantage.504
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Missions and Moonshots

While the ultimate goal of the state is national security, it has to rely on the private
sector to advance its technology goals. And to get the private sector to participate,
the state must ensure that there is also commercial demand for the technologies that
it seeks to develop. That is because government demand for such technologies (i.e.,
the federal market), while still large, does not in many cases provide sufficient incen-
tive for the private sector to invest. For example, the commercial market for com-
puters is now much larger than the federal market, a reversal compared to the 1950s.
In the United States, this duality has been enshrined into policy. If a firm will be
working with an agency to develop a technology, it will be encouraged from the out-
set to create a commercial product that makes use of this technology. This is attrac-
tive for private firms as the government in practice becomes the first customer of the
new technology, often sponsoring a significant part of the R&D, while the commercial
market awaits the technology once it is proven. In turn, the state has to include com-
mercial viability alongside national security and technological supremacy in its goals.

There is competition within the government as agencies and programs constantly
jostle for limited funding, and both the executive branch and Congress exert strong
influence over budgetary allocations and program evaluation criteria. This is a dis-
tributed form of innovation portfolio management. The Office of Management and
Budget (OMB) and the Government Accountability Office (GAO) evaluate the effec-
tiveness of programs for the Administration and Congress, respectively (Keller and
Block 2015).505

A coordinating role is played by theWhite House Office of Science and Technology
Policy (OSTP), created by Congress and headed by a senate-confirmed director. “The
OSTP advises the President and others within the Executive Office of the President on
the scientific, engineering, and technological aspects of the economy, national secu-
rity, homeland security, health, foreign relations, and the environment.” The OSTP
also assists the OMB with an annual review of federal R&D budgets (OSTP 2022).506

In the wake of the 2008–2009 financial crisis, there has been a renewed impetus for rethinking
the economic foundations of our industrialized society. The Institute for New Economic Thinking507

is a global network of economists and scholars “who challenge conventional wisdom and advance
ideas to better serve society.” Its website features research papers, articles, podcasts, and videos
on key economic issues.

In his book, How Rich Countries Got Rich– and Why Poor Countries Stay Poor, the
heterodox economist Erik Reinert (2008) stresses the importance of understanding
economic philosophies that govern industrial and innovation policy in their histori-
cal context. His observation of the major fault line in the U.S. philosophy pertaining
to state involvement in the economy is particularly salient:
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There is an important pattern here: since its founding fathers, the United States has always been
torn between two traditions, the activist policies of Alexander Hamilton (1755–1804) and Thomas
Jefferson’s (1743–1826) maxim that ‘the government that governs least, governs best’. Alexander
Hamilton was a key figure behind the establishment of the first central bank of the United States
in 1791, while Thomas Jefferson fought it and contributed to its closing down in 1811. With time
and usual American pragmatism, this rivalry has been resolved by putting the Jeffersonians in
charge of the rhetoric and the Hamiltonians in charge of policy. (Reinert 2008, 23)508

Fred Block (2008) has written about the rise of a “hidden developmental state” in the
United States. In contrast with Europe, where both the EU and national governments
openly declare and debate their development agendas, this conversation happens in
the shadows in the United States because of the dominance of what Block calls “mar-
ket fundamentalist ideas” over the last several decades.509 Linda Weiss examines the
mechanisms by which the U.S. National Security State fostered new technologies,
breakthrough innovations, and the rise of new private-sector firms and industries in
her book, America Inc.?: Innovation and Enterprise in the National Security State
(2014).510

In the previous chapter, some of the major technological and commercial suc-
cesses that came from post-World War II investments by the U.S. government were
highlighted. Many of these technologies came about through mission-oriented spend-
ing, not merely through sponsorship of basic R&D as would be prescribed by the neo-
classical school. If anything, the federal government is not getting enough credit for
the later commercial successes that private corporations achieve with technologies
created with federal funds, nor for the early government financing of private ven-
tures, which became wildly successful later.

The Apollo program to land the first men on the moon was the original “moon-
shot program.” The term moonshot has now become a metaphor for a massive mis-
sion-oriented government investment in science, technology, and innovation to meet
a bold goal of great importance to the nation. For perspective, the United States spent
$28 billion on the Apollo program to land men on the moon in the 13 years between
1960 and 1973 – about ten times that in present dollars adjusted for inflation. During
this period, 60 percent of all funds for space explorations were channeled into the
Apollo program. Subsequently, NASA’s budget fell from a peak of $60 billion in 1965
to little over $20 billion in 1973 at the end of the Apollo program (The Planetary Soci-
ety 2022).511 Apollo consumed 4 per cent of the U.S. government budget and involved
over 400,000 workers in the National Aeronautics and Space Administration (NASA),
universities, and contractors (Mazzucato 2021, 3–4).512

Matthew Keller and Fred Block (2015) also criticize the orthodox view that U.S.
innovative dynamism is due to its embrace of what is called “the liberal market
economy,” with markets serving as the central mechanism of economic coordination.
Under this philosophy, the innovative dynamism is maximized by a hands-off ap-
proach by government, and industrial policy is minimal or nonexistent. These ideas
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are integral to the doctrine that has become known as neoliberalism or the Washing-
ton Consensus.513

The Washington Consensus is a term coined in 1989 by the economist John Williamson for a set
of ten free-market-promoting (aka neoliberal) policies commonly prescribed to developing coun-
tries by Washington, D.C.- based institutions such the IMF, the World Bank, and the U.S. Depart-
ment of the Treasury. At the time, these policies were being recommend to Latin American
countries by these Washington institutions. The policies were:
1. Fiscal discipline, also known as austerity
2. A redirection of public-expenditure priorities toward fields offering both high economic re-

turns and the potential to improve income distribution, such as primary healthcare, pri-
mary education, and infrastructure

3. Tax reform (to lower marginal rates and broaden the tax base)
4. Interest rate liberalization
5. A competitive exchange rate
6. Trade liberalization
7. Liberalization of inflows of foreign direct investment
8. Privatization
9. Deregulation (to abolish barriers to entry and exit)
10. Secure property rights

(Center for International Development 2003)514

The IMF more recently acknowledged that some of its neoliberal policies may not
have been successful when a trio of IMF economists wrote an article titled, “Neolib-
eralism Oversold?” While they still praise most of the policies, they admit doubts
about two specific policies: removing restrictions on capital flows and fiscal auster-
ity to reduce deficits and debt levels (Ostry, Loungani, and Furceri 2016).515

The way that the public sector makes innovation policy needs to change for 21st
century missions, according to Rainer Kattel and Mariana Mazzucato (2018). Current
market-failure-oriented policy is made by identifying the market failure, fixing it with
a policy instrument, and measuring the impact. For mission-oriented policy, the pro-
cess required is to “create and shape markets with a variety of policy instruments
with open-ended impact horizons, and learn through wider social engagement and
coordination.” Grand challenges require dynamic public–private partnerships, and
for the state to have leadership and engagement capabilities to guide the creation of
new technologies and new markets. Given the significance of sociopolitical consider-
ations alongside technological capabilities, the state needs the ability to experiment,
instead of only relying on market selection. That requires in-house government capa-
bilities in human-centric design, user research, and social experiments.516
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Critiques of the Status Quo

Over the last decade, there has been increasing calls for the government to pursue a
more activist innovation policy, and abandon any last vestiges of the neoclassical re-
straint that government should limit its role to market failures. Some of the strongest
and best-articulated appeals come from prominent academics and policy experts
such as Mariana Mazzucato, William Lazonick, and John Van Reenen. Their argu-
ments vary but often have common themes and similar critiques of the status quo.

First, there is a recognition that the current economic system in general, but partic-
ularly the current innovation paradigm has major flaws which manifest themselves in a
number of undesirable outcomes, such as inequitable growth, environmental degrada-
tion, increased market concentration, and the loss of the U.S. manufacturing base.

The latter problem attracted fresh attention due to a critical shortage of personal
protective equipment (PPE) for medical personnel during the first months of the
COVID-19 pandemic in 2020, and some countries prohibited PPE exports. America
was short on both the materials and machinery to be self-sufficient in N95 masks
(Gerety 2020).517 Not only had production of medical goods been offshored, but those
of many advanced manufactured goods such as semiconductors, and computer serv-
ers. In a contemporaneous article blaming pandemic medical shortages on offshoring
and advocating for a reshoring of supply chains, David Adler and Dan Breznitz
(2020) point out that the United States lost 3.4 million manufacturing jobs (20 percent
of its total) between 2000 and 2007, and a further 1.5 million manufacturing jobs be-
tween 2007 and 2016, a rapid loss not seen before in Western history.518

The loss of manufacturing capacity also means a loss in innovation capability,
since so much of actual innovation occurs in the production stage, as William Bon-
villian (2013) explains:

Moving from prototype to product can take years. It requires solving engineering design prob-
lems, overcoming production and component cost problems, building production processes, cre-
ating an efficient production system, developing and applying new production and product
business models, educating a workforce, building a supply chain, financing scale up, actually
scaling up production to fit evolving market conditions, and reducing all these steps to a rou-
tine. The initial innovation is often thoroughly reworked. These are highly creative elements
needed at the outset of production at scale, requiring much science and engineering at nearly
every point. The research-to-prototype stages begin the innovation process, but the pre- and out-
set-of-production stages are also vital. These stages are critical for incremental technology ad-
vance, as well as for breakthrough and radical technology innovation.

(Bonvillian 2013, 1173)519

This problem has been well-understood for some time and has received attention at
the highest levels. A 2011 Obama White House report (President’s Council of Advisors
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on Science and Technology 2011)520 on promoting advanced manufacturinglix in the
United States led to the creation of the Advanced Manufacturing Partnership (AMP) as
the major instrument of a new manufacturing innovation strategy. AMP brought to-
gether industry CEOs with presidents from prominent university and senior govern-
ment officials from several agencies in a public–private partnership representing all
elements of the Triple Helix. AMP’s first report advocated for 15 advanced manufactur-
ing institutes; the second report added more strategic policy elements. Congress subse-
quently passed enabling legislation (Bonvillian 2017).521

Second, these undesirable outcomes are attributed to systemic problems such as
the financialization of U.S. industry, and with it the breakdown of the connection be-
tween risk and reward for private actors, as well as a government that is overly timid
both in its innovation policies and in its innovation spending. For example, Adler and
Breznitz (2020) attribute offshoring directly to financial market and management in-
centives putting shareholder value above everything else, thereby encouraging the
short-term pursuit of profits, stock option maximization, and stock buybacks.522 Re-
ducing capital equipment improves a company’s return on assets (ROA), while lean
manufacturing entails holding very low inventories which cannot absorb even
small supply-chain disruptions. It has been frequently pointed out that with off-
shore manufacturing of, for example, iPhones, more prosperity is created by Silicon
Valley abroad, where thousands of workers are employed making the phones, than
at home, where only a few well-paid engineers and designers benefit.

Third, there is a recognition that government should get more credit for technolog-
ical advancement and innovation than it usually does, and that many of the advances
of the last number of decades appropriated by the private sector as their own, owe a
lot more to government investment than often acknowledged. Once successful, pri-
vate-sector titans such as Tesla find it easy to forget that they received government
assistance at a crucial early part of their innovation process. For example, it was
reported that Tesla Motors received $465 million in loan assistance in 2009 from
the U.S. Department of Energy as part of a program to help auto manufacturers sur-
vive in the aftermath of the 2008 financial crisis. This was at a time when Tesla was
not profitable yet and was ramping up production of its all-electric Roadster sports
car and about to launch the Model S sedan (Schonfeld 2009).523

Last, the proposed solutions include a number of policy changes that would level
the playing field and see a more activist role for government in advancing innovations
aligned with certain desirable missions. There is a general desire to see more wide-
spread prosperity from innovation success along with more inclusive economic
growth to lower inequality and extend growth benefits to historically disadvantaged

lix Defined as the manufacture of conventional or novel products through processes that depend
on the coordination of information, automation, computation, software, sensing, and networking,
and/or make use of cutting-edge materials and emerging scientific capabilities.
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parts of the population, as well as to redirect growth in an environmentally sustain-
able direction.

Much has been written in the past decade on growing inequality and divergent growth paths for
different people. Notable publications are:
– Thomas Piketty’s book, Capital in the Twenty-First Century (2014) was a seminal contribution

that quantified and described inequality trends. Piketty and other prominent inequality
researchers such as Emmanuel Saez and Gabriel Zucman have set up the World Inequality
Database,524 which publishes annual World Inequality Reports and offers an open-access
database to researchers.

– In his book, The Vanishing Middle Class: Prejudice and Power in a Dual Economy, Peter
Temin (2017) writes about how the middle class is vanishing while a dual economy with 20
percent of people at the top, and the remaining 80 percent at the bottom, is taking shape. A
dual economy exists when two separate economic sectors divided by different levels of
development, technology, and patterns of demand coexist within one country. Today’s dual
economy is comprised of the finance, technology and electronics sectors employing the
richest 20 percent of the population, who mostly have college degrees. The remaining
80 percent (which is absorbing the former middle class) are workers who have lower levels
of education and whose wages have been flat in real terms since the 1970s. Education is the
key differentiator between these groups.525

– In another pessimistic book, The Rise and Fall of American Growth: the U.S. Standard of Living
Since the Civil War, Robert Gordon (2016) argues that the tremendous American growth
between 1870 and 1970 was due to innovations such as electric lighting, indoor plumbing,
home appliances, motor vehicles, air travel, air conditioning, television, and medical advances
that lifted the American standard of living. But Gordon contends that this growth has petered
out, and that the first generation who do not exceed their parents’ standard of living may be at
hand unless we find new solutions.526

Voices for Change

The current debate between those who prefer a more activist innovation and indus-
trial policy and those who favor the traditional laissez-faire approach of limited
government intervention was likely started by a white paper, Industrial Policy for
the Twenty-First Century (2004), written for the United Nations Industrial Develop-
ment Organization (UNIDO)lx by Harvard professor Dani Rodrik.527 Acknowledging
the past failures of industrial policy (the so-called “picking of winners”), Rodrik
(2004) goes on to provide an economic analysis to justify a new third way, between
overbearing state planning on the one hand and a completely hands-off approach
on the other:

lx UNIDO is an agency of the United Nations that promotes industrial development or poverty re-
duction, inclusive globalization and environmental sustainability.
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Few people seriously believe any more that state planning and public investment can act as the
driving force of economic development. Even economists of the left share a healthy respect for
the power of market forces and private initiative. At the same time, it is increasingly recognized
that developing societies need to embed private initiative in a framework of public action that
encourages restructuring, diversification, and technological dynamism beyond what market
forces on their own would generate . . . Market forces and private entrepreneurship would be in
the driving seat of this agenda, but governments would also perform a strategic and coordinat-
ing role in the productive sphere beyond simply ensuring property rights, contract enforcement,
and macroeconomic stability. (Rodrik 2004, 1–2)528

Rodrik’s initial focus was on helping entrepreneurs in emerging economies. But in
the developed world, the debate about the state’s proper role in promoting innova-
tion is taking place as part of a larger reexamination of the economic system, as the
twin forces of globalization and automation are seen to be diminishing high-quality
manufacturing jobs, which are being replaced with inferior service-sector jobs.
Öner Tulum and William Lazonick (2018) argue that the lack of productivity by U.-
S. pharmaceutical companies is due to the financialization of the industry with its
emphasis on shareholder value, stock-based executive compensation, and result-
ing stock buybacks coming at the expense of drug innovation.529 In an earlier arti-
cle, Lazonick (2017) diagnosed this as a supply-side problem of corporate resource
allocation, which undermines productivity growth in the economy in general and
also results in unstable employment and inequitable growth.530

Mariana Mazzucato, a professor at University College London, is a prominent
and prolific advocate for a more robust role for the state in the economy, and for a
bold, mission-oriented innovation policy. In her best-selling book, The Entrepreneur-
ial State: Debunking Public Vs. Private Sector Myths (2015), she argues that the widely
accepted notion of a slow, bureaucratic public sector versus a dynamic private sector
is a myth which has led to the U.S. government withdrawing from innovation when it
should be investing in innovation.531 Mazzucato’s popular book, Mission Economy: A
Moonshot Guide to Changing Capitalism (2021), advances her argument that govern-
ments can and should take on ambitious missions, also called grand challenges (such
as the original moonshot, NASA’s Apollo program), and that government has the ca-
pacity to succeed at such missions again.532

Mazzucato, Kattel, and Ryan-Collins (2019) argue that policymakers can deter-
mine the direction of economic growth through strategic investments in important
sectors and by nurturing industry ecosystems, which the private sector can then use
as platforms to develop further. This mission-oriented approach to growth is pre-
sented not as top-down planning, but as giving direction and catalyzing growth,
along with lifting business expectations about where the future growth areas will be
in order to spur business activity that may otherwise not happen.533

An important theme in Mazzucato’s work is the notion of purpose, both the pur-
pose of a private corporations and the purpose of public policy:
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This means restoring public purpose in policies so that they are aimed at creating tangible
benefits for citizens and setting goals that matter to people – driven by public-interest consid-
erations rather than profit. It also means placing purpose at the core of corporate governance
and considering the needs of all stakeholders, including workers and community institutions,
as opposed to just shareholders (owners of stock in a company). (Mazzucato 2021, 5)534

MIT professor John Van Reenen (2021) proposes a renewed investment by the federal
government to counter slow U.S. productivity growth and even slower median-wage
growth, both trends that have set in since the late 1970s. He calls it the Grand Innova-
tion Challenge Fund, a proposed new federal fund for R&D to drive technological in-
novation and raise productivity growth. A major policy objective is to achieve more
equitable income growth in the economy.535 Van Reenen (2020) has developed the
policy proposal as part of the Hamilton Project536 at the Brookings Institution, a proj-
ect that seeks to promote broad-based growth. The main elements of the proposed
policy for governing the Fund are as follows:

– Spending will be allocated to different, evidence-based innovation policies. Out of the fund,
30 percent will go to direct R&D grants, 25 percent to tax credits, 20 percent to increase
the STEM workforce, and 25 percent to policies that would promote innovation among un-
derrepresented groups.

– Decisions on Fund dispersion will be made by independent experts. Congress can set priori-
ties such as climate change, but the responsibility for allocating funds will be made by a
body of independent experts.

– The funds will be used for breakthrough science. A portion of the Fund should be focused
on well-identified national missions – such as healthcare and climate change. The agency
must be prepared to take risks and tolerate failures to find the next moonshot.

– A variety of incentives and rewards can be used. Direct grants, tax incentives, and training
subsidies could all be part of the policy mix. Prizes and advance market commitments
may also be appropriate in some circumstances, especially for mission-oriented R&D.

– There will be an explicit set of criteria, along with some competitive bidding, to make sure
the resources are allocated geographically in a way that is both cost effective and produc-
tive. Around 30 new innovation hubs could be created in 10 years. Regional coalitions can
come together to collaborate.

– Spending will increase funding for innovation by half a percent of GDP – or about $100 billion
a year. (Van Reenen proposes roughly doubling the federal government’s spending on
R&D.) Funding would scale up gradually to reach the proposed increase sustainably.

(Adapted from Van Reenen 2020, 2)537

In a similar vein, Matteo Deleidi and Mariana Mazzucato (2019) have argued for an
end to austerity, at least as far as innovation policy is concerned. They argue that
major increases in public expenditures directed toward strategic sectors and focused
on the promotion and mission-oriented policies will directly stimulate private invest-
ment in R&D, which they call the “supermultiplier,” thereby effecting a large increase
in economic output. In addition, such a government policy would facilitate the diffu-
sion of technical progress throughout the economic system, with additional stimula-
tion of components of aggregate demand.538

Voices for Change 269

 EBSCOhost - printed on 2/8/2023 1:15 PM via . All use subject to https://www.ebsco.com/terms-of-use



Distribution-Sensitive and Inclusive Innovation

The term distribution-sensitive innovation policy (DSIP) was coined by Amos Zehavia
and Dan Breznitz in an eponymous 2017 paper.539 Recognizing that innovation is es-
sential to economic growth, but also recognizing, that innovation policies may gener-
ate economic inequities, they argue for innovation policies that would both increase
growth and take into account economic distribution. Zehavia and Breznitz (2017)
have outlined four archetypes of DSIPs:
1. Innovation in traditional industries
2. Geographical-economic peripheries
3. Disadvantaged ascriptive groups
4. The advancement of disadvantaged consumers of technology540

University of Toronto professor Dan Breznitz’s recent book on innovation policy, Inno-
vation in Real Places: Strategies for Prosperity in an Unforgiving World (2021), mainly
explores the geographical DSIP archetype. The book is an exposition of innovation
policies that avoid copying the Silicon Valley model in favor of cities and communities
recognizing and building on their own advantages, which allow them to specialize in
areas of innovation and production where they have distinct advantages.541

Inclusive innovation, defined by Gerard George, Anita M. McGahan, and Jaideep
Prabhu (2012) as innovation that benefits the disenfranchised, is focused on the in-
equalities that may arise in the development and commercialization of innovations.
It acknowledges that value creation and capture may also create inequalities. Inclu-
sive innovation is a derivative of inclusive growth, which has long been established as
a policy object in developing countries. An expanded definition of inclusive growth is
proposed:

We define inclusive innovation as the development and implementation of new ideas which as-
pire to create opportunities that enhance social and economic wellbeing for disenfranchised
members of society.

First, we consider innovation as the development and implementation of new ideas. The
definition embraces all forms of innovation, whether these new ideas relate to products, serv-
ices, processes, institutions, business models, or supply chains, with only the requirement
that they are novel recombinations or new to the context.

Second, we focus on opportunities for social and economic wellbeing on the understanding
that certain sections of society have been barred structurally from achieving wellbeing. There-
fore, actions that improve inclusiveness may arise from the removal of economic, geographic,
social, and other structural barriers that previously blocked access to opportunity. These bar-
riers may arise at many levels, including for employees, owners, or customers of business
organizations.

Finally, we distinguish the process of inclusive innovation from its outcomes and acknowl-
edge that aspiring to inclusivity is valuable even when opportunity is not ultimately realized.
An implication of this definition is that the study of inclusive innovation includes the evalua-
tion of activities that may ultimately fail to deliver opportunity despite the aspiration. In other
words, the process as well as the outcome is important. Practices such as fair trade, distance
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learning, hospices, urban farming, waste reduction, and restorative justice are therefore all ex-
amples of inclusive innovation.

(Gerard, McGahan, and Prabhu 2012, 661) (Emphasis added)542

In July 2022 (as this book went to press), bipartisan majorities in both houses of the U.S. Congress
passed a mammoth five-year $280 billion innovation bill, the CHIPS and Science Act of 2002.543 The
House passed the Senate version, formerly known as the United States Innovation and Competition
Act, of two similar packages, each comprising multiple bills intended to increase U.S. competitive-
ness versus China in terms of technology, science, and innovation.544

The “chips” name reflects the priority given to the U.S. semiconductor industry with over $52
billion of direct subsidies for manufacturing, research subsidies, and workforce development;
and another $24 billion in other tax provisions and incentives. The policy goal is to increase the
U.S. manufacturing share of this crucial technology after years of global semiconductor short-
ages impacting multiple industries. The Act also contains nearly $170 billion for technology
R&D across several federal agencies: The NSF will oversee a new $20 billion Directorate of Tech-
nology and Innovation to accelerate the development of key technologies to strengthen U.S.
technology leadership, and receive $61 billion more for its core funding activities of research at
universities and other institutions. The DOE gets $50 billion more for clean energy, nuclear
physics, and high-intensity laser research. The Act sets out several new policies such as in-
structing NASA to prioritize research to take astronauts to Mars. A major distribution-sensitive
policy aspect of the Act is that it directs the Commerce Department to create 20 regional tech-
nology hubs to create and spread more tech jobs across the country.

Chapter Summary

– The main innovation policy tools are direct R&D grants, R&D tax credits,
STEM human capital increases, skilled immigration, trade and competition
policy, public procurement and mission-oriented policies, and intellectual
property policy.

– The Valley of Death describes the perilous transition between original scientific
research and the commercialization of associated technologies. Promising tech-
nologies may not be developed far enough during early research for the private
sector to pick them up and commercialize them.

– The Bayh-Dole Act was intended to bridge the Valley of Death through promoting
the commercialization of research by universities by letting them own the patents
for government-funded basic research.

– Despite professing an adherence to the free-market philosophy, the U.S.
government has been strongly involved in technological innovation, particu-
larly with exceptions for mission-oriented spending related to defense.

– The Washington Consensus comprises ten policies that are core to the so-called
neoliberal free-market philosophy, such as austerity and trade liberalization,
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which has often been prescribed to developing countries by institutions such as
the IMF and World Bank.

– The federal government is being pushed to adopt a more activist innovation
and industrial policy based on undesirable outcomes and systemic problems
within the current system, and a newfound appreciation for the benefits of past
government contributions.

– Calls are also being made to consider the distributive effect of innovation policies
on industries, geographies, and disadvantaged groups. Inclusive innovation has
the goal of benefiting sections of society that have been left behind by the single-
minded focus on value creation and capture.

Suggested Exercises and Assignments

– Conduct a class debate on the extent to which the Washington Consensus has
held back the industrial development of developing nations versus helping
them to put their economies on a sound footing. Refer to the extent that the
Washington Consensus helps or hinders the implementation of innovation poli-
cies intended to grow and diversify the economy.

– Write an essay on the political and economic conditions needed for innovation
to thrive in a particular nation; that is, what contributes to making a country
excel at innovation? Comment on how innovation policy can be designed to be
more inclusive and distribution-sensitive.

– Select two countries with similar natural resources but substantially different
GDP/capita. Compare and contrast their economic complexity to explain the
difference in income. Make recommendations on what innovation and indus-
trial policy the poorer country should follow to catch up.
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